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Abstract—We consider a two-user interference channel assisted by a relay. Treating interference as noise at the receivers, and adopting an amplify and forward (AF) strategy at the relay, we derive achievable rates of both users, for given powers. Next, we solve the optimal power allocation problem maximizing the weighted sum rate of both users with and without relay power optimization. In particular, we propose a simple iterative line search algorithm solving the joint optimization problem over the three transmit powers and show that optimizing the relay power enhances the performance of the system. Then, considering the first user as a primary user, we determine the maximum instantaneous rate that the secondary user can achieve subject to an outage constraint with respect to the primary user and a peak power constraint. We show that, likewise the first part, jointly optimizing the secondary user and the relay transmit powers enhances the secondary user performance.

Index Terms—interference, relay, outage, power allocation.

I. INTRODUCTION

Cooperative communication have recently stirred a lot of research activities thanks to its promising applications. The underlying idea is that some mobile nodes in the network help each other communicate by acting as relays that forward the data from a source node to a destination node. This kind of cooperation has been shown to not only combat channel impairments and limitations, such as fading, shadowing and limited spectrum, but also to extend the network coverage. Based on the forwarding strategy and the processing carried out at the relay node, several relaying protocols have been proposed in the literature in order to improve the capacity and/or expand the coverage of wireless networks [1] [2] [3] [4]. The power allocated to the relay plays a role in the overall performance of the system. Optimal power allocation in amplify and forward (AF) networks has been investigated in [5] [6] [7]. However, most of these work focus on the single user scenario. Recently, there has been a growing interest in characterizing the potential advantages cooperation can provide in interference-limited systems, as opposed to the point-to-point scenarios [8] [9]. In [10], the authors studied the interference channel with cognitive relay (IFC-CR). The IFC-CR comprises two independent source-destination pairs whose communication are aided by an additional node, refereed to as a cognitive relay (CR), who is assumed to possess a priori knowledge of both sources’ messages. The authors derived outer and inner bounds on the capacity region of the general memoryless IFC-CR that are shown to be tight for certain classes of channels. Unfortunately, a general approach for dealing with interference in general is still unknown. The capacity region of the interference channel is known for the case where both receivers experience strong interference [11], as in this case, the interference level is strong enough so that receivers can decode the interference first then decode their messages. Inspired by that, the authors in [12] introduced the idea of interference relaying, known also as interference forwarding (IF). IF aims at driving an interfered receiver into the very strong interference regime, which enables him to decode the impairment without rate penalty. In this regard, the authors in [13] investigated the effect of IF in the cognitive interference relay channel (CIRC), in which one of the transmitters (primary user) has a priori knowledge of the other transmitter’s message (cognitive user). Paper [13] characterizes the capacity regions of two scenarios in case of strong interference. First scenario is when the interference forwarded by the relay consists of the primary user’s signal and the second scenario corresponds to the case where the interference forwarded is the cognitive user’s signal. It is shown that the capacity region in the second scenario is larger, i.e., when the relay does not help the intended (primary) receiver. In [14], the authors consider multi-level amplify-and forward relay networks with no direct link between the information sources and the destinations. Under full cooperation and full channel state information (CSI) at the destinations and no cooperation and no CSI at the sources and relay terminals, the ergodic capacity is determined and an asymptotic expression is derived based on the Stieltjes transform. In [15], the authors considered a multiple input multiple output (MIMO) cognitive radio coexisting with a MIMO primary radio under a novel primary user rate constraint, and they proposed an iterative algorithm to maximize the cognitive user transmission rate.

In this paper, we consider a two-user channel assisted by a relay. Both transmitters and receivers do not cooperate and each receiver does not “see” directly the transmitted symbol from the other transmitter, but only does so through the relay. These assumptions are reasonable when strong shadowing affects the links from both transmitters to the non-intended receivers in a wireless communication environment. The relay receives signals from both transmitters and is seen by both receivers as well. We study the described system in the quasi-static fading where all channels are fixed. Moreover, we assume that all terminals are equipped with a single antenna. Furthermore, our focus is on AF relaying strategy, although more sophisticated relaying strategies may provide some performance gain.

The organization of this paper is as follows. In Section II, the system model and the corresponding assumptions are described and achievable rates are derived. In Section III, we solve the optimal power allocation problem maximizing
We assume that each transmitter is employing a Gaussian codebook. Moreover, the interference is treated as noise. Hence, from the perspective of receiver 1, this results in an equivalent noise with variance \( \sigma_1^2 = G^2 \gamma_2 \gamma_1 P_2 + G^2 \gamma_1 + 1 \). Without loss of generality, the observation at the first receiver in the second time slot can be expressed as

\[
y_{1,2} = \frac{G}{\sigma_1^2} h_{1r} h_{r1} x_1 + n_{1,2}^{eq},
\]

such that \( n_{1,2}^{eq} \sim \mathcal{CN}\{0, 1\} \). The equivalent observations at the first receiver over the two time slots can be expressed as

\[
y_1 = \left( \frac{h_{11}}{\sigma_{1,2}^2} h_{1r} h_{r1} \right) x_1 + \left( \frac{n_{1,1}}{n_{1,2}^{eq}} \right) = h_1 x_1 + n_1,
\]

such that \( n_1 \sim \mathcal{CN}\{0, I\} \). The achievable rate of transmitter 1 is given by [16]

\[
R_1 = \frac{1}{2} \log(1 + P_1 \gamma_{11} + \frac{P_1 G^2 \gamma_2 \gamma_1 P_2}{G^2 \gamma_2 \gamma_1 P_2 + G^2 \gamma_1 + 1}).
\]

Similarly, the achievable rate of user 2 is given by

\[
R_2 = \frac{1}{2} \log(1 + P_2 \gamma_{22} + \frac{P_2 G^2 \gamma_2 \gamma_2 P_2}{G^2 \gamma_2 \gamma_2 P_2 + G^2 \gamma_2 + 1}).
\]

From (10) and (11), it is clear that it is optimal to choose the maximum value for \( G^2 \) in order to maximize both achievable rates. In the sequel, \( G \) is chosen to satisfy \( G^2 = \frac{P_{r1} \gamma_{11} + \gamma_{11} P_1}{\gamma_{11} P_1 + \gamma_{11} P_2 + \gamma_{11} P_2 + 1} \). We define \( n_{ij} = \gamma_{ij} P_j \) for \( i \in \{1, 2\} \) and \( j \in \{1, 2\} \). Substituting \( G^2 \) by its maximum value, we obtain after simplification

\[
R_1 = \frac{1}{2} \log(1 + P_1 \gamma_{11} + \frac{\gamma_{11} P_1}{\gamma_{11} + \gamma_{11} P_1 + \gamma_{11} P_2 + 1})
\]

\[
= \frac{1}{2} \log(1 + \eta_{11} + \frac{\eta_{11} \eta_1}{\eta_{11} + \eta_{11} \eta_1 + \eta_1 + \eta_1 + 1})
\]

\[
= \frac{1}{2} \log(1 + \eta_{11} + \frac{\eta_1}{\eta_1 + \eta_1 + 1})
\]

Similarly, The achievable rate of transmitter 2 is written as

\[
R_2 = \frac{1}{2} \log(1 + P_2 \gamma_{22} + \frac{\gamma_{22} P_2}{\gamma_{22} P_2 + \gamma_{22} P_2 + \gamma_{22} P_2 + 1})
\]

\[
= \frac{1}{2} \log(1 + \eta_{22} + \frac{\eta_{22} \eta_2}{\eta_{22} + \eta_{22} + \eta_2 + 1})
\]

Next, we maximize the achievable rate-region of the interference channel with a relay subject to power constraints in Section III. Then, in Section IV, we consider a cognitive channel and we use (14) and (16) in order to maximize the achievable rate of user 2 subject to a quality of service constraint imposed by user 1.

### III. Total Throughput Maximization

In this section, we seek to maximize the achievable rate-region under a sum power constraint. Note that this problem requires a global knowledge of all channel gains. We first
consider that the relay power is fixed. Then, we optimize over all involved powers.

A. maximizing the throughput with fixed relay power

Our optimization problem is written as

\[
\begin{align*}
& \text{maximize } \quad wR_1(P_1, P_2) + (1 - w)R_2(P_1, P_2) \\
& \text{subject to } \quad P_1 + P_2 \leq \bar{P} \\
& \quad \quad 0 \leq P_i \text{ for } i \in \{1, 2\},
\end{align*}
\]

(17)

where \( w \in [0, 1] \). Each value of \( w \) gives a point on the boundary of the achievable rate-region. To solve (17), we make use of the following lemma.

**Lemma 1.** The optimal solution of (17) should consume all the available power, i.e., \( P_1^{opt} + P_2^{opt} = \bar{P} \).

**Proof:** Suppose that \( P_1^{opt} + P_2^{opt} = \bar{P} - \Delta P \) such that \( \Delta P > 0 \). Let \( \alpha = 1 + \frac{\Delta P}{P_1^{opt} + P_2^{opt}} \) and let \( P_1 = \alpha P_1^{opt}, P_2 = \alpha P_2^{opt} \). Clearly, \( P_1 + P_2 = \bar{P} \). From (12) and (15), we can write

\[
R_1(P_1, P_2) = \frac{1}{2} \log(1 + \alpha P_1^{opt} \gamma_{11}) + \frac{\gamma_{11} P_1^{opt} \gamma_{1r} P_1^{opt}}{\gamma_{2} P_1^{opt} \gamma_{1r} P_1^{opt} + \frac{2\alpha}{\alpha} + \gamma_{1r} P_1^{opt} + \gamma_{2} P_2^{opt} + \frac{1}{2}}
\]

(18)

\[
R_2(P_1, P_2) = \frac{1}{2} \log(1 + \alpha P_2^{opt} \gamma_{22}) + \frac{\gamma_{2} P_2^{opt} \gamma_{2r} P_2^{opt}}{\gamma_{1} P_2^{opt} \gamma_{2r} P_2^{opt} + \frac{2\alpha}{\alpha} + \gamma_{2r} P_2^{opt} + \gamma_{1} P_1^{opt} + \frac{1}{2}}.
\]

(19)

As \( \alpha > 1 \), we have \( R_1(P_1, P_2) > R_1(P_1^{opt}, P_2^{opt}) \) and \( R_2(P_1, P_2) > R_2(P_1^{opt}, P_2^{opt}) \). Hence, \( (P_1, P_2) \) satisfies the power constraint and achieves a strictly higher sum rate. This contradicts the assumption that \( P_1^{opt} + P_2^{opt} < \bar{P} \).

Therefore, the optimization problem in (17) can be expressed as one variable (for example \( P_1 \)) optimization problem by setting \( P_2 = \bar{P} - P_1 \) and replacing it in the objective function. We write then

\[
\begin{align*}
& \text{maximize } \quad wR_1(P_1, \bar{P} - P_1) + (1 - w)R_2(P_1, P_2 - P_1) \\
& \text{subject to } \quad 0 \leq P_1 \leq \bar{P},
\end{align*}
\]

(20)

The objective function (20) is not guaranteed to be concave. To obtain the optimal solution, we should search over the boundary points \( (P_1 = 0, P_2 = \bar{P}) \) and the extreme points corresponding to \( \frac{\partial \omega R_1(P_1, \bar{P} - P_1)}{\partial P_1} = 0 \) for \( P_1 \).

B. maximizing the throughput over all power variables

Optimizing over the relay power should enhance the system performance. The problem is now formulated as

\[
\begin{align*}
& \text{maximize } \quad wR_1(P_1, P_2, P_r) + (1 - w)R_2(P_1, P_2, P_r) \\
& \text{subject to } \quad P_1 + P_2 + P_r \leq \bar{P} \\
& \quad \quad 0 \leq P_i \text{ for } i \in \{1, 2, r\}.
\end{align*}
\]

(21)

Once again, we note that, by proceeding as in Lemma 1, one can check that at the optimal, we should use all the available power. Consequently, one can eliminate one variable (say \( P_r \)) and solve an optimization problem over two variables. The problem is formulated then as

\[
\begin{align*}
& \text{maximize } \quad wR_1(P_1, P_2, \bar{P} - P_1 - P_2) + (1 - w)R_2(P_1, P_2, \bar{P} - P_2) \\
& \text{subject to } \quad P_1 + P_2 \leq \bar{P} \\
& \quad \quad 0 \leq P_1 \text{ for } i \in \{1, 2\}.
\end{align*}
\]

(22)

Note that (22) is not a convex optimization problem. To solve it, one can perform an exhaustive search or one has to evaluate the objective function at all candidate points (corner points, relative maxima on the boundary and the interior of the domain). While the first method is costly, the second approach is cumbersome and tedious given the objective function expression. To overcome this difficulty, we propose an algorithm (see Algorithm 1) that is simple to implement in order to solve (21). The advantage of using Algorithm 1

**Algorithm 1**

**Initialization :** Let \( P_1 = P_1^{(0)}, i = 0 \).

**Repeat :**

1. Solve

\[
\begin{align*}
& \text{maximize } \quad wR_1(P_1^{(i)}, P_2, P_r) + (1 - w)R_2(P_1^{(i)}, P_2, P_r) \\
& \text{subject to } \quad P_2 + P_r \leq \bar{P} \\
& \quad \quad 0 \leq P_i \text{ for } i \in \{2, r\},
\end{align*}
\]

(23)

Denote the maximum in (23) by \( f_1^{(i)} \) and let \( P_2^{(i)} \leftarrow P_2^{opt} \).

2. Solve

\[
\begin{align*}
& \text{maximize } \quad wR_3(P_1, P_2^{(i)}, P_r) + (1 - w)R_2(P_1, P_2^{(i)}, P_r) \\
& \text{subject to } \quad P_1 + P_r \leq \bar{P} \\
& \quad \quad 0 \leq P_i \text{ for } i \in \{1, r\},
\end{align*}
\]

(24)

Denote the maximum in (24) by \( f_2^{(i)} \) and let \( P_1^{(i+1)} \leftarrow P_1^{opt}, \Delta^{(i)} = |f_1^{(i)} - f_2^{(i)}|, i \leftarrow i + 1 \).

**Until :** \( \Delta^{(i)} \geq \delta \),

where \( \delta \) is an arbitrary small positive constant.

is that the successive optimization problems solved in steps 1 and 2 can be turned into a one variable optimization problem. Indeed, consider for example the optimization problem in step 1. Since both instantaneous rates are increasing in \( P_r \), then, for a given \( (P_2, P_r) \) satisfying the constraints, by increasing \( P_r \) while satisfying the sum power constraint, one can achieve higher rates \( R_1 \) and \( R_2 \) simultaneously. Thus, the inequality should be satisfied with equality at the optimal point. We note that while the proposed algorithm converges to the global solution in most scenarios, it can provide however, a local maximum, as illustrated in the following example.

**Example 1.** We consider the following setup: \( \bar{P} = 20 \text{ dB}, \gamma_{11} = 0.0264, \gamma_{12} = 0.0747, \gamma_{r1} = 1.4051, \gamma_{r2} = 3.1994, \gamma_{1r} = 0.6651, \gamma_{2r} = 2.7702, \) \( \delta = 0.5 \), and \( \bar{P} = 10^{-10} \). In Fig. 2, we visualize the objective function in (22). For \( P_1^{(0)} = \bar{P} / 2 \), the proposed algorithm provides a local maximum, given by the point \( (P_1, P_2) = (42.2819, 0) \) (shown with a box) whereas the maximum in the considered setup is
4 plots the relay power allocation versus power, enhances the overall throughput of the system. Figure 2 gives the weighted sum rate over the feasible region function 

\[ \bar{w} \]

The lowest relay power is obtained for a fair throughput objective observed is expected given the model. More interestingly, the relay power becomes more biased in favor of any user.

Example 2. We consider Rayleigh fading such that \( \Omega_{i,j} = 2 \) for all \((i,j)\). The total power budget is set to \( P = 20 \) dB. We let the parameter \( w \) sweep the axis \([0, 1]\). We plot the achievable rate region resulting from the optimization problems (17) and (21). To solve (17), we assume a fixed relay power \( P_r = 5 \) dB. Figures 3 and 4 are obtained by averaging \( 10^5 \) simulations. Figure 3 shows clearly that optimizing the relay power enhances the overall throughput of the system. Figure 4 plots the relay power allocation versus \( w \). The symmetry observed is expected given the model. More interestingly, the lowest relay power is obtained for a fair throughput objective function \((w = 0.5)\). The relay power increases as the parameter \( w \) becomes more biased in favor of any user.

IV. MAXIMIZING THE SECONDARY USER ACHIEVABLE RATE

In this section, our objective is to maximize the secondary user achievable rate. The first transmitter is assumed to operate with an instantaneous peak power constraint. To maximize his achievable rate, transmitter 1 operates with full power \( P_1 \). On the other hand, we seek to maximize the instantaneous achievable rate of user 2. Note that transmitter 2 is assumed to have knowledge only of \( h_{22}, h_{2r}, h_{r1} \) and \( h_{r2} \), but he is not aware of the realizations of \( h_{11} \) and \( h_{1r} \). However, the secondary transmitter is assumed to have statistical knowledge about the probability distributions of \( h_{11} \) and \( h_{1r} \). Therefore, a power allocation should satisfy a quality of service constraint with respect to the primary user. For instance, we impose an outage probability constraint that the secondary user should satisfy. We first consider that the relay power is fixed.

A. maximizing the secondary rate with fixed relay power

Assuming that the relay power is fixed, we note from (15) that maximizing the secondary rate is equivalent to maximizing his transmit power \( P_2 \). Thus, we write

\[
\begin{aligned}
\text{maximize} & \quad P_2 \\
\text{subject to} & \quad 0 \leq P_2 \leq \bar{P}_2, \\
& \quad \Pr(R_1 < R_2|\gamma_{22}, \gamma_{2r}, \gamma_{r1}, \gamma_{r2}) \leq \epsilon.
\end{aligned}
\]

The outage constraint can be expressed as

\[
\begin{aligned}
P_{\text{out},1} &= \Pr(R_1 < R_2|\gamma_{22}, \gamma_{2r}, \gamma_{r1}, \gamma_{r2}) \\
&= \Pr(\eta_{|11} + \frac{\eta_{2} \eta_{r1}}{1 + \eta_{1r} + \eta_{r1}/(1 + \eta_{r2})} \leq 2^{R_1} - 1) \\
&= \Pr(\frac{\eta_{1} \eta_{r1}|1 + \eta_{1r}/(1 + \eta_{r2})}{1 + \eta_{r1}/(1 + \eta_{r2})} \leq 2^{R_1} - 1 - \eta_{|11}.
\end{aligned}
\]

We note that \( P_{\text{out},1} \) is continuous in \( P_2 \). Moreover, from (13), \( R_1 \) is strictly decreasing with respect to \( P_2 \), hence \( P_{\text{out},1} \) is increasing with respect to \( P_2 \). Therefore, \( P_{\text{out},1} \) is an invariable function with respect to \( P_2 \), and the outage constraint is equivalent to an upper bound constraint on \( P_2 \).

\[
P_{\text{out},1}(P_2) \leq \epsilon \iff P_2 \leq P_{\text{out},1}^{-1}(\epsilon).
\]

Details of computing \( P_{\text{out},1} \) can be found in Appendix A. Note that for (27) to be feasible, we should have \( \epsilon \geq \epsilon_0 \) where \( \epsilon_0 = P_{\text{out},1}(P_2)|_{P_2=0} \). Otherwise, the problem is infeasible and we set \( P_2 = 0 \). The optimization problem (25) becomes

\[
\begin{aligned}
\text{maximize} & \quad P_2 \\
\text{subject to} & \quad 0 \leq P_2 \leq \bar{P}_2, \\
P_2 & \leq P_{\text{out},1}^{-1}(\epsilon).
\end{aligned}
\]

The optimal solution is given by \( P_2^{\text{opt}} = \min(\bar{P}_2, P_{\text{out},1}^{-1}(\epsilon)) \).

Example 3. We consider Rayleigh fading, i.e., channel coefficients \( h_{i,j} \) are generated i.i.d. \( h_{i,j} \sim \mathcal{CN}(0, \Omega_{i,j}) \). We set
$R_t = 1 \text{ bit/s/Hz}, P_1 = 10 \text{ dB}, P_2 = 3 \text{ dB}, P_r = 7 \text{ dB}$. In Fig. 5, we plot the achievable rate of user 2 subject to the outage and peak power constraints for different values of outage upper bounds. We average the results over $10^5$ realizations. We first plot the system performance for the case when all channel link parameters are unity, i.e., $\Omega_{ij} = 1$. We then increase one link parameter one at a time while maintaining the other links to unity and study the impact of each link on the system performance, on average. Increasing $\Omega_{22}$ decreases the achievable rate of user 2. This is explained by the fact that increasing the value of $\gamma_{22}$ increases the interference power at user 1 and hence increases the outage probability. This results in decreasing the optimal transmit power of user 2, which dominates the positive impact of increasing $\gamma_{22}$ on the achievable rate $R_2$. As opposed to that, increasing the remaining links increases the achievable rate of user 2, with a different impact of each link. The maximum beneficial impact is obtained by having a stronger link $\gamma_{11}$ as this link enhances the achievable rate of user 1 and decreases considerably the outage probability, allowing user 2 to transmit at a higher power level. While $\gamma_{22}$ and $\gamma_{2r}$ do not affect the outage event, they contribute to the achievable rate $R_2$ with the impact of $\gamma_{22}$ dominating the impact of $\gamma_{2r}$. Note that for the curve corresponding to $\Omega_{2r}$, we experience a very small increase of $R_2$, a higher value of $\Omega_{2r}$ is required to observe a considerable increase.

### B. Power control at the secondary transmitter and the relay

In this subsection, we assume that the first transmitter is still operating with a fixed power $P_1$, while we now optimize the secondary user achievable rate jointly over both $P_2$ and the relay power $P_r$. The optimization problem becomes

\[
\begin{align*}
\text{maximize} & \quad R_2(P_2, P_r) \\
\text{subject to} & \quad 0 \leq P_2 + P_r \leq \bar{P}, \\
& \quad \Pr(R_1 < R_1(\gamma_{22}, \gamma_{2r}, \gamma_{r1}, \gamma_{r2}) \leq \epsilon).
\end{align*}
\]

(29)

In order to solve (29), we note that the power constraint should be satisfied with equality. Otherwise, as both instantaneous rates are increasing in $P_r$, then, for a given $(P_2, P_r)$ satisfying the constraints in (29), by increasing $P_r$, one can satisfy the outage constraint and can achieve a higher rate $R_2$ simultaneously. Henceforth, the inequality should be satisfied with equality at the optimal point. Thus, (29) can be written as a function of $P_2$ only as follows

\[
\begin{align*}
\text{maximize} & \quad R_2(\bar{P}, P_2) = R_2^\text{opt}(P_2) \\
\text{subject to} & \quad 0 \leq P_2 \leq \bar{P}, \\
& \quad \Pr(R_1(P_2, \bar{P}, P_2) < R_1(\gamma_{22}, \gamma_{2r}, \gamma_{r1}, \gamma_{r2}) \leq \epsilon, \\
& \quad \text{P}_{\text{out}, 1}(P_2, \bar{P}) \leq \epsilon \iff \Pr(P_2) \leq \bar{P}^{-1}(\epsilon, \text{P}_{\text{out}, 1}(\epsilon)).
\end{align*}
\]

(30)

Note that in order to compute $P_{\text{out}, 1}(P_2, \bar{P})$, we start from (36) and evaluate the expression after replacing $P_1 = \bar{P}$ – $P_2$. Similarly, we note that for (31) to be feasible, we should have $\epsilon \geq \epsilon_0$ where $\epsilon_0 = P_{\text{out}, 1}(P_2, \bar{P})|_{P_2=0, P_r=\bar{P}}$. Otherwise, we set $P_2 = 0$.

To solve (30), we first express $R_2$ as

\[
\begin{align*}
R_2^\text{opt}(P_2) &= \frac{1}{2} \log(1 + \frac{\gamma_{22}(\bar{P} - P_2)}{\gamma_{22}(\bar{P} - P_2) + \gamma_{2r}(P - P_2) + \gamma_{r2}P + \gamma_{r1} + 1}) \\
&= \frac{1}{2} \log(1 + \frac{P_2 + \gamma_{22} + \gamma_{2r} + \gamma_{r2}}{1 + \gamma_{22} + \gamma_{2r} + \gamma_{r2}}) \\
&= \frac{1}{2} \log(1 + \frac{\gamma_{22} + \gamma_{2r} + \gamma_{r2}}{\gamma_{22} + \gamma_{2r} + \gamma_{r2}}). \\
\end{align*}
\]

(32)

One can check that $R_2^\text{opt}(P_2)$ is concave in $P_2$. Indeed, let $g(P_2) = \frac{\gamma_{22} + \gamma_{2r} + \gamma_{r2}}{\gamma_{22} + \gamma_{2r} + \gamma_{r2}}$, $b = \frac{\gamma_{22} + \gamma_{2r} + \gamma_{r2}}{\gamma_{22} + \gamma_{2r} + \gamma_{r2}} + 1$. The derivatives of the function $g$ are given by

\[
\begin{align*}
\hat{g}(P_2) &= -\frac{2(P - P_2 + \gamma_{22}P^2 + \gamma_{2r}P^2 + \gamma_{r2}P^2 + \gamma_{r1}P^2 + 1)}{(P - P_2 + \gamma_{22}P^2 + \gamma_{2r}P^2 + \gamma_{r2}P^2 + 1)^3} \\
\hat{g}(P_2) &= -\frac{2(P - P_2 + \gamma_{22}P^2 + \gamma_{2r}P^2 + \gamma_{r2}P^2 + 1)}{(P - P_2 + \gamma_{22}P^2 + \gamma_{2r}P^2 + \gamma_{r2}P^2 + 1)^3}. \\
\end{align*}
\]

(33)

Clearly, $\hat{g}(P_2) \leq 0$ for all $P_2 \in [0, \bar{P}]$. Therefore, $g$ is concave in $P_2$ and hence $R_2^\text{opt}(P_2)$ is also concave in $P_2$. Thus, to solve (30), we first solve $\frac{dR_2^\text{opt}(P_2)}{dP_2} = 0$ or equivalently we solve the second order polynomial equation given by $\gamma_{22} + \gamma_{2r} + \gamma_{r2}b \hat{g}(P_2) = 0$. If the last equation possesses a solution in $[0, \min(P, P_{\text{out}, 1}(\epsilon))$, then it will be the optimal solution to (30). Otherwise, $P_{\text{opt}} = \min(P, P_{\text{out}, 1}(\epsilon))$.

**Example 4.** We consider the setup given by $\bar{P} = 10 \text{ dB}, P_1 = 10 \text{ dB}$, and $R_t = 1 \text{ bit/s/Hz}$. We consider Rayleigh-fading such that $h_{ii} \sim \mathcal{CN}(0, 1), i \in \{1, 2\}$ and $h_{ij} \sim \mathcal{CN}(0, 3), i \neq j$. For each channels’ realization, we compute the optimal power allocation solution of (29) and then we average over $10^5$ realizations. For comparison, for each channel link parameters, we consider the situation in which the relay power is fixed and set to $P_r = 5 \text{ dB}$. We plot the optimal rate $R_2$ under this setup as the solution to (25) with the same power budget, i.e., $P_2 = \bar{P} - P_r = 5 \text{ dB}$. We plot the result in Fig. 6 for different values of the outage constraint. Figure 6 shows the

![Fig. 5. Average achievable rate of User 2](image-url)
achieve a positive transmission rate while satisfying a lower benefit of optimizing jointly over the relay and the secondary user transmission power. This allows the secondary user to achieve a positive transmission rate while satisfying a lower outage values that are not achievable initially with fixed $P_r$ (all $\epsilon \leq 0.04$ in our example). Figure 6 shows also the optimal power strategy, on average. As the outage constraint is relaxed, i.e., $\epsilon$ increases, we allocate less and less power to the relay and more power to the secondary transmitter.

V. CONCLUSION

In this paper, we considered a two-user interference channel assisted by a relay. We have derived achievable rates of both users, by considering the interference as noise. We have solved the problem of maximizing the weighted sum rate of the system with and without relay power optimization. In particular, we proposed a simple algorithm solving the latter case. Then, we have solved the problem of maximizing the secondary user achievable rate subject to an outage constraint with respect to the primary user and a peak power constraint. We showed that jointly optimizing over the secondary user and relay transmit powers increases the secondary user rate.

APPENDIX A

To compute (26), we need to compute the distribution (precisely the cumulative distribution function (CDF) ) of $\frac{\eta_1 + \eta_2}{\eta_1 + \eta_1 + \eta_2}$ conditioned on $\eta_1, \eta_2$, as well as the distribution of $\eta_1$. Essentially, we need the CDF of the random variable $\hat{h} = \frac{\eta_1}{\eta_1 + \eta_2}$ where $c$ is a positive constant. This is expressed in the following lemma.

**Lemma 2.** Let $\gamma$ be a random variable with known CDF $F_\gamma(\cdot)$, then, for a given positive constant $c$, the CDF of the random variable $h = \frac{\gamma}{\gamma + c}$, denoted $F_h(\cdot)$, is given by

$$F_h(x) = \begin{cases} 0 & \text{if } x \leq 0 \\ F_\gamma\left(\frac{cx}{c+x}\right) & \text{if } 0 \leq x < 1 \\ 1 & \text{if } x \geq 1. \end{cases} \quad (34)$$

**Proof:** The proof is immediate and thus omitted. \qed

Let $c = 1 + \eta_1/(1 + \eta_2)$. Using the total probability theorem, we obtain

$$P_{out,1} = \int_{\eta_1} \Pr \left( \frac{\eta_1 + \eta_1}{\eta_1 + 1 + \eta_1 / (1 + \eta_2) \leq 2^{2R_t - 1 - \eta_1}} \right) f_{\eta_1}(\eta_1) d\eta_1$$

$$= \int_{\eta_1} \Pr \left( \frac{\eta_1 + c}{\eta_1 + 1/2 - 1 - \eta_1} \leq 2^{2R_t - 1 - \eta_1} \right) f_{\eta_1}(\eta_1) d\eta_1. \quad (35)$$

Using Lemma 2, (35) can be computed as

$$P_{out,1} = \int_{[2^{2R_t - 1}]^+} \Pr \left( \frac{\eta_1 + c}{\eta_1 + 1/2 - 1 - \eta_1} \leq 2^{2R_t - 1 - \eta_1} \right) f_{\eta_1}(\eta_1) d\eta_1$$

$$= \int_{[2^{2R_t - 1}]^+} \frac{c}{c - 1} f_{\eta_1}(\eta_1) d\eta_1$$

$$= \int_{[2^{2R_t - 1}]^+} F_{\eta_1}(\eta_1) \frac{c}{c - 1} f_{\eta_1}(\eta_1) d\eta_1$$

$$= \int_{[2^{2R_t - 1}]^+} F_{\eta_1}(\eta_1) \frac{c}{c - 1} f_{\eta_1}(\eta_1) d\eta_1$$

$$= \int_{[2^{2R_t - 1}]^+} \frac{c}{c - 1} f_{\eta_1}(\eta_1) d\eta_1$$

$$= \int_{[2^{2R_t - 1}]^+} \frac{c}{c - 1} f_{\eta_1}(\eta_1) d\eta_1$$

where $f_{\eta_1}(\eta_1) = \frac{f_{\eta_1}(\eta_1)}{\eta_1}$ and $x = \frac{2^{2R_t - 1 - \eta_1}}{c - 1}$.
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