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LP Formulation of Asymmetric Zero-Sum Stochastic Games

Lichun Li and Jeff Shamma

Abstract—This paper provides an efficient linear programming (LP) formulation of asymmetric two player zero-sum stochastic games with finite horizon. In these stochastic games, only one player is informed of the state at each stage, and the transition law is only controlled by the informed player. Compared with the LP formulation of extensive stochastic games whose size grows polynomially with respect to the size of the state and the size of the uninformed player’s actions, our proposed LP formulation has its size to be linear with respect to the size of the state and the size of the uninformed player, and hence greatly reduces the computational complexity. A travelling inspector problem is used to demonstrate the efficiency of the proposed LP formulation.

I. INTRODUCTION

Different from the asymmetric repeated games introduced by Aumann and Maschler in 1960’s [1]–[3] where the same game is played repeatedly, stochastic games can change the game according to some transition law. If the transition law is Markovian [4], or Markovian controlled by the informed player [5], then stochastic games have values. Recently, [6] generalized the results to the case when players observe signals rather than actions, and showed that the value of the stochastic game existed if one of the players was fully informed and controlled the transition of the state. A more general case when the players have common information but neither one can have full knowledge of the other one’s full information is discussed in [7]–[9], which is out of the scope of this paper.

The existence of values in stochastic games means that there is at least one equilibrium such that no player has incentive to deviate from his strategy given that others do not deviate from theirs. But computing the value and the optimal strategy remains an important problem for making game-theoretic solution concepts operational. The most closely related work is in the area of repeated games and the area of symmetric stochastic games. When both players are informed of the game, the value of repeated games can be solved through a polynomial time algorithm [10]. If only one player is informed, while Ponssard and Sorin provided a linear programming algorithm to solve a single shot game [11], Gilpin and Sandholm showed that computing the value of the repeated game with infinite horizon is non-convex [12].

References [14]–[17] analyzed finite-stage asymmetric repeated games in extensive form, and give a LP formulation of the extensive games whose size is linear over the extensive tree size. Based on the idea of the extensive forms of finite-stage asymmetric repeated games, [18], [19] developed a decomposition algorithm to obtain recursive solutions to network interdiction games which had special nested imperfect information structure. In the area of symmetric stochastic games, [20] provided a linear program based algorithm to compute the value and the optimal strategies of symmetric stochastic games when the transition is controlled by only one player.

This paper focuses on computing the values and the optimal strategies for finite horizon, two player, zero sum stochastic games with one player fully informed and controlling the transition. At the beginning of every stage, the state of nature (game) is chosen according to a transition law which relies on the previous state and the previous action of player 1. The chosen state is, then, observed by player 1 only. Player 1 and 2 simultaneously choose their actions which are observed by both players before proceeding to the next stage. For a finite horizon case, stochastic games can be written in an extensive form, and hence be solved through linear programming. The size of the linear program, however, grows exponentially over the length of the horizon with the base to be the product of the size of the states, the size of player 1’s actions and the size of player 2’s actions [16], [17].

This paper proposes an efficient linear program (LP) to compute the values and the optimal strategies of asymmetric stochastic games where the transition law is controlled by the informed player, and the size of the proposed linear program grows only linearly over the size of the states and the size of the uninformed player’s actions but exponentially over the length of the horizon with the base to be the size of the informed player’s actions. Compared with the linear program derived from the extensive form, our proposed linear program dramatically reduces the computational complexity by cutting the size of the linear program to be linear over the size of the states, and the size of the uninformed player’s actions. Therefore, the proposed linear programming formulation of the asymmetric stochastic games is especially useful when the actions of the informed player are simple, such as on or off, play or quit, in or out, etc., while the state of the nature and the opponent’s actions are complicated.

II. MATHEMATICAL MODEL

The mathematical model of stochastic games in this paper is mainly adopted from [4] and [2].
Let \( \mathbb{R}^n \) indicate the \( n \)-dimensional real space, and \( \mathcal{S} \) be a finite set, \(|\mathcal{S}|\) denotes its cardinality, and \( \Delta(\mathcal{S}) \) indicates the set of probability distributions over \( \mathcal{S} \). \( (p^s)_{s \in \mathcal{S}} \) is a \(|\mathcal{S}|\)-dimensional row vector whose element is \( p^s \). 1 and 0 are appropriately dimensional column vectors with all their elements to be 1 and 0, respectively.

A two-player zero-sum stochastic game with the informed player as a single controller is described by

- three finite non-empty sets: a set \( S \) of states of nature, a set \( I \) of actions of player 1 (maximizer), and a set \( J \) of actions of player 2 (minimizer). Let \( s_t \in S, i_t \in I \) and \( j_t \in J \) denote the state of the nature, the action of player 1 and the action of player 2 at some stage \( t \geq 1 \).
- an initial distribution \( p \in \Delta(S) \).
- a payoff function \( g : S \times I \times J \rightarrow \mathbb{R} \), \( G^i \in \mathbb{R}^{I \times |J|} \) denotes the payoff matrix of state \( s \).
- a transition rule \( q : S \times I \rightarrow \Delta(S) \), \( Q^i \in \mathbb{R}^{|S| \times |S|} \) denotes the transition matrix given the action of player 1 to be \( i \). \( Q^i_{t,s} \) is the conditional probability that the next state is \( s' \) given the current action is \( i \) and the current state is \( s \).

The play of the \( N \)-stage zero-sum game is as follows:

- At stage 1, \( s_1 \) is chosen according to \( p \), and told to player 1 only. Player 1 and 2 independently choose an action in their own set of actions, \( i_1 \in I \) and \( j_1 \in J \), respectively. The stage payoff for player 1 is \( g(s_1, i_1, j_1) \), and \( (i_1, j_1) \) is publicly announced. The play proceeds to stage 2.
- At stage \( t \geq 2 \), \( s_t \) is chosen according to \( q(s_{t-1}, i_{t-1}) \), and told to player 1 only. Player 1 and 2 independently choose an action in their own set of actions. If \( i_t \in I \) and \( j_t \in J \) are selected, the payoff for player 1 at stage \( t \) is \( g(s_t, i_t, j_t) \). \( (i_t, j_t) \) is publicly announced, and the play proceeds to the next stage.

Players are assumed to have perfect recall, and the whole description of the game is public knowledge.

A behavior strategy of player 1 is an element \( \sigma = (\sigma_t)_{t=1}^T \), where for each \( r, \sigma_t : (S \times I \times J)^{t-1} \times S \rightarrow \Delta(I) \). Since player 2 does not observe the state, a behavior strategy of player 2 is an element \( \tau = (\tau_t)_{t=1}^T \), where for each \( t, \tau_t : (I \times J)^{t-1} \rightarrow \Delta(J) \). Denote by \( \Sigma_N \) and \( \mathcal{F}_N \) the set of \( N \)-stage strategies of player 1 and 2, respectively.

Every distribution \( p \), and a pair of strategy \( (\sigma, \tau) \) induce a probability \( P_{p,\sigma,\tau} \) over the set of plays \( (S \times I \times J)^N \). We denote by \( E_{p,\sigma,\tau} \) the corresponding expectation operator. The average payoff over \( N \) stages is defined as

\[
\gamma_N(p, \sigma, \tau) = E_{p,\sigma,\tau} \left( \frac{1}{N} \sum_{t=1}^N g(s_t, i_t, j_t) \right)
\]

The \( N \)-stage game \( \Gamma_N(p) \) is defined as the zero-sum game with strategy spaces \( \Sigma_N \) and \( \mathcal{F}_N \), and payoff function \( \gamma_N(p, \sigma, \tau) \). We say the game \( \Gamma_N(p) \) has a value \( v_N(p) \) iff \( \sum_N(p) = \bar{v}_N(p) = v_N(p) \), where \( v_N(p) = \sup_{\sigma \in \Sigma} \inf_{\tau \in \mathcal{F}} \gamma_N(p, \sigma, \tau) \).

Since the game is of perfect recall, there is no loss of generality in limiting ourselves to behavior strategies [21], [22].

**Lemma III.1** indicates that

\[
\bar{x}_{p,i} v_{N-1}(p^+ (p,x,i)) = v_{N-1} ((p^x(i))_{s \in S} Q^i),
\]

\[\text{Theorem.} \] According to Kuhn’s theorem [21], the game \( \Gamma_N(p) \) can be seen as a mixed extension of a finite game, so \( \Gamma_N(p) \) has a value and both players have optimal strategies.

The value \( v_N(p) \) of the game \( \Gamma_N(p) \) can be computed by a recursive formula. Let \( p \in \Delta(S) \) represent player 2’s belief on the state of nature at current stage. Player 1’s action is chosen according to some \( x = (x^t)_{t \in S} \in \Delta(I)^{|S|} \), i.e. that if the state is \( s \), player 1 plays according to \( x^t = (x^t(i))_{i \in I} \). Player 2’s action is selected according to some \( y = (y(j))_{j \in J} \in \Delta(J) \). The expected payoff of player 1 at current stage is

\[
G(p, x, y) = \sum_{s \in S} p^s x^T G^s y.
\]

The probability that player 1 plays \( i \in I \) is

\[
\bar{x}_{p,i} = \sum_{s \in S} p^s x^i(s).
\]

Given that player 1 played \( i \) according to \( x \) at current stage, we denote by \( p^+ (p, x, i) \in \Delta(S) \) the conditional probability over the state at the next stage. We have

\[
p^+ (p, x, i) = \left( p^x(i) \right)_s Q^i
\]

Let \( T_{p,x}(v_{N-1}) = \sum_{i \in I} \bar{x}_{p,i} v_{N-1}(p^+ (p,x,i)) \).

**Proposition 5.1** and **Remark 5.2** of [4] provided the following lemma.

**Lemma II.1.** For each \( n \geq 1 \) and \( p \in \Delta(S) \),

\[
v_n(p) = \max_{x \in \Delta(I)^{|S|}, y \in \Delta(J)} \left( \frac{1}{n} G(p, x, y) + \frac{n-1}{n} T_{p,x}(v_{n-1}) \right)
\]

\[
= \min_{y \in \Delta(I)^{|S|}, \gamma \in \Delta(J)} \left( \frac{1}{n} G(p, x, y) + \frac{n-1}{n} T_{p,y}(v_{n-1}) \right)
\]

Player 1 has an optimal strategy which is Markovian, i.e. the action played at the any stage \( t \) only depends on the current state and player 1’s past actions \( i_1, \ldots, i_{t-1} \).

### III. LP FORMULATION OF ASYMMETRIC STOCHASTIC GAMES

In this section, we begin our study about LP formulation of asymmetric stochastic games from one-stage and two-stage games, and then extend our results to \( N \)-stage games followed by a proof.

For the convenience of the rest of this section, let us introduce two lemmas whose proofs are given in an appendix.

**Lemma III.1.** For any finite positive integer \( n \) and any constant \( \alpha \geq 0 \), the value \( v_n(p) \) of an \( n \)-stage game \( \Gamma_n(p) \)

satisfies

\[
\alpha v_n(p) = v_n(\alpha p).
\]

**Lemma III.1** indicates

\[
\bar{x}_{p,i} v_{N-1}(p^+ (p,x,i)) = v_{N-1} ((p^x(i))_{s \in S} Q^i).
\]
and hence we have
\[ T_{p,x}(v_{n-1}) = \sum_{i \in I} v_{n-1}((p^s x^i(i))_{s \in S} Q^i). \] (6)

**Lemma III.2.** Let \( u(p,x) = \min_{y \in \Delta(J)} G(p,x,y) \). The value of \( u(p,x) \) is the same value of the following linear program
\[
\begin{align*}
\max_{\ell \in \mathbb{R}} & \quad \ell \\
\text{s.t.} & \quad \sum_{s \in S} p^s G^T x^s \geq \ell 1.
\end{align*}
\] (7)

**A. One-Stage Games**

Consider a one-stage stochastic game \( \Gamma_1(p) \) whose value \( v_1(p) \) satisfies
\[
v_1(p) = \max_{x \in \Delta(I)} \min_{y \in \Delta(J)} \sum_{s \in S} p^s x^1 T^s G^1 y_1.
\]

It is shown in [11] that \( v_1(p) \) is the value of the following LP
\[
\begin{align*}
\max_{\ell, \ell_1} & \quad \ell \\
\text{s.t.} & \quad \sum_{s \in S} p^s G^T x^s \geq \ell 1, \\
& \quad 1^T x^s = 1, \quad \forall s \in S, \\
& \quad x^s \geq 0, \quad \forall s \in S.
\end{align*}
\] (8)

For ease of the comparison with the LP of two-stage games, we let \( z^s = p^s x^s \), and rewrite the above linear program as
\[
\begin{align*}
\max_{\ell, z^s} & \quad \ell \\
\text{s.t.} & \quad \sum_{s \in S} G^T z^s \geq \ell 1, \\
& \quad 1^T z^s = p^s, \quad \forall s \in S, \\
& \quad z^s \geq 0, \quad \forall s \in S.
\end{align*}
\] (9)

**B. Two-Stage Games**

Now, let’s consider a game with one more stage. A two-stage game \( \Gamma_2(p) \) has a value \( v_2(p) \), according to Lemma II.1, satisfying
\[
v_2(p) = \max_{x_1 \in \Delta(I)^{|I|}, y_1 \in \Delta(J)} \left( \frac{1}{2} G(p,x_1,y_1) + \frac{1}{2} T_{p,x_1}(y_1) \right)
\] (10)

The second equality holds because \( T_{p,x_1}(y_1) \) is independent of \( y_1 \), and can be written as in equation (6). Now, let us analyze \( v_2(p) \) term by term, and give a conclusion at the end of this subsection.

The first term \( v_1((p^s x^1(i_1))_{s \in S} Q^2) \), according to the analysis of one-stage games, has the value of the program (9).

Let \( h_2 = \{i_1, i_2, \ldots, i_{n-1}\} \) be the history action of player 1 at stage 1, and \( H_2 \) be a set including all possible history actions of player 1 at stage 2. We notice that the history action \( h_2 = \{i_1\} \) of player 1 influences the value of \( v_1 \) and the behavior strategy at stage 2. To emphasize the dependence on player 1’s history action, we add \( h_2 \) as an extra subscript to the variables \( x \) and \( \ell \). Therefore, for each \( h_2 \in H_2 \), the value of \( v_1((p^s x^1(i_2))_{s \in S} Q^2) \) can be computed by solving the following program
\[
\begin{align*}
\max & \quad \ell_{2|h_2} \\
\text{s.t.} & \quad \sum_{s \in S} G^T \epsilon^s_{2|h_2} \geq \ell_{2|h_2} 1. \\
& \quad 1^T \epsilon^s_{2|h_2} = (p^s x^1(i_2))_{s \in S} Q^2, \quad \forall s \in S, \\
& \quad \epsilon^s_{2|h_2} \geq 0, \quad \forall s \in S.
\end{align*}
\] (11)

Meanwhile, the second term \( \min_{y_1 \in \Delta(J)} G(p,x_1,y_1) \), according to Lemma III.2, has the value of another linear program
\[
\begin{align*}
\max_{\ell_1} & \quad \ell_1 \\
\text{s.t.} & \quad \sum_{s \in S} p^s G^T x^s_1 \geq \ell_1 1. \\
& \quad 1^T x^s_1 = 1, \quad \forall s \in S, \\
& \quad x^s_1 \geq 0, \quad \forall s \in S, \\
& \quad \sum_{s \in S} G^T \epsilon^s_{1|h_2} \geq \ell_{2|h_2} 1, \quad \forall h_2 \in H_2, \\
& \quad 1^T \epsilon^s_{1|h_2} = (p^s x^1(i_1))_{s \in S} Q^1, \quad \forall s \in S, h_2 \in H_2, \\
& \quad \epsilon^s_{1|h_2} \geq 0, \quad \forall s \in S, h_2 \in H_2.
\end{align*}
\] (12)

To conclude, the value \( v_2(p) \) of a two-stage game is the same as the value of the following linear program according to equation (10), (11), and (12)
\[
\begin{align*}
\frac{1}{2} \max_{x_1} \left( \sum_{h_2 \in H_2} \max_{\ell_{2|h_2}} \ell_{2|h_2} + \max_{\ell_1} \ell_1 \right) \\
\text{s.t.} & \quad \sum_{s \in S} p^s G^T x^s_1 \geq \ell_1 1. \\
& \quad 1^T x^s_1 = 1, \quad \forall s \in S, \\
& \quad x^s_1 \geq 0, \quad \forall s \in S, \\
& \quad \sum_{s \in S} G^T \epsilon^s_{2|h_2} \geq \ell_{2|h_2} 1, \quad \forall h_2 \in H_2, \\
& \quad 1^T \epsilon^s_{2|h_2} = (p^s x^1(i_1))_{s \in S} Q^2, \quad \forall s \in S, h_2 \in H_2, \\
& \quad \epsilon^s_{2|h_2} \geq 0, \quad \forall s \in S, h_2 \in H_2.
\end{align*}
\]

Let \( z^1 = p^s x^1 \). We rewrite the LP above as
\[
\begin{align*}
\frac{1}{2} \max_{z^1} \left( \sum_{h_2 \in H_2} \max_{\ell_{2|h_2}} \ell_{2|h_2} + \max_{\ell_1} \ell_1 \right) \\
\text{s.t.} & \quad \sum_{s \in S} G^T z^s \geq \ell_1 1. \\
& \quad 1^T z^s = p^s, \quad \forall s \in S, \\
& \quad z^s \geq 0, \quad \forall s \in S, \\
& \quad \sum_{s \in S} G^T \epsilon^s_{1|h_2} \geq \ell_{2|h_2} 1, \quad \forall h_2 \in H_2, \\
& \quad 1^T \epsilon^s_{1|h_2} = (p^s x^1(i_1))_{s \in S} Q^1, \quad \forall s \in S, h_2 \in H_2, \\
& \quad \epsilon^s_{1|h_2} \geq 0, \quad \forall s \in S, h_2 \in H_2.
\end{align*}
\] (13)
replaced by \( z_t|h_t \) and \( \ell_t|h_t \), and we have the following form.

\[
\frac{1}{2} \max_{z_t|h_t, \ell_t|h_t} \sum_{t=1,2,\forall h_t \in H_t} \sum_{t=1,2,\forall h_t \in H_t} \ell_t|h_t \\
\text{s.t.} \quad \forall t = 1,2, \forall h_t \in H_t \]

\[
G_t^T z_t|h_t \geq \ell_t|h_t, 1 \\
1^T z_t|h_t = \left( (z_t^{i-1}(h_t-1))_{s \in S} Q^{i-1} \right), \quad \forall s \in S \]

\[
z_t^{i=0}(i_t) = p^s \quad \text{and} \quad Q^{i=0} \quad \text{is an identity matrix.}
\]

C. N-Stage Games

Compared the LP formulation (9) of one-stage games and the LP formulation (13) of two-stage games, we find that they are in a uniform form which is for each stage \( t \) and each possible history action \( h_t \), the corresponding strategy variable \( z_t|h_t \) and the corresponding value variable \( \ell_t|h_t \) satisfy the same constraints.

This uniform LP formulation is also true for \( N \)-stage games, and we have the following main theorem. The proof is based on mathematical induction, and is given in the appendix.

Theorem III.3. For each finite positive integer \( N \), the value \( v_N(p) \) of \( N \)-stage asymmetric stochastic game \( \Gamma_N(p) \) has the value of the linear program

\[
\frac{1}{N} \max_{z_t|h_t, \ell_t|h_t} \sum_{t=1,2,\forall h_t \in H_t} \sum_{t=1,2,\forall h_t \in H_t} \ell_t|h_t \\
\text{s.t.} \quad \forall t = 1,2, \forall h_t \in H_t \]

\[
G_t^T z_t|h_t \geq \ell_t|h_t, 1 \\
1^T z_t|h_t = \left( (z_t^{i-1}(h_t-1))_{s \in S} Q^{i-1} \right), \quad \forall s \in S \\
z_t^{i=0}(i_t) = p^s \quad \text{and} \quad Q^{i=0} \quad \text{is an identity matrix.}
\]

where \( z_t^{i=0}(i_t) = p^s \) and \( Q^{i=0} \) is an identity matrix. The optimal behavior strategy \( x_t^s | h_t \) at stage \( t \) given the history action to be \( h_t \) and the current state to be \( s \) is

\[
x_t^s | h_t = \begin{cases} 
\frac{z_t^s | h_t}{1^T z_t^s | h_t}, & \text{if } z_t^s | h_t \neq 0; \\
0, & \text{otherwise}
\end{cases}
\]

where \( z_t^s | h_t \) is the optimal solution of the LP formulation (14).

Remark III.4. \( x_t^s | h_t \) equals to 0 means that it is impossible for the current state to be \( s \) given the initial distribution \( p \) and the history action of player 1 to be \( h_t \), or it is impossible for player 1’s history action to be \( h_t \).

The size of this linear program is linear with respect to the size \( |S| \) of the state set and the size \( |J| \) of player 2’s action set, polynomial with respect to the size \( |I| \) of player 1’s action set, and exponential with respect to the length \( N \) of the horizon. It is easy to see that for an \( N \)-stage game, there are at most \( |I|^{N-1} \) different history actions of player 1 at stage \( t \). For each

history action at each stage, we need an independent pair of variables \( z \in \mathbb{R}|J| \times |S| \) and \( \ell \in \mathbb{R} \), and hence in total there are \((1 + |J| + \cdots + |J|^{N-1}) (1 + |J| |S|) = O(|J||I|^{N+1}) \) scalar variables. Meanwhile, for each history action at each stage, there are three sets of constraints. Constraint set 1 has \(|J|\) inequalities, constraint set 2 has \(|S|\) equalities, and constraint set 3 has \(|I| |S|\) inequalities. In total, there are \((1 + |J| + \cdots + |J|^{N-1}) (1 + |J| |S| + |I||S|) = O(|J| |I|^{N} + |S| |I|^{N+1}) \) constraints.

Therefore, we say the size of the LP formulation (14) grows only linearly with respect to \(|J|\) and \(|S|\), polynomially with respect to \(|J|\), and exponentially with respect to \(N\).

The LP formulation given in Theorem III.3 has the advantage of cutting the computational complexity from a polynomial function to a linear function with respect to \(|S|\) and \(|J|\) over the LP formulation of the extensive form of game \( \Gamma_N(p) \). If we model the stochastic game \( \Gamma_N(p) \) in an extensive form and express this extensive form as a tree, then there will be \(|S|^N |J|^N |S|^N \) leaves, and the corresponding LP formulation will have the linear size in the size of the game tree [16], [17]. Compared with the LP formulation of the extensive form of the game \( \Gamma_N(p) \), the LP formulation (14) greatly decreases the computational complexity.

IV. EXAMPLE: A TRAVELLING INSPECTOR PROBLEM

This section will apply the LP formulation of asymmetric stochastic games proposed in Theorem III.3 to the travelling inspector problem which is developed from [20], [23], and discuss the computational complexity of the LP formulation proposed in Theorem III.3, the optimal policy and the value functions of this problem.

An inspector wants to prevent illegal dumping of toxic wastes in the region to which he is assigned, and needs the optimal travelling strategy. In his region, there are two big cities: A and B. In city A, there is plant 2 with toxic waste capacity to be 2 tons. In city B, there is plant 3 with toxic waste capacity to be 3 tons. Between city A and B, there is plant 1 which is relatively small, and has toxic waste capacity 1 ton. The three plants coordinate their dumping strategy to dump as much toxic wastes as possible without being fined excessively.

The actions for each plant on each day are to dump (1) or not to dump (0), and there are 8 coordinated actions for the three plants. On each day, the inspector can only visit one city. In city A, he can inspect either plant 1 or plant 2. In city B, he can inspect either plant 1 or plant 3. If the plant he visits is dumping toxic wastes, then the plant will be fined 2 thousand dollars of its toxic waste capacity. Meanwhile, the cost to treat the unimpacted dumped wastes is 1 thousand dollars per ton. We can model the payoff matrices for the inspector in city A and B as in Table I.

After inspecting one plant, the inspector may move and visit the other city on the next day. Because plant 2 is far away from city B, the inspector prefers to stay in city A after inspecting plant 2. For the same reason, the inspector prefers to stay in city B after inspecting plant 3. If the inspector visited plant 1, then he can move to either city A or city B.
with equal possibility. Therefore, the transition matrices are modeled as in Table II. The objective of the inspector is to maximize his average payoff during a certain period, while the three plants want to minimize his payoff.

If we fix the horizon to be 6 days, there are \((1 + 3 + \cdots + 3^6)(8 + 2 + 6) = 17488\) equations and \((1 + 3 + \cdots + 3^6)(1 + 6) = 7651\) variables in the linear program formulated in Theorem III.3, which takes a computer with 2.4 GHz CUP about 8 seconds to compute the optimal solution and the game value. If we formulate a linear program for the extensive form of the same game, the number of equations is in the order of \(8^6 = 26214\), and the number of variables is in the order of \(2^6 \times 3^6 = 46656\). Compared with the LP of extensive game, the LP proposed in Theorem III.3 cuts about 1/3 of the equations and about 5/6 of the variables.

Given the initial distribution \(p = [0.5 \ 0.5]\) and the horizon to be 6, the inspector’s optimal strategy at stage 3 is given in Table III. We find that the optimal strategy only depends on the last action of the inspector. This is because the three plants’ belief on which city the inspector visits today only depends on which plant the inspector visited yesterday. For example, if plant 2 was visited yesterday, then the inspector must be in city A yesterday no matter which plants the inspector inspected before yesterday, and the plants’ belief about where the inspector is today is always \([0.8 \ 0.2]\) according to the transition matrix \(Q^2\).

The value function of the travelling inspector game is given in Figure 1. From the plot, we find that the value functions are piece-wise linear. Reference [11] pointed out that the value functions of asymmetric repeated games with finite horizon were piece-wise linear. We believe that this is still true for the asymmetric stochastic games.

<table>
<thead>
<tr>
<th>N=1</th>
<th>N=2</th>
<th>N=3</th>
<th>N=4</th>
<th>N=5</th>
<th>N=6</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0.25</td>
<td>0.5</td>
<td>0.75</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>0.5</td>
<td>0.75</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>0.5</td>
<td>0.75</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
</tbody>
</table>

**V. CONCLUSION**

This paper proposed an LP formulation of asymmetric stochastic games. The size of the proposed linear program is only linear with respect to the size of the state and the size of the uninformed player’s actions. However, the size of the proposed LP formulation still grows exponentially with respect to the horizon. A tight bound was achieved by implementing a suboptimal policy in a receding horizon manner in [24]. Our next step is to study when the optimal strategy for a finite-horizon game is implemented in a receding horizon manner, whether we can asymptotically achieve the optimal strategy of the game with infinite horizon.

**APPENDIX**

**Proof of Lemma III.1** It is shown by mathematical induction. First, we notice that \(G(\alpha p, x_n, y_n) = \alpha G(p, x_n, y_n)\).

For \(n = 1\), we have

\[
v_1(\alpha p) = \max_{x_1 \in \Delta(I) \times y_1 \in \Delta(J)} \min_{x_1 \in \Delta(I) \times y_1 \in \Delta(J)} G(\alpha p, x_1, y_1) = \alpha \max_{x_1 \in \Delta(I) \times y_1 \in \Delta(J)} G(p, x_1, y_1) = \alpha v_1(p).
\]

Now, let us assume equation (4) is true for \(n - 1\). From equation (2), we have \(x_{\alpha p, x_n}(i) = \frac{1}{\alpha} x_{p, x_n}(i)\). From equation (3), we have \(p^+ (\alpha p, x_n) = p^+ (p, x_n)\). Therefore, \(T_{\alpha p, x_n}(1) = \alpha T_{p, x_n}(1)\), and \(v_n(\alpha p)\) equals to

\[
= \max_{x_n \in \Delta(I) \times y_n \in \Delta(J)} \min_{x_n \in \Delta(I) \times y_n \in \Delta(J)} \left( \frac{1}{\alpha} G(\alpha p, x_n, y_n) + \frac{n - 1}{n} T_{\alpha p, x_n}(v_{n-1}) \right) = \alpha v_n(p)
\]

**Proof of Lemma III.2** Notice that \(\sum_{s \in S} p^T S^\alpha y_n = c\) is a \(|J|\) dimensional vector. So, \(u(p, x_n) = \min_{y_n \in \Delta(J)} c^T y_n\). Since \(y_n\) is a simplex in \(\Delta(J)\), \(u(p, x_n)\) actually is the smallest element in \(c\), and can be solved by the linear program \(V\).

**Proof of Theorem III.3** Mathematical induction is used to show Theorem III.3.

From equation (9), we see that Theorem III.3 is true for \(N = 1\). Assume that Theorem III.3 is true for \(N - 1\)-stage stochastic games. For \(N\)-stage games, Lemma II.1 indicates

\[
v_N(p) = \max_{x_1 \in \Delta(I) \times y_1 \in \Delta(J)} \min_{x_1 \in \Delta(I) \times y_1 \in \Delta(J)} \left( \frac{1}{N} G(p, x_1, y_1) + \frac{n - 1}{n} T_{p, x_1}(v_{N-1}) \right)
\]
The 2nd equality holds because \( vv_{N-1}(p^s x^t_1(i_1)) s \in S^{Q^i_1} \) is independent of \( y_1 \). Let us analyze this equation term by term.

Since Theorem III.3 is true for \( N - 1 \)-stage stochastic games, the first term \( \frac{1}{N} \sum_{i_1 \in I}^N v_{N-1}(p^s x^t_1(i_1)) s \in S^{Q^i_1} \) can be solved through the linear program defined in (14) with the the initial decision variable \( z^0(I_0) = (p^s x^t_1(i_1)) s \in S^{Q^i_1} \). Since the \( N - 1 \)-stage game is a sub-game (from stage 2 to \( N \)) of the \( N \)-stage game, the \( t \)th stage in the \( N - 1 \)-stage game is actually the \( t + 1 \)th in the \( N \)-stage game, the history action \( h_t \) of player 1 in the \( N - 1 \)-stage game is actually the history action from stage 2 to stage \( N \) in the \( N \)-stage game, and for player 1’s each action \( i_t \) at stage 1 in the \( N \)-stage game, there are independent sets of variables \( z_t|b_h \) and \( \ell_t|b_h \) in the \( N - 1 \)-stage game. Let \( t = n - 1 \). The first term has the same value of the following LP.

\[
\frac{1}{N} \max_{z_{n|h_t}, \ell_{n|b_h}} \sum_{n=2}^N \sum_{h_n \in H_n} \ell_{n|b_h} (15)
\]

\[
s.t. \forall n = 2, \ldots, N \forall h_n \in H_n \sum_{s \in S} G^{T} x^t s \ell_{n|b_h} \geq \ell_{n|b_h} 1
\]

\[
1^T x^t s \ell_{n|b_h} = \left( (z_{n-1}^s (h_{n-1})) s \in S^{Q^{h_{n-1}}_1} \right), \forall s \in S
\]

\[
z_{n-1}^s \geq 0, \forall s \in S,
\]

The second term \( \min_{y_1 \in \Delta(J)} G(p, x_1, y_1) \), according to Lemma III.2 and \( z^*_1|b_1 = p^s x^t_1 \), has the value of

\[
\max_{\ell_1|b_1} \ell_1|b_1 (16)
\]

\[
s.t. \sum_{s \in S} G^{T} z^*_1|b_1 \geq \ell_1|b_1 1
\]

Therefore, for the \( N \)-stage game \( \Gamma_N(p) \), the game value \( v_N(p) \) is the value of

\[
\frac{1}{N} \max_{z_{1|h_t}, \ell_1|b_h} \sum_{t=1}^N \sum_{h_t \in H_t} \ell_1|b_h \quad (17)
\]

\[
s.t. \forall t = 1, \ldots, N \forall h_t \in H_t \sum s \in S G^{T} z_{h_t}^* \geq \ell_1|b_h 1
\]

\[
1^T s z_{h_t}^* = \left( (z_{t-1}^s (h_{t-1})) s \in S^{Q^{h_{t-1}}_t} \right), \forall s \in S
\]

\[
z_{t-1}^s \geq 0, \forall s \in S,
\]

where \( z_{t}^0(I_0) = p^s \) and \( Q^0 \) is an identity matrix. The behavior strategy \( x^t_1 = e_{z_{h_t}^*}^{i_1} \) if \( z_{h_t}^* \neq 0 \), 0 otherwise. The behavior strategy \( x^t_1 = e_{z_{h_t}^*}^{i_1} \) if \( z_{h_t}^* \neq 0 \), 0 otherwise.

There were Theorem III.3 still holds for \( N \)-stage games, and hence complete the proof.