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Abstract—This work focuses on the downlink of large-scale two-tier heterogeneous networks composed of a macro-cell overlaid by micro-cell networks. Our interest is on the design of coordinated beamforming techniques that allow to mitigate the inter-cell interference. Particularly, we consider the case in which the coordinating base stations (BSs) have imperfect knowledge of the channel state information. Under this setting, we propose a regularized SLNR based precoding design in which the regularization factor is used to allow better resilience with respect to the channel estimation errors. Based on tools from random matrix theory, we provide an analytical analysis of the SINR and SLNR performances. These results are then exploited to propose a proper setting of the regularization factor. Simulation results are finally provided in order to validate our findings and to confirm the performance of the proposed precoding scheme.

Index Terms—Coordinated Beamforming, Heterogeneous Networks, Large-scale MIMO systems, Random Matrix Theory, Signal-to-Leakage Beamforming, Optimal precoding.

I. INTRODUCTION

With the ever-increasing demand of mobile data traffic, future 5G systems are required to support higher data rates and wider coverages [1]-[4]. Obviously, these requirements cannot be accommodated by current technologies. There is today a general consensus that responding to the challenges of future 5G systems can only be attained by network densification. Massive MIMO systems and micro-cells are the two ostensibly different technologies that have been proposed towards achieving network densification. The former aims to ensure a wide coverage and to support high-mobility by equipping macro-cell base stations (BSs) with very large antenna arrays. On the other hand, the latter relies on a dense deployment of low-cost and low-power micro-cells [5], [6], allowing to bring the user equipment (UE) and its serving station close to one another. This has been shown to enhance indoor coverage and improve the cell-edge performances [7], [8]. However, each technology alone could not rise to the big challenges of 5G future generation systems. An important research effort is now being carried out to develop signal processing methods that facilitate the co-existence and interplay between both types of networks. The resulting network architecture is often termed as two-tier heterogeneous networks (HetNet) in reference to their possessing different characteristics. Of major importance in practice is the management of the interference between the two tiers [9]. If not properly handled, it is well-recognized that this interference may lead to significant performance losses.

To overcome the interference problem, coordinated beamforming based techniques have received a lot of interest [10]–[14]. The main idea is to use precoding schemes that exploit information about the interference that each BS causes to the neighboring cells [15]. In TDD systems, the coordinating BSs will acquire CSI by means of pilot sequences sent from UEs to their serving BS. This is arguably less demanding than joint processing techniques (see [16] and the references therein), which requires BSs to share both CSI and data.

Usually, the design of coordinated beamforming is based on one of the following criteria. One can consider the minimization of the transmit power under some target constraints on the signal to noise ratio (SINR) [17] or the complete elimination of the interference through the use of Zero-Forcing beamforming (ZFBF), [18]. The design criterion that is considered in this work is the Signal-to-Leakage-and-Noise ratio (SLNR), which uses the concept of leakage. This latter refers to the amount of interference caused by the signal intended for the UE of interest on the remaining users; in contrast to conventional SINR based schemes which involves the interference suffered by the desired UE.

The main literature related to the use of the SLNR for the precoding design is represented by [19]–[23]. However, most of these works consider single-cell multi-user systems or non-coordinated scenarios and focus on the perfect CSI case. Under these settings, it is already known in [19] that the resulting beamforming that maximizes the SLNR coincides with well-known transmit Wiener filter [18]. In [24], the authors carry out a simulation-based analysis of coordinated SLNR based precoding in HetNets. To the best of our knowledge, theoretical analysis of the design of SLNR based precoding for HetNets and assuming imperfect CSI have never been conducted. This constitutes the focus of our paper. Particularly, we consider a HetNet in which each BS employs a regularized variant of the classical SLNR based precoding, which we refer to as SLNR-MAX precoding. The novelty of our proposed scheme lies in the use of a regularization parameter that weights the other cells information used in the precoding. Intuitively, the setting of this weight should depend on the reliability of the available CSI, taking higher values for good CSI qualities and lower values in the opposite case. A key question in this respect is how to select a proper value for this regularization factor.

To tackle this issue, we consider the asymptotic regime in which the number of UEs per cell and the number of antennas...
deployed in each BS increase with the same pace, which allows us to leverage results from random matrix theory [25]–[27]. The analysis provides accurate closed-form approximations for the SINR and SLNR for each BS and UE pair that depend solely on the channel large-scale statistics and the power of the channel estimation error. The results concerning the SLNR are then optimized in order to get a proper selection method for the regularization parameter.

The remainder of the paper is organized as follows. In the next section, we introduce the system model and review the SLNR based precoding schemes. In Section III, we present our main results analyzing SINR and SLNR when using the proposed SLNR-MAX precoding. These results lead us to propose a proper way to select the regularization parameter in III-C. Section IV provides a selection of numerical illustrations that validate our theoretical findings and shed light on some interesting aspects. Finally, conclusions are drawn in Section V.

Notations
In the sequel, bold upper and lowercase characters refer to matrices and vectors, respectively. We use $(\cdot)^H$, $\text{tr}(\cdot)$ and $(\cdot)^{-1}$ to denote the conjugate transpose, the trace of a matrix and the inverse operations, respectively. $\log(\cdot)$ is the natural logarithm and the $N \times N$ identity matrix is denoted $\mathbf{I}_N$. $\mathbb{E}[]$ represents the statistical expectation.

II. SYSTEM MODEL

In this section we introduce the transmission system, the considered channel model, and the coordinated beamforming design.

A. Transmission Model

We consider the downlink of a TDD two-tier HetNet composed of $L$ cells, as depicted in Fig. 1, wherein the main cell, referred to as cell 1 or macrocell, is equipped with a central macro base station (MBS). The remaining cells, $2, \ldots, L$, are endowed with a single lower power micro BS (mBS). For each cell $j$, $j = 1, \ldots, L$, we call BS$_j$ its corresponding BS and assume that it has $M_j$ antennas and serves $K_j$ mono-antenna users (UE$_j$s). The set of UEs associated with the macro-cell, UE$_1$, are distributed uniformly over the whole coverage area of the network. As for $j = 2, \ldots, L$, UE$_j$s are uniformly spread over the coverage area of cell $j$ which is delimited by a circle of radius $R$. We assume that all BSs use Gaussian codebooks and linear precoding. Based on this assumption, BS$_j$ transmits the signal

$$\mathbf{x}_j = \sum_{k=1}^{K_j} \mathbf{w}_{j,k}s_{j,k},$$

where $s_{j,k} \sim \mathcal{CN}(0, 1)$ is the downlink data symbol intended to UE $k$ in cell $j$ and $\mathbf{w}_{j,k}$ its associated precoding vector.

We denote by $\mathbf{h}_{j,k}$ the channel vector between BS$_j$ and UE $j$ in cell $k$. The received signal by UE $j$ in cell $k$ can be expressed as:

$$y_{j,k} = \sum_{\ell=1}^{L} \sum_{k=1}^{K_{\ell}} \mathbf{h}_{j,j,k}^H \mathbf{w}_{\ell,i}s_{\ell,i} + \mathbf{n}_{j,k},$$

where $\mathbf{n}_{j,k} \sim \mathcal{CN}(0, \sigma^2 \mathbf{I}_{M_j})$ accounts for the additive Gaussian noise. We can further decompose $y_{j,k}$ as:

$$y_{j,k} = \sum_{i=1}^{K_j} \mathbf{h}_{j,j,k}^H \mathbf{w}_{j,i}s_{j,i} + \sum_{\ell=1}^{L} \sum_{k=1}^{K_{\ell}} \mathbf{h}_{j,j,k}^H \mathbf{w}_{\ell,i}s_{\ell,i} + \mathbf{n}_{j,k},$$

This decomposition distinguishes the desired signal term from the overall interference and noise. Hence, the SINR at UE $k$ in cell $j$ writes as:

$$\text{SINR}_{j,k} = \frac{\left| \mathbf{h}_{j,j,k}^H \mathbf{w}_{j,k} \right|^2}{\sum_{i=1, i \neq k}^{K_j} \left| \mathbf{h}_{j,j,k}^H \mathbf{w}_{j,i} \right|^2 + \sum_{\ell=1}^{L} \sum_{i=1}^{K_{\ell}} \left| \mathbf{h}_{j,j,k}^H \mathbf{w}_{\ell,i} \right|^2 + \sigma^2},$$

where $S_{j,k} = \left| \mathbf{h}_{j,j,k}^H \mathbf{w}_{j,k} \right|^2$ is the received signal power at user $k$ in cell $j$, $I_{j,k}^{\text{intra}} = \sum_{i=1, i \neq k}^{K_j} \left| \mathbf{h}_{j,j,k}^H \mathbf{w}_{j,i} \right|^2$ is the received intra-cell interference at user $k$, $I_{\ell,j,k}^{\text{inter}} = \sum_{i=1}^{K_{\ell}} \left| \mathbf{h}_{j,j,k}^H \mathbf{w}_{\ell,i} \right|^2$ is the interference generated by cell $\ell$ to the user $k$ in cell $j$.

We are ultimately interested in the DL average achievable rate per UE in each cell $j$, $j = 1, \ldots, L$, which is a commonly used performance metric based on the SINR values and straightforward to interpret. Under the assumption that interference is treated as noise, the DL average achievable rate per UE for cell $j$ is defined as:

$$R_j = \frac{1}{K_j} \sum_{k=1}^{K_j} \mathbb{E} [\log_2 (1 + \text{SINR}_{j,k})],$$

$$\text{Fig. 1. Two-Tier HetNet with legitimate and different types of interfering channels.}$$
where the expectation is taken over the channels $h_{j,\ell,k}$.

### B. Channel Model

In this work, we consider the case in which the channels $\{h_{j,\ell,k}\}$ are spatially uncorrelated, obeying the model:

$$h_{j,\ell,k} = \sqrt{P_{j,\ell,k}} z_{j,\ell,k},$$

where $z_{j,\ell,k} \in \mathbb{C}^{M_j \times 1}$ is the complex Gaussian vector with i.i.d entries of zero mean and unit variance which accounts for the small-scale fading and $P_{j,\ell,k}$ refers to the amount of power received at UE $i, k$ from BS $j$. For each BS $j$, we assume that the available power $P_j$ is equally allocated among its legitimate UEs. In addition, for each UE $k$ in cell $j$, the received power undergoes some channel attenuation which we denote by $\alpha_{j,\ell,k}$. This implies that $P_{j,\ell,k}$ is given by:

$$P_{j,\ell,k} = \frac{P_j}{K_j} \alpha_{j,\ell,k}. \quad (7)$$

In practice, only an imperfect estimate $\hat{h}_{j,\ell,k}$ of the true channel $h_{j,\ell,k}$ is available at the transmitter. This imperfection arises naturally from users mobility for instance. In the present work, we model imperfect CSI as follows:

$$\hat{h}_{j,\ell,k} = \sqrt{P_{j,\ell,k}} \left( \sqrt{1 - \tau_{j,\ell,k}^2} z_{j,\ell,k} + \tau_{j,\ell,k} q_{j,\ell,k} \right), \quad (8)$$

where $\sqrt{P_{j,\ell,k}} q_{j,\ell,k} \sim \mathcal{CN}(0, I_M I_M)$ accounts for the channel estimation errors and is independent of $h_{j,\ell,k}$. The parameter $\tau_{j,\ell,k} \in [0, 1]$ reflects the accuracy of the channel estimate such that $\tau_{j,\ell,k} = 0$ refers to perfect CSI, whereas for $\tau_{j,\ell,k} = 1$, the estimate is completely independent of the real channel.

We denote the aggregate channel matrix linking BS $j$ to users in cell $\ell$ by $H_{j,\ell} = [h_{j,\ell,1}, h_{j,\ell,2}, \ldots, h_{j,\ell,K_j}]$. Accordingly, the aggregate channel estimate matrix is given by:

$$\hat{H}_{j,\ell} = [\hat{h}_{j,\ell,1}, \hat{h}_{j,\ell,2}, \ldots, \hat{h}_{j,\ell,K_j}] \quad (9)$$

### C. Coordinated SLNR-MAX Design

In a multi-cell system, inter-cell interference caused by the transmissions of neighboring cells, can seriously affect the downlink performances, especially that of users at the cell boundaries. To combat inter-cell interference, one possible way consists in using coordinated beamforming designs that attempt to mitigate the interference caused by each BS to non-intended users. Several levels of coordination can be envisioned. In this paper, we consider the case in which each BS sends data to its own UEs, and estimates its channels with its UEs and UEs in other cells. If perfect CSI is available, complete elimination of both intra-cell and inter-cell interference can be accomplished by coordinated zero-forcing beamforming (ZFBF). However, this requires the BS to possess a sufficient number of antennas, and more importantly, it is not necessarily optimal, as it may entail a considerable loss in the energy of the desired signal. To create a good balance between interference and signal, other coordinated precoding techniques should be used [18]. Of interest in this paper is the class of precoding maximizing the signal to leakage and noise ratio, which we denote by SLNR-MAX. This class can be also used when coordination is not employed. In this case, the signal to leakage ratio is obtained by considering only the interference leakage to the other UEs in the same cell, thus yielding:

$$\text{SLNR}_{j,k}^{\text{no-co}} = \frac{|h_{j,k}^* w_{j,k}|^2}{\sum_{i=1}^{K_j} |h_{j,i}^* w_{j,k}|^2 + \rho \sigma^2}, \quad (10)$$

where $\rho$ herein is a regularization parameter weighting the noise energy. It can be easily shown that the precoding vector maximizing (10) is given by:

$$w_{j,k}^{\text{no-co}} = \frac{(H_{j,k} H_{j,k}^* + \rho \sigma^2 I_{M_j})^{-1} h_{j,k}}{\| (H_{j,k} H_{j,k}^* + \rho \sigma^2 I_{M_j})^{-1} h_{j,k} \|} \quad (11)$$

In the coordinated case, the total amount of interference leakage caused by the serving BS is taken into account. In particular, the SLNR incurred by the communication between cell $j$ and its UE $k$ is given by:

$$\text{SLNR}_{j,k}^{\text{co}} = \frac{|h_{j,k}^* w_{j,k}|^2}{\sum_{i=1}^{K_j} |h_{j,i}^* w_{j,k}|^2 + \rho \sigma^2} \cdot \mathbb{E} \left[ \sum_{\ell=1, \ell \neq j}^{L} |c_{\ell,k}|^2 \right] + \rho \sigma^2 \quad (13)$$

where:

- $\mathcal{L}_{j,k}^{\text{intra}}$ is the interference leakage generated by the communication between BS $j$ and UE $k$ to all UEs $i \neq k$ in cell $j$.
- $\mathcal{L}_{j,k}^{\text{inter,}\ell}$ is the interference leakage caused by the communication between BS $j$ and its UE $k$ to all UEs in cell $\ell$.

It can be easily proven that the beamforming vector maximizing (13) is given by:

$$w_{j,k}^{\text{co}} = \frac{v_{j,k}^{\text{co}}}{\| v_{j,k}^{\text{co}} \|}, \quad \text{s.t.},$$

$$v_{j,k}^{\text{co}} = \left( H_{j,j} H_{j,j}^* + \sum_{\ell=1, \ell \neq j}^{L} H_{j,\ell} H_{j,\ell}^* + \rho \sigma^2 I_{M_j} \right)^{-1} h_{j,j,k}. \quad (14)$$

**Proof:** Consider the problem:

$$\min_{w_{j,k}} \text{SLNR}_{j,k}^{\text{co}} \quad \text{subject to} \quad |w_{j,k}|^2 = 1. \quad (P)$$
Another advantage of studying the performances of SLNR-MAX beamforming is that it encompasses other types of precoding designs by properly selecting the parameters $\beta_j$ and $\rho$. For instance, ZFBF can be obtained by setting $\beta_j = 1$ and taking the limit of (11) and (21) as $\rho \to 0$.

### III. Asymptotic SINR and SLNR Analysis

This section presents an asymptotic performance analysis of the expressions of the SINR and SLNR. Our results are valid in the asymptotic regime in which the number of antennas $M_i$ and that of users $K_i$ grow large at the same pace. More formally, this assumption can be written as:

**Assumption 1.** We assume that $L$ is fixed. Define $c_i = \frac{K_i}{M_i}$.

Then, we have:

$$0 < \lim \inf c_i < \lim \sup c_i < \infty$$

Furthermore, we shall additionally assume that for all $j, \ell, k$, $P_j \alpha_j, \ell, k$ remains bounded. This can be formulated as:

**Assumption 2.** $\forall j, \ell, k$,

$$0 < \lim \inf \min_{\ell, k} P_j \alpha_j, \ell, k \leq \lim \sup \max_{\ell, k} P_j \alpha_j, \ell, k < \infty$$

Let $K = \sum_{i=1}^{L} K_i$. For simplicity, the asymptotic regime in Assumption 1, will be denoted by $K \to \infty$.

#### A. Deterministic Equivalents for the SINR

In this section, we derive closed-form approximations for the SINR. Our main results are stated in two theorems, treating separately the cases in which the underlying BS coordinates or not. In both theorems, we will provide for each cell $j$, accurate approximations of the signal power $S_{j,k}$ and the intra-cell interference $I_{j,k}^{\text{intra}}$ received by its associated user $\ell$ as well as the inter-cell interference $\{I_{j,\ell,k}^{\text{inter}}, k = 1, \cdots, K_{\ell}\}$ that it generates to every cell $\ell, \ell \neq j$. We find it the most informative to analyze separately each term rather than the overall expression of the SINR.

Prior to presenting our main results, we shall introduce deterministic equivalents that are commonly used within the framework of random matrix theory. These quantities will be needed to express deterministic approximations of the SINR and the SLNR.

---

**Which can be rewritten as:**

$$w_{j,k}^{\text{co}} =$$

$$\arg\max_{w_{j,k}} \left[ \frac{w_{j,k}^H h_{j,j,k} h_{j,j,k} w_{j,k}}{H_{j,j} h_{j,j,k}^H + \sum_{\ell \neq j} L H_{j,\ell} h_{j,\ell} + \rho \sigma^2} \right]^{-1},$$

subject to $|w_{j,k}|^2 = 1$. The expression in (16) is a ratio of two quadratic forms. Therefore, the solution to (P) is given by:

$$w_{j,k}^{\text{co}} \propto \max \text{ eig. vect.} \left[ \left( H_{j,j} h_{j,j,k}^H + \sum_{\ell \neq j} L H_{j,\ell} h_{j,\ell} + \rho \sigma^2 \right)^{-1} h_{j,j,k} h_{j,j,k}^H \right].$$

Since $\operatorname{rank}(h_{j,j,k} h_{j,j,k}^H) = 1$, we find that $^1$:

$$w_{j,k}^{\text{co}} \propto \left( H_{j,j} h_{j,j,k}^H + \sum_{\ell \neq j} L H_{j,\ell} h_{j,\ell} + \rho \sigma^2 \right)^{-1} h_{j,j,k}.$$

Finally, to satisfy the constraint of unitary norm, $w_{j,k}^{\text{co}}$ is chosen as in (14).

If only imperfect CSI is available at the BSs, we propose to simply replacing the true channels $h_{\ell,j,k}$ by their estimates in the expressions of $w_{j,k}^{\text{no-co}}$ and $w_{j,k}^{\text{co}}$. In doing so, the beamforming vector $w_{j,k}^{\text{no-co}}$ takes the form:

$$\hat{w}_{j,k}^{\text{no-co}} = \left[ \tilde{v}_{j,k}^{\text{no-co}} \right], \quad s.t.,$$

with $\tilde{v}_{j,k}^{\text{no-co}} = (H_{j,j} h_{j,j,k}^H + \rho \sigma^2 I_{M_j})^{-1} \tilde{h}_{j,j,k}. \quad$ In the coordinated case, we pursue the same approach with the single difference that the channels with UEs in other cells are weighted by the coordination factor $\beta_j$.

$$\hat{w}_{j,k}^{\text{co}} = \left[ \tilde{v}_{j,k}^{\text{co}} \right], \quad s.t.,$$

with

$$\tilde{v}_{j,k}^{\text{co}} = \left( H_{j,j} h_{j,j,k}^H + \beta_j \sum_{\ell \neq j} H_{j,\ell} h_{j,\ell} + \rho \sigma^2 I_{M_j} \right)^{-1} h_{j,j,k}.$$

The reason behind using the factor $\beta_j$ is that channel estimates with UEs in other cells might be unreliable. The coordination factor $\beta_j$ is thus used to place more or less importance on these estimates.

$$^1\operatorname{rank}(AB) \leq \min \{ \operatorname{rank}(A), \operatorname{rank}(B) \}$$

---

This article has been accepted for publication in a future issue of this journal, but has not been fully edited. Content may change prior to final publication. Citation information: DOI 10.1109/JSTSP.2017.2678108, IEEE Journal of Selected Topics in Signal Processing

For $t > 0$ and $j \in \{1, \ldots, L\}$, we define $e_j^{\text{no-co}}(t)$ as the unique positive solution to the following fixed-point equation:

$$e_j^{\text{no-co}}(t) = \frac{P_j}{K_j} \sum_{i=1}^{K_j} \frac{\alpha_{j,i}}{1 + \frac{1}{t c_j} P_j \alpha_{j,i} e_j^{\text{no-co}}(t)},$$

with,

$$e_j^{\text{no-co}}(t) = \frac{1}{1 + \frac{1}{c_j} e_j^{\text{no-co}}(t)}.$$

The existence and uniqueness of $e_j^{\text{no-co}}$ follows from standard results of random matrix theory (See Proposition 1 in Appendix A.) Furthermore, we will need the following deterministic quantities:

$$\Gamma^{\text{no-co}}_{j,t,i}(t,c_j) = \frac{1}{1 + \frac{1}{t c_j} P_j \alpha_{j,i} e_j^{\text{no-co}}(t)},$$

and:

$$\tilde{\psi}_j^{\text{no-co}}(t) = \frac{c_j}{K_j} \sum_{i=1}^{K_j} \left( \Gamma^{\text{no-co}}_{j,t,i}(t,c_j) \right)^2.$$

We are now ready to state our first main result.

**Theorem 1.** Let Assumptions 1 and 2 hold. Define for $t > 0$ and $j \in \{1, \ldots, L\}$, $e_j^{\text{no-co}}(t)$ as in (22) and consider the notations (23)-(24). Let $\mathbb{S}^{\text{no-co}}_{j,k}$, $T^{\text{intra-no-co}}_{j,k}$ and $T^{\text{inter-no-co}}_{j,k}$ be given by

$$\mathbb{S}^{\text{no-co}}_{j,k} = P_j \alpha_{j,k} \frac{1}{c_j} \left( 1 - \frac{1}{c_j} \tilde{\psi}_j^{\text{no-co}}(\rho \sigma^2) \right),$$

$$T^{\text{intra-no-co}}_{j,k} = P_j \alpha_{j,k} \left( 1 - \frac{1}{c_j} \tilde{\psi}_j^{\text{intra-no-co}}(\rho \sigma^2) \right)^2,$$

$$T^{\text{inter-no-co}}_{j,k} = P_j \alpha_{j,k}.$$

Then,

$$\max_{1 \leq k \leq K_j} \left| \mathbb{S}^{\text{no-co}}_{j,k} - \mathbb{S}^{\text{no-co}}_{j,k} \right| \xrightarrow{a.s.} 0, K \to \infty,$$

$$\max_{1 \leq k \leq K_j} \left| T^{\text{intra-no-co}}_{j,k} - T^{\text{intra-no-co}}_{j,k} \right| \xrightarrow{a.s.} 0, K \to \infty,$$

$$\max_{1 \leq k \leq K_j} \left| T^{\text{inter-no-co}}_{j,k} - T^{\text{inter-no-co}}_{j,k} \right| \xrightarrow{a.s.} 0, K \to \infty.$$

**Proof:** The proof of Theorem 1 is given in Appendix B.

---

**Corollary 1.** If perfect CSI of channel $h_{j,k}$ is available, i.e. for $\tau_{j,k} = 0$, the asymptotic expressions $\mathbb{S}^{\text{no-co}}_{j,k}$, $T^{\text{intra-no-co}}_{j,k}$ and $T^{\text{inter-no-co}}_{j,k}$ become:

$$\mathbb{S}^{\text{no-co}}_{j,k} = P_j \alpha_{j,k} \frac{1}{c_j} \left( 1 - \frac{1}{c_j} \tilde{\psi}_j^{\text{no-co}}(\rho \sigma^2) \right),$$

$$T^{\text{intra-no-co}}_{j,k} = \left( 1 + \frac{1}{\rho \sigma^2 c_j} P_j \alpha_{j,k} e_j^{\text{no-co}}(\rho \sigma^2) \right)^2,$$

$$T^{\text{inter-no-co}}_{j,k} = P_j \alpha_{j,k}.$$

---

Some important insights can be readily extracted from Theorem 1 and corollary 1. First, we note that $\mathbb{S}^{\text{no-co}}_{j,k}$, $T^{\text{intra-no-co}}_{j,k}$ and $T^{\text{inter-no-co}}_{j,k}$ depend only on the large-scale channel fading parameters, and thus are instructive in how these parameters affect performances. In particular, we can easily obtain the asymptotic quantities when ZF is used by simply taking the limit of the provided expressions as $\rho$ tends to zero.

In doing so, we obtain the following expressions $^2$:

$$\mathbb{S}^{\text{no-co}}_{j,k} = (1 - \tau_{j,k}^2) c_j,$$

$$T^{\text{intra-no-co}}_{j,k} = \tau_{j,k}^2 P_j \alpha_{j,k},$$

$$T^{\text{inter-no-co}}_{j,k} = P_j \alpha_{j,k}.$$

Comparing (26) with (32) and (27) with (33), we can easily see that:

$$\mathbb{S}^{\text{no-co}}_{j,k} > \mathbb{S}^{\text{no-co}}_{j,k},$$

$$T^{\text{intra-no-co}}_{j,k} > T^{\text{intra-no-co}}_{j,k},$$

This proves that ZF completely cancels the intra-cell interference in the perfect CSI case ($\tau_{j,k} = 0$), but induces a loss in the signal power as compared to the SLNR-MAX.

We will now consider the case in which BS$_i$ performs coordination. Similarly, we use the superscript co to distinguish this case and introduce the following deterministic quantities that will serve later to express closed-form expressions of the SINR:

Let $e_j^{\text{co}}(t)$ be the unique solution to the following fixed point equation:

$$e_j^{\text{co}}(t) = \frac{P_j}{K} \sum_{i=1}^{K_j} \frac{\alpha_{j,i}}{c_j} P_j \alpha_{j,i} e_j^{\text{co}}(t) + \sum_{i=1}^{K} \frac{1}{c_j} P_j \alpha_{j,i} e_j^{\text{co}}(t),$$

with $\tilde{c}_j = \frac{K}{K_j}$ and $e_j^{\text{co}}(0) = (1 + e_j^{\text{co}}(0))^{-1}$. Let

$$t_{\text{co}} = \frac{K}{K_j} \rho \sigma^2.$$

Define also $\Gamma^{\text{co}}_{j,t,i}(t,c_j)$, $\Psi^{\text{co}}_{j,t,i}(t,c_j)$ and $\tilde{\psi}_j^{\text{co}}(t)$ as:

$$\Gamma^{\text{co}}_{j,t,i}(t,c_j) = \frac{1}{1 + \frac{\tau_{j,k}}{t c_j} e_j^{\text{co}}(t)},$$

$$\Psi^{\text{co}}_{j,t,i}(t,c_j) = \frac{1}{1 + \frac{\tau_{j,k}}{t c_j} e_j^{\text{co}}(t)},$$

$$\tilde{\psi}_j^{\text{co}}(t) = \frac{c_j^2}{K} \sum_{i=1}^{K_j} \left( \Gamma^{\text{co}}_{j,t,i}(t,c_j) \right)^2 + \sum_{i=1}^{K} \left( \Gamma^{\text{co}}_{j,t,i}(t,c_j) \right)^2.$$

With these notations at hand, we are now ready to state our second main result, which provides deterministic equivalents

---

^2This can be easily shown by noting that as $t$ tends to zero, $\Gamma^{\text{no-co}}_{j,t,i}(t) \to 1$ and $\tilde{\psi}_j^{\text{no-co}}(t) \to c_j^2$. 
for $S_{j,k}^{co}$, $T_{j,k}^{intra,co}$ and $T_{j,k}^{inter,co}$.

**Theorem 2.** Let Assumptions 1 and 2 hold true. Let $\bar{S}_{j,k}$, $\bar{T}_{j,k}^{intra,co}$ and $\bar{T}_{j,k}^{inter,co}$ be given by

\[
\bar{S}_{j,k}^{co} = \frac{P_{j} \alpha_{j,k}}{c_{j}} \left(1 - \frac{1}{c_{j}} \bar{\theta}_{j}^{co}(t_{co})\right),
\]

\[
\bar{T}_{j,k}^{intra,co} = \frac{P_{j} \alpha_{j,k}}{c_{j}} \left(1 - \tau_{j,k}^{2} \left(1 - \Phi_{j,k}^{co}(t_{co}, \bar{\epsilon}_{j})\right)^2 + \tau_{j,k}^{2}\right),
\]

\[
\bar{T}_{j,k}^{inter,co} = \frac{P_{j} \alpha_{j,k}}{c_{j}} \left(1 - \tau_{j,k}^{2} \left(1 - \Psi_{j,k}^{co}(t_{co}, \bar{\epsilon}_{j})\right)^2 + \tau_{j,k}^{2}\right).
\]

Then,

\[
\max_{1 \leq k \leq K_{j}} |\bar{S}_{j,k}^{co} - \bar{S}_{j,k}| \xrightarrow{a.s.} 0, \quad K \to \infty,
\]

\[
\max_{1 \leq k \leq K_{j}} |\bar{T}_{j,k}^{intra,co} - \bar{T}_{j,k}^{intra,co}| \xrightarrow{a.s.} 0, \quad K \to \infty,
\]

\[
\max_{1 \leq k \leq K_{j}} |\bar{T}_{j,k}^{inter,co} - \bar{T}_{j,k}^{inter,co}| \xrightarrow{a.s.} 0, \quad K \to \infty.
\]

**Proof:** The proof of Theorem 2 is given in Appendix B[part II].

**Corollary 2.** When the channel is perfectly known at all BSs, $(\tau_{j,k} = 0 \forall j, k)$, we have then :

\[
\bar{S}_{j,k}^{co} = \frac{P_{j} \alpha_{j,k}}{c_{j}} \left(1 - \frac{1}{c_{j}} \bar{\theta}_{j}^{co}(t_{co})\right),
\]

\[
\bar{T}_{j,k}^{intra,co} = \frac{P_{j} \alpha_{j,k}}{c_{j}} \left(1 + \frac{1}{c_{j}} \rho \bar{\alpha}_{j,k}^{co}(t_{co}, \bar{\epsilon}_{j})\right)^{2},
\]

\[
\bar{T}_{j,k}^{inter,co} = \frac{P_{j} \alpha_{j,k}}{c_{j}} \left(1 + \frac{1}{c_{j}} \rho \bar{\alpha}_{j,k}^{co}(t_{co}, \bar{\epsilon}_{j})\right)^{2}.
\]

Similar to above, we stress the fact that the closed-form approximations of the signal and interference terms provided by Theorem 2 depend solely on the large-scale fading parameters. Furthermore, our results can be used to analyze the case in which BS$_j$ employs ZFBF by taking the limit as $\rho$ tends to zero. In doing so, we get:

\[
\bar{S}_{j,k}^{ZF} = \frac{1 - \tau_{j,k}^{2}}{c_{j}} P_{j} \alpha_{j,k} (1 - \bar{\epsilon}_{j}),
\]

\[
\bar{T}_{j,k}^{intra,co}^{ZF} = \tau_{j,k}^{2} P_{j} \alpha_{j,k},
\]

\[
\bar{T}_{j,k}^{inter,co}^{ZF} = \tau_{j,k}^{2} P_{j} \alpha_{j,k}.
\]

Theorem 2 sheds light on the impact of BS$_j$ performing coordination on the reduction of the inter-cell interference term $\bar{\tau}_{j,k}^{inter,co}$.

Indeed, it follows from some mathematical manipulations that $\bar{T}_{j,k}^{inter,co} < \bar{T}_{j,k}^{inter,co}$. Also, from (42), (44) and (47), we can clearly see that taking $\beta_j$ large would lead to the vanishing of the inter-cell interference. This however may be not necessarily optimal, since it might cause a considerable loss in the signal power.

On another note, it seems that there is little interest to perform coordination when the channel estimation quality is poor. This can be clearly understood by observing that as $\tau_{j,k} \to 1$, $\bar{T}_{j,k}^{inter,co} \to \bar{T}_{j,k}^{inter,co}$. It is thus of major importance to “regulate” the coordination level in the precoding based on the quality of the available CSI. This will be the objective of the next section.

Lastly, we shall point out that the expressions in Theorems 1 and 2 can be used to analyse any possible coordination configuration. Let $S_{co}$ be the set containing the indexes of BSs that perform coordination, and $S_{no-co}$ be that of BSs that do not employ coordination. Then, the asymptotic approximations of the SINRs for users associated with cells in $S_{co}$ and $S_{no-co}$ are given by:

- User $k$ in BS$_j$ where $j \in S_{no-co}$ :

\[
\text{SINR}_{j,k} = \frac{\sum_{\ell \in S_{no-co} - \{j\}} \bar{\tau}_{j,k}^{intra,co} + \sum_{\ell \in S_{co}} \bar{\tau}_{j,k}^{inter,co} + \sigma^2}{\bar{\tau}_{j,k}^{intra,co} + \sum_{\ell \in S_{no-co} - \{j\}} \bar{\tau}_{j,k}^{inter,co} + \sigma^2}.
\]

- User $k$ in BS$_j$ where $j \in S_{co}$ :

\[
\text{SINR}_{j,k} = \frac{\bar{\tau}_{j,k}^{intra,co} + \sum_{\ell \in S_{no-co} - \{j\}} \bar{\tau}_{j,k}^{inter,co} + \sigma^2}{\bar{\tau}_{j,k}^{intra,co} + \sum_{\ell \in S_{co} - \{j\}} \bar{\tau}_{j,k}^{inter,co} + \sigma^2}.
\]

The heterogeneity of the network can reside in which tier adopts coordinated beamforming and which one performs single-cell processing. This statement is analytically evidenced in equations (51) and (52) where the non-coordinated and coordinated precoding designs are combined in order to establish different strategies of coordination among tiers.

**Case study:** Since the macro BS is usually the main source of interference, a natural configuration would be when only the macro uses coordinated BF in order to minimize the interference it generates to the microcells users. In this case $S_{co} = \{1\}$ and $S_{no-co} = \{2, \ldots, L\}$.

**B. Deterministic Equivalents for the SLNR**

In this section, we derive closed-form approximations of the $\{\text{SLNR}_{j,k}\}$ in (13). As will be shown next, this result can be leveraged to determine a proper way of selecting the regularization factor $\beta_j$.

**Theorem 3.** Define, using the same notations as in Theorem 2.
2. the following quantities:

\[ S_{j,k}^\text{co} = P_j \alpha_{j,k} \frac{(1 - \tau_{j,i}^2)}{\tilde{c}_j} \left[ 1 - \frac{1}{\tilde{c}_j} S_{j,k}^\text{co} (t_{co}) \right], \]  \hspace{1cm} (53)

\[ L_{j,k}^\text{intra} = \sum_{i=1}^{K_j} K_i P_j \alpha_{j,i} \left[ (1 - \tau_{j,i}) (1 - \Gamma_{j,k}^\text{co} (t_{co} \tilde{c}_j))^2 + \tau_{j,i}^2 \right], \]  \hspace{1cm} (54)

\[ L_{j,k}^\text{inter,\ell} = \sum_{i=1}^{K_\ell} P_j \alpha_{j,i,\ell} \left[ (1 - \tau_{j,\ell,i}) (1 - \Psi_{j,k}^\text{co} (t_{co} \tilde{c}_j))^2 + \tau_{j,\ell,i}^2 \right]. \]  \hspace{1cm} (55)

Then, we have

\[
\max_{1 \leq k \leq K_j} \frac{|S_{j,k}^\text{co} - \tilde{S}_{j,k}^\text{co}|}{a.s.} = 0, \hspace{1cm} (56)
\]

\[
\max_{1 \leq k \leq K_j} \frac{L_{j,k}^\text{intra} - \tilde{L}_{j,k}^\text{intra}}{a.s.} = 0, \hspace{1cm} (57)
\]

\[
\max_{1 \leq k \leq K_j} \frac{L_{j,k}^\text{inter,\ell} - \tilde{L}_{j,k}^\text{inter,\ell}}{a.s.} = 0. \hspace{1cm} (58)
\]

Proof: The proof relies on the same techniques used in Appendix B and is thus omitted.

Corollary 3. When the channel is perfectly known at all BSs \((\tau_{j,i,k} = 0, \forall j, i, k)\), we have then :

\[ S_{j,k}^\text{co} = P_j \alpha_{j,k} \frac{(1 - \tau_{j,i}^2)}{\tilde{c}_j} \left[ 1 - \frac{1}{\tilde{c}_j} S_{j,k}^\text{co} (t_{co}) \right], \]  \hspace{1cm} (59)

\[ L_{j,k}^\text{intra} = \sum_{i=1}^{K_j} P_j \alpha_{j,i} \left[ (1 - \tau_{j,i}) (1 - \Gamma_{j,k}^\text{co} (t_{co} \tilde{c}_j))^2 + \tau_{j,i}^2 \right], \]  \hspace{1cm} (60)

\[ L_{j,k}^\text{inter,\ell} = \sum_{i=1}^{K_\ell} P_j \alpha_{j,i,\ell} \left[ (1 - \tau_{j,\ell,i}) (1 - \Psi_{j,k}^\text{co} (t_{co} \tilde{c}_j))^2 + \tau_{j,\ell,i}^2 \right]. \]  \hspace{1cm} (61)

which are both independent of the channel statistics of UE \(k\).

C. Setting of the Coordination Factor \(\beta_j\)

As explained above, low CSI levels highly lessen the performances of coordinated beamforming which makes the value of the coordination variables \(\beta_j\) of crucial importance in the design of the coordinated precoding scheme. In this section, we determine the optimal quantities \(\beta_j^*\) that help prevent the degradation that arises when the channel is poorly estimated by maximizing the asymptotic equivalent of SLNR\(^{\text{co}}\). However prior to presenting the optimization problem, we first explain the motivation behind maximizing SLNR\(^{\text{co}}\) instead of the sum-rate.

To optimize the coordination factor \(\beta_j\), one could consider the selection of the factor \(\beta_j\) that maximizes the asymptotic average per UE rate, i.e.,

\[ \beta_1^*, \ldots, \beta_L = \arg \max_{\beta_1, \ldots, \beta_L} \frac{1}{L} \sum_{i=1}^{L} \sum_{k=1}^{K_i} \log_2 (1 + \text{SLNR}_{i,k}). \]  \hspace{1cm} (62)

However, this approach has several drawbacks. First, the optimization involves \(L\) variables \(\{\beta_j\}_{j=1}^L\) and thus characterizing the optimal values is not an easy task. Second, optimization could not be performed in a decentralized way as it should assume that all BSs share their large scale statistics with a central node that takes care of the evaluation of the coordination factors \(\beta_j\).

To overcome these issues, we propose in the sequel a decentralized approach in which each BS selects independently its own coordination factor. More specifically, we propose in our approach that each BS selects the coordination factor that maximizes the asymptotic SLNR\(_{j,k}\). Let

\[ \text{SLNR}_{j,k} = \frac{S_{j,k}^\text{co}}{L_{j,k}^\text{intra} + \sum_{\ell=1}^{L} L_{j,k}^\text{inter,\ell} + \rho \sigma^2}. \]

Note that this value is the same for all UEs in cell \(k\), while the signal terms \(\{S_{j,k}\}_{k=1}^K\) are equal up to a constant term independent of \(\beta_j\). More formally, we propose to select the coordination level factor that solves the following optimization problem:

\[ \beta_j^* = \arg \max_{\beta_j} \text{SLNR}_{j,k}, \]  \hspace{1cm} (63)

s.t. \(0 < \beta_j < 1\).

We note that in the perfect CSI case, the factor \(\beta_j\) solving (P2) should be equal to 1 as this coincides with the value that maximizes the instantaneous SLNR in (13). Thence, our approach is relevant only in the imperfect CSI case. We expect that as the channel estimation quality deteriorates, the factor \(\beta_j\) solving (P2) should, in turn, decrease, unveiling the unreliability of the channel estimates used in coordination.

Using some basic mathematical manipulations\(^4\), we can show that the coordination level \(\beta_j\) solving (P2) is solution to the following fixed-point equation:

\[ \beta_j^* = \frac{1}{\beta_j} \left( \beta_j^* \left( \tilde{S}_{j,k}^\text{co} (t_{co} \tilde{c}_j) \right)^{-1} \right), \]  \hspace{1cm} (64)

\[ \frac{1}{\beta_j} \left( \tilde{S}_{j,k}^\text{co} (t_{co} \tilde{c}_j) \right)^{-1} \left( \tilde{S}_{j,k}^\text{co} (t_{co} \tilde{c}_j) \right)^{\beta_j^*} = \left( \frac{\tilde{S}_{j,k}^\text{co} (t_{co} \tilde{c}_j)}{\beta_j} \right) \left( \frac{\tilde{S}_{j,k}^\text{co} (t_{co} \tilde{c}_j)}{\beta_j} \right)^{-\beta_j^*}, \]  \hspace{1cm} (65)

\[ \beta_j^* = \frac{1}{\beta_j} \left( \tilde{S}_{j,k}^\text{co} (t_{co} \tilde{c}_j) \right)^{-1} \left( \tilde{S}_{j,k}^\text{co} (t_{co} \tilde{c}_j) \right)^{\beta_j^*} = \left( \frac{\tilde{S}_{j,k}^\text{co} (t_{co} \tilde{c}_j)}{\beta_j} \right) \left( \frac{\tilde{S}_{j,k}^\text{co} (t_{co} \tilde{c}_j)}{\beta_j} \right)^{-\beta_j^*}. \]  \hspace{1cm} (66)

\(^4\text{Maximizing a fraction} \frac{N}{N-1}, \text{where} \ N \neq 0 \text{and} D \neq 0 \text{can be achieved by solving the equation} \frac{N}{N-1} = 0. \]
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\[ I_j = \frac{2(\bar{c}_j t_{co})^2}{K_j} \sum_{\ell=1}^{L} \sum_{i=1}^{K_i} \frac{(1 - \tau^2_{j,\ell,i})}{P_j \alpha_{j,\ell,i}} \left( \Psi_{j,\ell,i}^{co}(t_{co}, \tilde{c}_j) \right)^3. \]  

(62)

such that \( I_j, (e_j^{co}(t_{co}))', (\tilde{\Sigma}_{j,k}^{co})', \bar{L}_{j,k}^{co}, \bar{L}_{j,k}^{intra} \) and \( (\bar{L}_{j,k}^{intra})' \) are given in (62)-(66), respectively.

### IV. Numerical Results

In this section, we use Monte Carlo simulations with 10000 channel realizations to validate, for finite system dimensions, the asymptotic results provided in Theorems 1, 2 and 3 as well as the expression of optimal \( \beta^* \). To this end, we consider a two-tier HetNet with one MBS and two mBSs. For both types of BSs, the channel attenuation \( \alpha_{j,\ell,k} \) follows the same model as in [29]:

\[ \alpha_{j,\ell,k} = \left( \frac{1}{d_{j,\ell,k}} \right)^{\eta_j} \Phi_{j,\ell,k}, \]

(67)

where \( d_{j,\ell,k} \) is the distance between the serving BS \( j \) and the relevant UE \( j,\ell,k \). The exponent \( \eta_j \) accounts for the pathloss and \( \Phi_{j,\ell,k} \) represents the correlated shadow fading.

Unless otherwise specified, we consider the following network configuration: The macrocell is equipped with \( M_{macro} = 256 \) antennas and \( K_{macro} = 80 \) users and covers a circular area of radius \( R_{macro} = 250 \)m; the available power at the MBS is set to \( P_1 = 46 \)dBm with a pathloss exponent \( \eta_1 = 4 \) and correlated shadow fading generated according to [30, equation 1] with standard deviation \( \sigma^2_1 = 8 \)dB; as for microcells, we set \( M_{micro} = 16 \) and \( K_{micro} = 5 \) with coverage area of radius \( R_{micro} = 35 \)m; the transmit power of the mBSs is fixed at 30dBm and the channel attenuation is configured with \( \eta_j = 3.5 \) and \( \sigma^2_{\Phi_{j,\ell,k}} = 8 \)dB, \( j \neq 1 \). To prevent the cells from overlapping, we fix a minimum separation distance of 2\( R_{macro} \) between the BSs. We also set guard distances between the UEs and their serving BS. Denote by \( d_{min} \) and \( d_{max} \) the closest and the furthest possible user distances from the BS, respectively. For the MBS, we choose \( d_{min} = 40 \)m and \( d_{max} = 249 \)m and for the mBSs, \( d_{min} = 1 \)m and \( d_{max} = 25 \)m. In all simulations, we choose for SLNR based precoding \( \rho = 1 \). We also impose the same quality of channel estimate for all UEs in the network, i.e., \( \tau_{j,\ell,i} = \tau, \forall (j,\ell,i) \). In all illustrations, we evaluate the performances of the MBs and one mBS in terms of the average achievable rate per UE defined in (5) and its deterministic equivalent \( \bar{R}_j = \frac{1}{K_j} \sum_{K=1}^{K_j} \mathbb{E} \left[ \log_2 (1 + \frac{\text{SNR}_{j,k}}{2}) \right] \).

We propose in Fig. 2 and Fig.3 to compare the average achievable rate per UE when all BSs employ coordination (F-coord., with \( \beta_j = 1 \)) and when they do not coordinate (N-coord.), for different channel estimations qualities in two scenarios of precoding:

- Scenario I: The macro BS performs SLNR based...
Precoding while the micro BSs use ZFBF.
- Scenario II: SLNR based precoding schemes used at all BSs.

The dashed lines represent the deterministic equivalent of each curve. As seen, the simulation results perfectly match the theoretical results provided by Theorems 1 and 2. This validates the theoretical analysis of this work. Moreover, as seen in Fig. 3, the SLNR-based precoding outperforms the ZFBF especially when coordination is applied. Furthermore, as expected, in the perfect CSI case, coordination enhances the performances of both types of cells and precoding designs. This can be deduced from the noteworthy increase in the SINR in both figures for and both scenarios \( \tau^2 = 0 \). However, as explained in section III, having a good CSI quality is crucial to the well-functioning of coordination. This can be essentially observed when investigating the performance results for \( \tau^2 = 0.1 \) and particularly \( \tau^2 = 0.3 \) where the performances of coordination are very close to non-coordinated BF (even less than non-coordinated BF for ZFBF). These results clearly illustrate the inefficiency of coordination especially in high SNR levels in which the use of coordination incur a loss in performances.

These facts bring us to investigate the performances of coordination with optimal values of \( \beta_j \) in imperfect CSI scenarios. However, since obtaining \( \beta^*_j \) relies substantially on the SLNR,(P2), we first validate the accuracy of its deterministic equivalent. Towards this aim, we illustrate in Fig.4 SLNR\(\infty \) (13) and its asymptotic approximation given in Theorem 3, \( (\beta_j = 1, \forall j) \), for different levels of CSI at the macrocell. This figure clearly confirms the accuracy of our derivations for finite size networks.

For imperfect CSI levels, we analyze in Fig. 5 and Fig. 6 the performances of employing coordination or not for different settings of the factor \( \beta_j \) including the optimal \( \beta^*_j \) provided in (61). We can see that the best performances are obtained for \( \beta_j = \beta^*_j \). In particular, for both levels of CSI and at high SNR, it can be seen that optimal coordination outperforms the non-coordinated scenario, the coordination with an arbitrary choice of \( \beta \) fixed, \( \forall \tau \), and the full-coordinated (conventional

---

**Fig. 3.** Microcell mean per-user sum rate (5) vs. SNR for No, and Full coordination with \( \beta_j = 1, \forall j \) and different levels of CSI.

**Fig. 4.** Macrocell - Accuracy of Asymptotic SLNR (13) with \( \beta_j = 1, \forall j \) and different levels of CSI.

**Fig. 5.** Macrocell mean per-user sum rate (5) vs. SNR for No, and Full coordination and Optimal Coordination for different levels of CSI. Solid and dashed lines represent empirical and asymptotic results, respectively.

**Fig. 6.** Microcell mean per-user sum rate (5) vs. SNR for No, and Full coordination and Optimal Coordination for different levels of CSI.
SLNR based precoding) with \( \beta_j = 1, \forall j \). Furthermore, for very poor channel estimation qualities, optimal coordination converges, understandably, towards the non-coordinated cases, i.e. \( \beta^* \to 0 \). It is also important to note that the perfect CSI curves are not included in these figures since, for \( \tau^2 = 0 \), \( \beta^*_\tau = 1 \), which leads to the same plots as in figures 2 and 3. Accordingly and as we mentioned in section III-C, the provided optimal coordination factor in (61) depends highly on the level of available CSI. Obviously, \( \beta^* \) takes higher values with the increase of the level of CSI which is depicted by \( (1 - \tau^2) \) and clearly shown in Fig.7.

V. CONCLUSIONS

In this work, we analysed interference mitigation in large scale two-tier HetNets. We investigate the efficiency of coordinated beamforming compared to non-coordinated processing assuming imperfect CSI levels. Large-scale random matrix theory tools were used to develop closed form expressions of the SINR and SLNR quantities. A selection of numerical results shows that these results are accurate for finite system dimension, albeit computed assuming the asymptotic regime. Throughout this study, we demonstrated in what manner coordination enhances the performances and showed how the level of CSI impacts its efficiency. To remedy this issue, we proposed a modified design of the SLNR based precoding, in which we introduce a normalizing factor \( \beta \). The value of this latter is obtained via the maximization of the network utility, SLNR, to Taking into account the quality of CSI. The precoding design introduced a normalizing factor \( \beta \) converges, understandably, towards the non-coordinated cases, i.e. \( \beta^* = 1 \) obtained via the maximization of the network utility, SLNR, which leads to the same plots as in figures 2 and 3.

APPENDIX A

IMPORTANT RESULTS FROM RANDOM MATRIX THEORY

Our work belongs to the lineage of recent studies investigating the performances of large dimensional systems using random matrix theory tools [25]. For a better understanding of the asymptotic results derived in this paper and the proofs given in the subsequent sections, we provide in this appendix the necessary lemmas and propositions used for the derivations. Throughout this appendix \( \mathbf{H} \) denotes a \( M \times K \) complex matrix satisfying the following assumption

Assumption 3.

\[
\mathbf{H} = \frac{1}{\sqrt{K}} \mathbf{XD} \;
\]

where \( \mathbf{X} \in \mathbb{C}^{M \times K} \) is a standard Gaussian matrix with zero mean and unit variance and \( \mathbf{D} \) is a \( K \times K \) diagonal matrix.

We further consider the following assumptions:

Assumption 4. The diagonal elements of \( \mathbf{D} \) verify

\[
0 < \lim \inf \sum_{i=1}^{K} \hat{d}_i < \lim \sup \sum_{i=1}^{K} \hat{d}_i < \infty.
\]

Assumption 5. Let \( c = \frac{K}{\delta T} \). Then, we have:

\[
0 < \lim \inf c < \lim \sup c < \infty.
\]

We review results concerning the behavior of quantities involving \( \mathbf{H} \) in the asymptotic regime defined in Assumption 5. These results will be extensively used in the proof of Theorems 1 and 2.

Lemma 1 (Inversion Lemma). \([31, \text{Lemma 2.2}]\) Let \( \mathbf{H} \) be an \( M \times K \) complex matrix and \( \mathbf{h}_k \in \mathbb{C}^{M \times 1} \) its \( k \)-th column. Denote by \( \mathbf{h}_k \), the matrix \( \mathbf{H} \) without \( \mathbf{h}_k \). For \( t \in \mathbb{C} \), we define the resolvent matrices associated with \( \mathbf{H} \) and \( \mathbf{h}_k \) as:

\[
Q(t) = \left( \frac{1}{K} \mathbf{HH}^* + \mathbf{I}_M \right)^{-1} \quad \text{and} \quad Q_k(t) = \left( \frac{1}{K} \mathbf{H}_k \mathbf{H}_k^* + \mathbf{I}_M \right)^{-1}.
\]

It follows that:

\[
Q(t) \mathbf{h}_k = \frac{Q_k(t) \mathbf{h}_k}{1 + \frac{1}{K} \mathbf{h}_k^* Q_k(t) \mathbf{h}_k}, \tag{68}
\]

and

\[
Q(t) = Q_k(t) - \frac{\frac{1}{K} Q_k(t) \mathbf{h}_k \mathbf{h}_k^* Q_k(t)}{1 + \frac{1}{K} \mathbf{h}_k^* Q_k(t) \mathbf{h}_k}. \tag{69}
\]

Corollary 4. Let \( \mathbf{h}_k \), \( Q(t) \) and \( Q_k(t) \) be defined as in Lemma 1. We have then:

\[
\frac{Q(t) \mathbf{h}_k}{\|Q(t) \mathbf{h}_k\|} = \frac{Q_k(t) \mathbf{h}_k}{\|Q_k(t) \mathbf{h}_k\|}. \tag{70}
\]

Lemma 2 (Convergence of quadratic forms). \([32] \) Let \( \mathbf{A}_M \in \mathbb{C}^{M \times M} \) be a sequence of matrices with bounded spectral norms, i.e. \( \lim \sup \| \mathbf{A} \|_2 < \infty \). Let \( \mathbf{x}_{M,1}, \mathbf{x}_{M,2}, \ldots, \mathbf{x}_{M,K} \in \mathbb{C}^{M \times 1} \) be \( K \) random vectors with i.i.d complex Gaussian entries and variance \( \frac{1}{M} \) and independent from \( \mathbf{A}_M \). It holds that, as \( M \) and \( K \) grow to infinity together

\[
\mathbf{x}_{M,k}^\mu \mathbf{A}_M \mathbf{x}_{M,k} - \frac{1}{M} \text{tr}(\mathbf{A}_M) \xrightarrow{a.s.} 0. \tag{71}
\]
We also have
\[
\max_{1 \leq k \leq K} |x_{M,k}^H A M x_{M,k} - \frac{1}{M} \text{tr} (A M)| \xrightarrow{a.s.} 0, \tag{72}
\]

Corollary 5. Let \( A M \in \mathbb{C}^{M \times M} \) be defined as in Lemma 2. Let \( x_M \) and \( y_M \) be \( M \times 1 \) mutually independent vectors with i.i.d complex Gaussian entries and variance \( \frac{1}{M} \). Then,
\[
x_M A M y_M \xrightarrow{a.s.} 0. \tag{73}
\]

Lemma 3 (Rank one perturbation). \(\text{[33, Lemma 14.3]}\) Let \( Q(t) \) and \( Q_h(t) \) be defined as in Lemma 1. Then, for any sequence of matrices \( (A_M) \) with bounded spectral norm, we have:
\[
\frac{1}{K} \text{tr}(A_M Q(t)) - \frac{1}{K} \text{tr}(A_M Q_h(t)) \xrightarrow{a.s.} 0.
\]

We also have
\[
\frac{1}{K} \text{tr}(A_M Q(t)) - \frac{1}{K} \text{tr}(A_M Q_h(t)) \xrightarrow{a.s.} 0.
\]

In the following, we propose deterministic equivalents approximating quantities \( \frac{1}{K} \text{tr}(A Q(t)) \) and \( \frac{1}{K} \text{tr}(A (Q(t))^2) \), respectively.

**Proposition 1** (Deterministic equivalent for \( \frac{1}{K} \text{tr}(A Q(t)) \)). Let \( H \) be as in Assumption 3. Define \( Q(t) \) to be the resolvent matrix associated with \( H \). Then, under Assumption 4, the following equation:
\[
e(t) = \frac{1}{K} \sum_{i=1}^{K} t + \frac{\tilde{d}_i}{e(t)}\hat{e}(t),
\]
with \( \tilde{e}(t) = \frac{1}{1 + \epsilon(t)} \) admits a unique solution for \( t > 0 \).

Moreover for any \( t > 0 \) and under Assumptions 4-5, the following convergence holds true:
\[
\frac{1}{K} \text{tr}(A Q(t)) - t^{-1} \tilde{e}(t) \frac{1}{K} \text{tr}(A) \xrightarrow{a.s.} 0. \tag{74}
\]

**Proposition 2** (Deterministic equivalent for \( \frac{1}{K} \text{tr}(A (Q(t))^2) \)). Consider the setting of Proposition 1. Define
\[
\Gamma(t, c) = \frac{1}{1 + \epsilon(t)} \hat{e}(t),
\]
and:
\[
\tilde{\vartheta}(t) = \frac{\epsilon(t)^2}{K} \sum_{i=1}^{K} (\Gamma(t, c))^2. \tag{76}
\]
Then, under Assumptions 4 and 5,
\[
\frac{1}{K} \text{tr}(A (Q(t))^2) - \frac{(\tilde{\vartheta}(t))^2}{t^2 (1 - c^{-1} \tilde{\vartheta}(t))} \frac{1}{K} \text{tr}(A) \xrightarrow{a.s.} 0, \tag{77}
\]

**APPENDIX B**

**PROOF OF THEOREMS 1 AND 2**

The objective here is to proof the validity of the deterministic equivalents given in Theorems 1 and 2. We consider herein the notations and the statistical assumptions given in sections II-III.

**A. Proof of Theorem 1**

Define \( \tilde{H}_{i,j} \) as in (9) and let \( \tilde{H}_{j,j,k} \) be the matrix obtained after removing its \( k \)-th column. The resolvent matrices associated with \( \tilde{H}_{i,j} \) and \( \tilde{H}_{j,j,k} \) are defined as:
\[
Q_j(\rho \sigma^2) = \left( \tilde{H}_{i,j} \tilde{H}_{i,j}^H + \rho \sigma^2 I_{M_j} \right)^{-1}, \tag{78}
\]
and
\[
Q_{j,k}^{\tilde{H}}(\rho \sigma^2) = \left( \tilde{H}_{j,j,k} \tilde{H}_{j,j,k}^H + \rho \sigma^2 I_{M_j} \right)^{-1}, \tag{79}
\]
respectively.

When no coordination is applied, consider \( e_j^{no-co}(\rho \sigma^2) \), \( \tilde{e}_j^{no-co}(\rho \sigma^2) \) and \( \tilde{\vartheta}_j^{no-co}(\rho \sigma^2) \) defined in (22) and (23) and (25). As per Propositions 1 and 2, for any sequence of matrices \( A_M \) with bounded spectral norm, the following convergences hold true:
\[
\frac{1}{K} \text{tr}(A_M Q_j(\rho \sigma^2)) - \frac{1}{\rho \sigma^2} \epsilon_j^{no-co}(\rho \sigma^2) \frac{1}{K} \text{tr}(A_M) \xrightarrow{a.s.} 0, \tag{80}
\]
and
\[
\frac{1}{K} \text{tr}(A_M (Q_j(\rho \sigma^2))^2) - \frac{(\tilde{\vartheta}_j^{no-co}(\rho \sigma^2))^2}{(\rho \sigma^2)^2 (1 - \frac{1}{c_j} \tilde{\vartheta}_j^{no-co}(\rho \sigma^2))} \frac{1}{K} \text{tr}(A_M) \xrightarrow{a.s.} 0, \tag{81}
\]

1) Deterministic Equivalent for \( S_{j,k}^{no-co} \): First, we write \( S_{j,k}^{no-co} \) as:
\[
S_{j,k}^{no-co} = \left| \tilde{h}_{j,j,k}^{H} \tilde{W}_{j,j,k}^{no-co} \right|^2 = \left| \tilde{h}_{j,j,k}^{H} Q_j(\rho \sigma^2) \tilde{h}_{j,j,k} \right|^2 \left| \tilde{h}_{j,j,k}^{H} (Q_j(\rho \sigma^2))^2 \tilde{h}_{j,j,k} \right|^2.
\]
Using Corollary 4, we can substitute \( Q_j(t) \) by \( Q_j^{\tilde{H}}(t) \), thus yielding:
\[
S_{j,k}^{no-co} = \left| \tilde{h}_{j,j,k}^{H} Q_j^{\tilde{H}}(\rho \sigma^2) \tilde{h}_{j,j,k} \right|^2 \left| \tilde{h}_{j,j,k}^{H} (Q_j^{\tilde{H}}(\rho \sigma^2))^2 \tilde{h}_{j,j,k} \right|^2.
\]
For simplicity, we derive the deterministic equivalents of the numerator and denominator separately. We start by the numerator \( \tilde{h}_{j,j,k}^{H} Q_j^{\tilde{H}}(\rho \sigma^2) \tilde{h}_{j,j,k} \). Due to the real channel being independent of the estimation error (8), a direct application of Lemmas 2 and 5 implies that:
\[
\tilde{h}_{j,j,k}^{H} Q_j^{\tilde{H}}(\rho \sigma^2) \tilde{h}_{j,j,k} - \frac{P_j \alpha_{j,j,k}}{K_j} (1 - \tau^2) \text{tr} \left( Q_j^{\tilde{H}}(\rho \sigma^2) \right) \xrightarrow{a.s.} 0. \tag{82}
\]
Finally, using the rank-one perturbation Lemma (Lemma 3) along with (80), we ultimately obtain:

$$h_{j,j,k}^\ast Q_j^\ast (\rho \sigma^2) \hat{h}_{j,j,k} - P_j \alpha_{j,j,k} \left( \frac{1 - \tau^2}{c_j \rho \sigma^2} \right) \varepsilon_{j,j,k}^{no-co} (\rho \sigma^2) a.s., \quad K \to \infty \to 0. \quad (83)$$

Similarly, a deterministic equivalent of the denominator $h_{j,j,k}^\ast (Q_j^\ast (\rho \sigma^2))^2 \hat{h}_{j,j,k}$ can be obtained using again the convergence in Lemma 2 along with the rank-one perturbation Lemma, thus yielding:

$$\hat{h}_{j,j,k}^\ast (Q_j^\ast (\rho \sigma^2))^2 \hat{h}_{j,j,k} - P_j \alpha_{j,j,k} \left( \frac{1 - \tau^2}{c_j \rho \sigma^2} \right) \varepsilon_{j,j,k}^{no-co} (\rho \sigma^2) a.s., \quad K \to \infty \to 0. \quad (84)$$

Finally, invoking (81), we obtain:

$$\hat{h}_{j,j,k}^\ast (Q_j^\ast (\rho \sigma^2))^2 \hat{h}_{j,j,k} - P_j \alpha_{j,j,k} \left( \frac{1 - \tau^2}{c_j \rho \sigma^2} \right) \varepsilon_{j,j,k}^{no-co} (\rho \sigma^2) a.s., \quad K \to \infty \to 0. \quad (85)$$

2) **Deterministic Equivalent for $I_{j,k}^{\text{intra, no-co}}$**. To begin with, we define $D$ and $\overline{D}$ as:

$$D = \text{diag} \left\{ \left( \hat{h}_{j,j,i}^\ast (Q_j^\ast (\rho \sigma^2))^2 \hat{h}_{j,j,i} \right)^{-1} \right\}_{i=1}^{K_j}$$

and

$$\overline{D} = \text{diag} \left\{ \left( \frac{1 + P_j \alpha_{j,j,i} \text{tr} (Q_j^\ast (\rho \sigma^2))}{P_j \alpha_{j,j,i}} \text{tr} (Q_j^\ast (\rho \sigma^2))^2 \right)^2 \right\}_{i=1}^{K_j}$$

We express $I_{j,k}^{\text{intra, no-co}}$ as:

$$I_{j,k}^{\text{intra, no-co}} = \sum_{i=1}^{K_j} \left| h_{j,j,k}^\ast \hat{w}_{j,j,i}^{no-co} \right|^2$$

$$= \sum_{i=1}^{K_j} \left| h_{j,j,k}^\ast \left( Q_j^\ast (\rho \sigma^2)^2 \hat{h}_{j,j,i} \right) h_{j,j,k} \right|^2$$

$$= h_{j,j,k}^\ast Q_j^\ast (\rho \sigma^2) \hat{h}_{j,j,k} D_k \hat{h}_{j,j,k}^\ast Q_j^\ast (\rho \sigma^2) h_{j,j,k}$$

where $D_k$ is $D$ with row $k$ and column $k$ being removed. We also form $\overline{D}_k$ by removing the $k$-th row and the $k$-th column of matrix $D$.

Using (72), we obtain:

$$\| D_k - \overline{D}_k \| \to 0, \quad K \to \infty. \quad (86)$$

This allows us to approximate $I_{j,k}^{\text{intra, no-co}}$ as:

$$I_{j,k}^{\text{intra, no-co}} - h_{j,j,k}^\ast Q_j^\ast (\rho \sigma^2) \hat{h}_{j,j,k} D_k \hat{h}_{j,j,k}^\ast Q_j^\ast (\rho \sigma^2) h_{j,j,k} \to 0, \quad K \to \infty. \quad (87)$$

For the results of Appendix A to be applicable, we need to handle the dependence of $Q_j^\ast (\rho \sigma^2)$ on $h_{j,j,k}$. One way to achieve that is to use the property given in (69), thereby yielding (88). A careful analysis of this latter shows that we need to obtain deterministic equivalents for the following terms to conclude:

- $A_1(\rho \sigma^2) = \frac{1}{\tau^2} \text{tr} \left( Q_j^\ast (\rho \sigma^2) \hat{h}_{j,j,k} D_k \hat{h}_{j,j,k}^\ast Q_j^\ast (\rho \sigma^2) \right)$
- $A_2(\rho \sigma^2) = h_{j,j,k}^\ast Q_j^\ast (\rho \sigma^2) \hat{h}_{j,j,k} \to 0$
- $A_3(\rho \sigma^2) = h_{j,j,k}^\ast Q_j^\ast (\rho \sigma^2) h_{j,j,k} \to 0$

The asymptotic limit of $A_2(\rho \sigma^2)$ is already given in (83). As for $A_3(\rho \sigma^2)$, a deterministic equivalent unfolds from a direct application of Lemma 2 along with (80), thus yielding:

$$A_3(\rho \sigma^2) = P_j \alpha_{j,j,k} \left( \frac{1 - \tau^2}{c_j \rho \sigma^2} \right) \varepsilon_{j,j,k}^{no-co} (\rho \sigma^2) a.s., \quad K \to \infty \to 0. \quad (89)$$

On the other hand, $A_1(\rho \sigma^2)$ has a variance decreasing at a rate $M^{-2}$ [34, Proposition 4], and as such satisfies:

$$A_1(\rho \sigma^2) - E \left[ A_1(\rho \sigma^2) \right] \to 0, \quad K \to \infty. \quad (90)$$

Now, expanding $E \left[ A_1(\rho \sigma^2) \right]$, we obtain:

$$E \left[ A_1(\rho \sigma^2) \right] = \frac{1}{K_j} \sum_{i \neq k} E \left[ \text{tr} \left( \hat{h}_{j,j,i}^\ast (Q_j^\ast (\rho \sigma^2))^2 \hat{h}_{j,j,i} \right) \right]. \quad (91)$$

Again, the dependence of $Q_j^\ast (\rho \sigma^2)$ on $\hat{h}_{j,j,i}$ can be controlled using (68).

$$E \left[ A_1(\rho \sigma^2) \right] - 1 \frac{a.s.}{K \to \infty} \to 0. \quad (92)$$

Plugging the deterministic equivalents of $A_2(\rho \sigma^2)$ (83), $A_3(\rho \sigma^2)$ (89) and $A_1(\rho \sigma^2)$ (92) into (88) yields the asymptotic expression in (93). This latter is exactly the same expression of $I_{j,k}^{\text{intra, no-co}}$ given in Theorem 1 once we substitute $\frac{1}{\tau^2} \text{tr} (Q_j^\ast (\rho \sigma^2))$ and $\frac{1}{\tau^2} \text{tr} \left( (Q_j^\ast (\rho \sigma^2))^2 \right)$ by their respective asymptotic limits (80) and (81).

3) **Deterministic Equivalent for $I_{j,k}^{\text{inter, no-co}}$**. To begin with, we write $I_{j,k}^{\text{inter, no-co}}$ as:

$$I_{j,k}^{\text{inter, no-co}} = \sum_{i \neq k} \left| h_{j,j,k}^\ast \hat{w}_{j,j,i}^{no-co} \right|^2$$

$$= \sum_{i \neq k} \left| h_{j,j,k}^\ast \left( Q_j^\ast (\rho \sigma^2)^2 \hat{h}_{j,j,i} \right) h_{j,j,k} \right|^2$$

$$= h_{j,j,k}^\ast Q_j^\ast (\rho \sigma^2) \hat{h}_{j,j,k} D_k \hat{h}_{j,j,k}^\ast Q_j^\ast (\rho \sigma^2) h_{j,j,k}$$

Following the same technicalities leading to (87), we have:

$$I_{j,k}^{\text{inter, no-co}} - h_{j,j,k}^\ast Q_j^\ast (\rho \sigma^2) \hat{h}_{j,j,k} D_k \hat{h}_{j,j,k}^\ast Q_j^\ast (\rho \sigma^2) h_{j,j,k} \to 0, \quad K \to \infty. \quad (94)$$

where $D_k$ has the same expression as in (87).

Note that here, the result (92) can be applied directly since $h_{j,j,k}$ is independent of $Q_j^\ast (\rho \sigma^2)$, which is in contrast to (88) where lemma 1 had to be used. Therefore, we can easily find that:

$$I_{j,k}^{\text{inter, no-co}} - P_j \alpha_{j,j,k} \frac{a.s.}{K \to \infty} \to 0. \quad (95)$$
\[ I_{j,k}^{\text{intra,no-co}} - h_{j,k}^nQ_j^n(\rho^2)\hat{H}_{j,j,k}D_k\hat{H}_{j,j,k}^nQ_j^n(\rho^2)h_{j,j,k} \\
+ h_{j,j,k}^nQ_j^n(\rho^2)\hat{H}_{j,j,k}D_k\hat{H}_{j,j,k}^nQ_j^n(\rho^2)h_{j,j,k} + 1 + h_{j,j,k}^nQ_j^n(\rho^2)h_{j,j,k} \\
+ h_{j,j,k}^nQ_j^n(\rho^2)\hat{H}_{j,j,k}D_k\hat{H}_{j,j,k}^nQ_j^n(\rho^2)h_{j,j,k} \\
- h_{j,j,k}^nQ_j^n(\rho^2)\hat{H}_{j,j,k}D_k\hat{H}_{j,j,k}^nQ_j^n(\rho^2)h_{j,j,k} + 1 + h_{j,j,k}^nQ_j^n(\rho^2)h_{j,j,k}^2 \left( 1 + \hat{h}_{j,j,k}^nQ_j^n(\rho^2)h_{j,j,k} \right)^2 \to 0 \quad (88) \]

\[ I_{j,k}^{\text{intra,no-co}} - K_j \left( \frac{P_j\alpha_{j,k}}{K_j} - 2 \left( 1 - \frac{\rho^2}{\tau_{j,k}} \right) \frac{1}{1 + P_j\alpha_{j,k}/K_j} \text{tr}(Q_j(\rho^2)) \right) + \left( 1 - \frac{\rho^2}{\tau_{j,k}} \right) \frac{1}{1 + P_j\alpha_{j,k}/K_j} \text{tr}(Q_j(\rho^2))^2 \right) \to 0 \quad K \to \infty \quad (93) \]

B. Sketch of Proof of Theorem 2

In this section, we sketch the proof of Theorem 2 as the derivations rely most often on the same arguments as those presented in Theorem’s 1 proof above.

Considering the design of the coordinated SLNR-MAX precoding (21), one should note that the beamforming vectors involve now matrix \( \hat{H}_j \) given by:

\[ \hat{H}_j = \begin{bmatrix} \beta_j \hat{H}_{j,1} & \beta_j \hat{H}_{j,2} & \cdots & \beta_j \hat{H}_{j,L} \end{bmatrix} \]  

(96)

This must be compared to the non-coordinated SLNR-MAX (11) in which the beamforming vectors involve only \( \hat{H}_{j,j} \). Furthermore, some care must be paid when applying propositions 1 and 2 as the number of columns of matrix \( \hat{H}_j \) differs from the variance scaling \( \frac{1}{K_j} \). To handle this issue, we need to consider the following relation:

\[ \left( \hat{H}_j \hat{H}_j^a + \rho^2 I_M \right)^{-1} = \frac{K_j}{\rho^2} Q_j \left( \frac{K_j}{\rho^2} \hat{H}_j^a \right), \quad (97) \]

where

\[ Q_j \left( \frac{K_j}{\rho^2} \right) = \left( \frac{K_j}{\rho^2} \hat{H}_j^a + \frac{K_j}{\rho^2} I_M \right)^{-1}. \quad (98) \]

Considering \( e_{j,k}^c(\rho^2) \) in (37) and \( \tilde{e}_{j,k}^c(\rho^2) \) in (41) and letting \( t_{co} \) be as in (38), a direct application of Propositions 1 and 2 yields:

\[ \frac{1}{K} \text{tr}(A_M Q_j(t_{co})) - \frac{e_{j,k}^{no-co}(t_{co})}{t_{co}} \frac{1}{K} \text{tr}(A_M) \to 0, \quad (99) \]

and

\[ \frac{1}{K} \text{tr}\left(A_M (Q_j(t_{co}))^2\right) - \frac{(e_{j,k}^{co}(t_{co}))^2}{(t_{co})^2} \left( 1 - \frac{1}{\tau_{j,k}} \rho^2 \right) \frac{1}{K} \text{tr}(A_M) \to 0, \quad \frac{1}{K} \text{tr}(A_M) \to 0, \quad (100) \]

where \( A_M \in \mathbb{C}^{M \times M} \) is an arbitrary sequence of matrices with bounded spectral norm.

As mentioned before, the procedure to derive the asymptotic expressions of Theorem 2 is in essence similar to the proof of Theorem 1. In fact, two differences are worthy of mentioning and have to be considered. First, the convergences (97)-(100) have to be taken into account and applied wherever necessary to preserve the coherence with regard to the Random Matrix Theory tools in use. Apart from this fact, the working out of \( \overline{S}_{j,k}^{co} \) and \( \overline{T}_{j,k}^{\text{intra,no-co}} \) obeys exactly the same arguments as for \( \overline{S}_{j,k}^{co} \) and \( \overline{T}_{j,k}^{\text{intra,no-co}} \), respectively. The second difference between the two theorems takes place when dealing with the term \( I_{j,k}^{\text{inter.co}} \). As explained in section III, when coordination is implemented among base stations, the latter will have knowledge of both intended and non-intended channels which will be used later on in the beamforming. Hence, regardless of the parameter \( \beta_j \), the inter-cell interference and the intra-cell interference takes conceptually the same form. Therefore, in Theorem 2, the derivation of \( \overline{T}_{j,k}^{\text{inter.co}} \) follows the same steps that led to finding \( \overline{T}_{j,k}^{\text{intra,no-co}} \). Details are thus omitted.
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