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Abstract

Utilization of neural networks to solve physical problems has been receiving wide attention recently. These neural networks are commonly named physics-informed neural network (PINN), in which the physics are employed through the governing partial differential equations (PDEs). Traditional PINNs suffer from unstable performance when dealing with flow problems in highly heterogeneous domains. This work presents the applicability of the extended PINN (XPINN) method in solving heterogeneous problems. XPINN can create a full solution model to the solution of the governing PDEs by training the neural network on the PDEs and its constraints such as boundary and initial conditions, and known solution points. The heterogeneous problem is solved by performing domain decomposition, which divides the original heterogeneous domain into various homogeneous sub-domains. Each sub-domain incorporates its own PINN structure. The different PINNs are connected through interface conditions, allowing for information to communicate across the interfaces. These conditions include pressure and flux continuities. Various heterogeneous scenarios are implemented in this study to investigate the robustness of the proposed method. We demonstrate the accuracy of the XPINN model by comparing it with the ground truth solved from high-fidelity simulations. Results show a good match in terms of pressure and velocity with errors of less than 1%. Different interface conditions were tested, and it was observed that without the inclusion of pressure and flux continuities, the solver does not converge to the solution of interest. Sensitivity analysis was performed to explore the effects of the neural network architecture, the weights given to each loss term, and the number of training iterations. Results show that wide and shallow networks performed well due to avoiding the gradient vanishing issue that comes with deeper networks. In addition, balanced weights produced better accuracy in general. Moreover, more training iterations improved the accuracy of the results but at lower rates in later training stages. This paper presents XPINN to solve fluid flow in heterogeneous media. We demonstrate the robustness and accuracy of the proposed XPINN model by comparing it with the ground truth solutions in multiple heterogeneous cases. The model shows good potential and can be readily implemented in reservoir characterization workflow.
Introduction

Understanding and modeling fluid flow in subsurface porous media has been of utmost importance in various applications such as CO\textsubscript{2} sequestration (Hoteit et al., 2019; Omar et al., 2021), geothermal energy extraction (Santoso, Hoteit, et al., 2019; Vahrenkamp et al., 2020), and oil recovery process in hydrocarbon reservoirs (Geiger et al., 2010; Hoteit & Firoozabadi, 2008; Yang et al., 2021). The petroleum engineering field in particular aims to create models that try to encompass all the relevant physics to be able to more accurately predict production rates, make more educated decisions on where to drill new wells, and understand how to properly manage the reservoirs (Kovalchuk & Hadjistassou, 2018).

Modeling fluid flow is complex as there are many physical quantities that interplay with each other. Quantities such as rock porosity and permeability, fluid viscosity, subsurface temperature and pressure, and compressibility of fluids and rocks are all factors that are relevant to fluid flow which can influence each other. In case of multiphase flow, of consideration are also quantities such as capillary pressure, wettability, contact angle, and interfacial tension. More complexity could arise due to the heterogeneity of rock properties across the domain of interest.

The difficulty of solving such a fluid flow problem lies not only in understanding the problem and ensuring the inclusion of all physical quantities relevant to the problem, but also in the construction of the model itself. Properly constructing the model entails appropriately implementing the physics and the interaction of the different quantities across space and time, properly discretizing the partial differential equations (PDE) governing the physics, and employing a suitable grid with a suitable time stepping scheme.

Generally, four kinds of Neural Networks (NN), including Artificial Neural Networks (ANN), Convolutional Neural Networks (CNN), U-Net, and Long-short Term Memory (LSTM), are widely implemented in geoscience and oil & gas areas. Examples include fracture permeability estimation and oil recovery factor forecasting using ANN (He, Zhu, et al., 2021b; He, Qiao, et al., 2021), constructing equivalent permeability model from detailed discrete-fracture characterization using CNN (He et al., 2020; He, Santoso, et al., 2021), fracture recognition from actual outcrop or synthetic resources using U-Net (Santoso, He, et al., 2019), history matching in reservoir simulations and CO\textsubscript{2} leakage forecasting using LSTM (He, Zhu, et al., 2021a; Santoso et al., 2021). Their implementations, however, depend on only the supplied data samples without obeying the physics of the problem and some related constraints. Recently, studies have shown the ability of neural networks to create surrogate models that reflect the solution to physical problems with minimal effort being put into the construction of the model. These types of neural networks are called Physics-Informed Neural Networks (PINN), where the majority of the effort is put into the understanding of the physics to be implemented and optimizing the NN parameters. The mesh-free surrogate model created by PINN approximates the solution to the PDE and the relevant derivatives with no requirements on local time-stepping, gridding, linearization (of nonlinear problems) or committing to assumptions to simplify the PDE (Raissi et al., 2017).

Unlike purely data-drive neural networks which depend on only the supplied datapoints, PINNs utilize the PDE itself as a source of data. The PINN is trained to obey the PDE governing the physics of the problem and to obey all associated constraints. This is done by reflecting the PDE and constraints in the loss function that controls the training of the neural network. In the case of a steady-state fluid flow problem as will be explored in this work, provided to the PINN would be the space domain, the PDE of interest that govern the fluid flow, and the boundary conditions that close the PDE (Raissi et al., 2017; Karniadakis et al., 2021).
Based on the work of Jagtap et al. 2020, Extended PINN (XPINN) uses domain decomposition to divide the original domain into multiple subdomains. This can be used to increase parallelization capacity (i.e. reduce training time) and to increase accuracy as each subdomain can have its PINN structure with its associated hyperparameters (network depth and width, activation function, optimization method, etc.) In this work, however, we expand on the use of XPINN to tackle PDEs with sharp discontinuities in the PDE parameters. We will use XPINN to solve simple fluid flow scenarios in heterogeneous porous media where hydraulic conductivity has sharp discontinuities. Domain decomposition is performed where the domain is divided into parts that have homogeneous properties. We ultimately aim to find the pressure and velocity fields across the entire domain of interest.

**Governing Equations**

To illustrate the use of XPINN to solve a steady state fluid flow in heterogeneous media problem, we will consider linear flow in 2D space. The equations that govern this physical process are Darcy’s law and mass conservation law. To more clearly illustrate how the XPINN method can solve the problem, we will explore a simplified flow problem. We assume isothermal conditions for a steady state laminar flow of a single phase and incompressible fluid with constant viscosity in an isotropic and homogeneous medium while neglecting the effect of gravity. The formulation of Darcy’s law after applying these assumptions is

\[ \mathbf{u} = -K \nabla p \]  

(1)

where \( \mathbf{u} \) is the Darcy velocity, \( p \) is fluid pressure, and \( K \) is hydraulic conductivity with \( K = k / \mu \) where \( k \) is rock permeability and \( \mu \) is fluid viscosity. Note that permeability is a constant as we will assume it is a diagonal tensor in an isotropic medium. Under the same assumptions, the formulation for the mass conservation law (the continuity equation) is

\[ \nabla \cdot \mathbf{u} = q \]  

(2)

where \( q \) is the source term which we set to be zero. Merging Darcy’s law and the continuity equation, we obtain what is commonly called the pressure equation,

\[ \nabla \cdot (-K \nabla p) = 0 \]  

(3)

In a homogeneous medium, \( K \) is constant, and the formulation becomes

\[ K \Delta p = 0 \]  

(4)

where \( \Delta \) is the Laplacian operator. The boundary conditions (BC) that will be used to close the above equations are Dirichlet and Neumann boundary conditions. We will use a rectangular 2D domain, thus requiring boundary condition for each of the four sides. In Dirichlet BC, the pressure is known while in Neumann BC, the velocity is known.
Methodology

This work involves the utilization of PINN(s) to infer the solution of a closed PDE system. It is thus required that all governing PDEs and constraints pertinent to the application are supplied and included in the PINNs. In this work, we solve PDEs using PINNs that utilize a feedforward fully connected neural network with tanh activation functions. In the applications of interest to this work, the inputs to these networks are the spatial and temporal coordinates and the outputs are the latent solution(s) to the PDE(s).

For a general PDE of the form \( f_i + N(\lambda; f) = 0 \), we want to find an approximation to the solution \( f(x, t) \). Using PINN we will create a surrogate to the PDE solution which will be given the notation \( \hat{f}(x, t) \). Note that the subscript notation for \( f \) denotes finding its derivative with respect to the subscript, e.g. \( f_i = \partial f / \partial t \). \( N \) is a differential operator that includes the spatial terms in the PDE which are parametrized by \( \lambda \). We define the residual \( r \) which is the value resulting from using the surrogate solution in the evaluation of the PDE, \( r = \hat{f}_i + N(\lambda; \hat{f}) \). The values of the derivatives are calculated utilizing automatic differentiation, which is based on applying the chain rule on elementary arithmetic operations in reverse mode thereby connecting the output of the neural network to its inputs (Güneş Baydin et al., 2018).

For a PINN to be a proper surrogate model, it must employ all the governing PDEs and imposed constraints in its loss function \( L \). A typical loss function for a PINN can be in the form shown in Eq. (5) where four terms are included.

\[
L = W_{IC}L_{IC} + W_{BC}L_{BC} + W_{p}L_{p} + W_{PDE}L_{PDE}
\]  

The first two terms employ the constraints which are imposed on the PDE, namely the initial conditions (\( L_{IC} \)) and the boundary conditions (\( L_{BC} \)). The third term involves known data points (i.e. known solution points) which are accurate values of the PDE solution (\( L_{p} \)), which in many cases are not available. The fourth term is what employs the PDE in the PINN (\( L_{PDE} \)). Each of the four loss terms has an associated weighting term \( W \) that controls the significance of the term when training the network. Properly choosing the weighing terms can be imperative in obtaining an accurate surrogate model. In this work, we utilize the mean-squared error function (MSE) for all loss functions. The total loss equation can therefore be written as Eq. (6).

\[
L = W_{IC}MSE_{IC} + W_{BC}MSE_{BC} + W_{p}MSE_{p} + W_{PDE}MSE_{PDE}
\]  

The MSE terms can be expressed as

\[
MSE_{IC} = \frac{1}{N_{IC}} \sum_{i=1}^{N_{IC}} \left| \hat{f}(x_i, t_i) - f_i \right|^2
\]

\[
MSE_{BC} = \frac{1}{N_{BC}} \sum_{i=1}^{N_{BC}} \left| \hat{f}(x_i, t_i) - f_i \right|^2
\]

\[
MSE_{p} = \frac{1}{N_{p}} \sum_{i=1}^{N_{p}} \left| \hat{f}(x_i, t_i) - f_i \right|^2
\]

\[
MSE_{PDE} = \frac{1}{N_{PDE}} \sum_{i=1}^{N_{PDE}} \left| r(x_i, t_i) \right|^2
\]
Where \( N \) is the number of points used in the calculation of each loss term, and \( f_i \) is the known solution value coming from initial conditions, boundary conditions, or real measurements. Note that in Eq. (8) the BC loss function is for Dirichlet type BC, and a different form is to be employed for Neumann BCs which will be explored in later sections. The PDE loss term includes the residual of the PDE which is calculated by evaluating the PINN at the specified \( N_{\text{PDE}} \) points. The lower the value of the loss functions, the more the surrogate model obeys the constraints and the PDE. By minimizing the four terms (and achieving convergence), the trained PINN is expected to be a good surrogate model to the exact PDE solution.

In the case where there are sharp discontinuities in the parameters of a PDE, the PINN was found to be ineffective in finding an accurate solution to the PDE. Using XPINN, it is possible to solve the closed equation system with heterogeneous parameters after decomposing the domain into multiple non-overlapping subdomains and giving each subdomain its own PINN structure. The decomposition is performed in a way where each subdomain has its own PDE parameter such that it is homogeneous for that entire subdomain. For the XPINN to work, ‘stitching’ the subdomains together at the interfaces is required to make sure that the information propagates between the subdomains. The stitching is performed by the inclusion of additional loss terms in the total loss function. These terms are the interface function continuity term (denoted \( \text{MSE}_{\text{IF}} \)) and the interface residual continuity term (denoted \( \text{MSE}_{\text{IR}} \)). With these additional terms, the total loss function for each subdomain \( s \) can be expressed in Eq. (11).

\[
L^{(s)} = W_{\text{IC}} \text{MSE}_{\text{IC}}^{(s)} + W_{\text{BC}} \text{MSE}_{\text{BC}}^{(s)} + W_{p} \text{MSE}_{p}^{(s)} + W_{\text{PDE}} \text{MSE}_{\text{PDE}}^{(s)} + W_{\text{IF}} \text{MSE}_{\text{IF}}^{(s)} + W_{\text{IR}} \text{MSE}_{\text{IR}}^{(s)}
\]  

(11)

The interface function continuity loss term works to minimize the difference between the PDE function (i.e. PDE solution) based on the PINN of subdomain \( s \), denoted \( \hat{f}^{(s)}(x,t) \), and the average of the PDE function based on this PINN and the PINNs of the neighboring subdomains \( s^+ \), which are denoted \( \hat{f}^{(s^+)}(x,t) \). This term is expressed in Eq. (12). Note that \( N_{\text{IF}} \) is the number of common points between each pair of neighboring subdomains \( s \) and \( s^+ \).

\[
\text{MSE}_{\text{IF}} = \sum_{y \neq s} \left[ \frac{1}{N_{\text{IF}}} \sum_{i=1}^{N_{\text{IF}}} \left( \hat{f}^{(s)}(x_i,t) - \frac{\hat{f}^{(s)}(x_i,t) + f^{(s^+)}(x_i,t)}{2} \right)^2 \right]
\]  

(12)

The interface residual continuity term, on the other hand, is used to minimize the difference of the PDE residuals between neighboring subdomains \( s \) and \( s^+ \), denoted as \( r^{(s)}(x,t) \) and \( r^{(s^+)}(x,t) \), respectively. This term is expressed in Eq. (13). Note that \( N_{\text{IR}} \) is the number of common points between each pair of neighboring subdomains \( s \) and \( s^+ \). The residuals of interest can include quantities other than the governing PDE equation such as the residual of fluxes.

\[
\text{MSE}_{\text{IR}} = \sum_{y \neq s} \left[ \frac{1}{N_{\text{IR}}} \sum_{i=1}^{N_{\text{IR}}} \left( r^{(s)}(x_i,t) - r^{(s^+)}(x_i,t) \right)^2 \right]
\]  

(13)
The remaining loss terms are calculated as explained in the PINN case but for each subdomain separately. Once the losses of each subdomain are calculated, the total loss can be found using Eq. (14). This total loss is then used in the training of the XPINN.

\[ L = \sum_{x} L^{(x)} \quad (14) \]

**Application of PINN and XPINN in the Fluid Flow Problem**

To showcase the effectiveness of PINN and XPINN in solving the fluid flow in porous media problem, we first investigate the homogeneous case using one PINN. We then investigate XPINN to see if we can solve the same homogeneous problem but after applying domain decomposition and having each subdomain have its own PINN. Finally, we tackle the heterogeneous media problem using XPINN, giving each subdomain its own hydraulic conductivity.

**Homogeneous Media Case Using PINN**

The first case to be investigated is the homogeneous case \((K = 1)\) with only one PINN to solve the fluid flow problem in a 1x1 square domain with simple boundary conditions as shown in Figure 1. As can be seen in the figure, the left and right boundaries have a Dirichlet BC while the top and bottom boundaries have a Neumann BC.

![Figure 1. Domain and boundary conditions for the homogeneous media case. Green dots inside the domain are randomly selected points used to find the PDE loss while the black dots on the boundaries are randomly selected points used to find the BC loss.](image)

The structure of the PINN has as inputs the coordinates \(x\) and \(y\), and as output the pressure \(p\). The fully connected PINN utilizes one hidden layer with 30 nodes connecting the inputs to the outputs. The training is performed using Adam’s optimization (Kingma & Ba, 2015) on the total loss. The total loss here includes only the boundary condition and the PDE losses as shown in Eq. (15) as the problem is steady state (no initial conditions required) and with no known solution points. The BC loss is calculated based on random points on the boundaries while the PDE loss is calculated based on random points within the domain.

\[ L = W_{BC}MSE_{BC} + W_{PDE}MSE_{PDE} \quad (15) \]

Since there are four boundaries, each will be given its individual loss term,

\[ \Phi MSE_{BC} = MSE_{BC}^{(T)} + MSE_{BC}^{(R)} + MSE_{BC}^{(L)} + MSE_{BC}^{(R)} \quad (16) \]

where the letters between the brackets denote the boundary of interest for each loss term (T for top, B
for bottom, L for left, and R for right). The first term reflects the top Neumann BC and is be expressed as

\[ MSE_{BC}^{(T)} = \frac{1}{N_{BC}^{(T)}} \sum_{i=1}^{N_{BC}^{(T)}} |\hat{p}_y(x_i,1)|^2 \]  

(17)

where \( \hat{p}_y = \partial p / \partial y \) which comes from the y-component of the Darcy velocity, \( v = -K \hat{p}_y \). The value of the derivative is obtained from automatic differentiation. The third term in Eq. (16) reflects the left Dirichlet BC and can be expressed as

\[ MSE_{BC}^{(L)} = \frac{1}{N_{BC}^{(L)}} \sum_{i=1}^{N_{BC}^{(L)}} |\hat{p}(0, y_i) - 1|^2 \]  

(18)

The second and fourth terms are expressed similarly to the above terms depending on the type of the BC. The PDE loss term utilizes the pressure equation and is expressed as

\[ MSE_{PDE} = \frac{1}{N_{PDE}} \sum_{i=1}^{N_{PDE}} |\hat{p}_{xx}(x_i, y_i) + \hat{p}_{yy}(x_i, y_i)|^2 \]  

(19)

where \( \hat{p}_{xx} = \partial^2 p / \partial x^2 \) and \( \hat{p}_{yy} = \partial^2 p / \partial y^2 \). The values of the derivatives are obtained from automatic differentiation. We specify the number of points \( N \) for each boundary loss and for the PDE loss to be 100 points. The location of the points was set to change randomly for each training iteration. Note that the PDE points can fall inside the domain and on the boundaries. Figure 2 shows the schematic of the process. Note that the blue nodes in the figure represent the hidden layer, and that there are 30 nodes but only four are shown in the diagram for simplicity.

The initial weights for the PINN are initialized using Xavier initialization method (Glorot & Bengio, 2010) and the training is performed using Adam’s optimization scheme which is iterated for 50,000 iterations. After performing the training, we obtain the results shown in Figure 3 for the pressure, the x-direction Darcy velocity and the y-direction Darcy velocity. The first row of plots in the figure shows the quantities for the entire 2D domain while the second row shows the quantities for a cross-section across the domain. The pressure decreases linearly from left to right as anticipated and is obeying the boundary conditions appropriately. The largest difference from the exact solution was found to be \( 3.0 \times 10^{-5} \). For the x-direction Darcy velocity, the value of one is obtained with errors in the order of \( 10^{-5} \). Similarly for the y-direction Darcy velocity, the value is zero with errors in the order of \( 10^{-5} \). It can be seen that the PINN provides a solution to the PDE with good accuracy.
Figure 3. The solution to the homogeneous media fluid flow problem governed by the pressure equation utilizing unit hydraulic conductivity using PINN. The first row of plots are the pressure, x-direction Darcy velocity, and y-direction Darcy velocity in the 2D square domain. The values of these three quantities for the red line crossing the domain are shown in the second row of plots in the figure.

Homogeneous Media Case Using XPINN
To solve the same problem above using XPINN, domain decomposition is performed where we divided the domain into five subdomains. All subdomains have a hydraulic conductivity of one, keeping the problem homogeneous. Each subdomain has its own PINN that utilizes different weights and biases from the other sub-domains. Figure 4 shows the 2D domain after it was decomposed into five subdomains, which were set to be of the same size.

Figure 4. The different subdomains after performed domain decomposition into different subdomains. The subdomains are connected by interfaces that are accounted for in the PINN of each subdomain. Random points are selected within each subdomain and for each subdomain BC and interface to calculate the associated loss for that subdomain.

The PINN of each subdomain has as inputs the coordinates $x$ and $y$, and as output the pressure $p$. The hidden layer for the PINN of each subdomain has 30 nodes. The training is performed using Adam’s optimization on the total loss. The total loss here includes the BC and the PDE losses as well as interface...
losses as shown in Eq. (20). Each subdomain is given a number (s) which is written in the superscript of each term in the loss functions for clarity.

\[
L^{(s)} = W_{BC} MSE_{BC}^{(s)} + W_{PDE} MSE_{PDE}^{(s)} + W_{IF} MSE_{IF}^{(s)} + W_{IR} MSE_{IR}^{(s)}
\]  

(20)

By trial and error, we found suitable weights (Wang, et al., 2020) that allow for good convergence of the loss function. The values are seen in Eq. (21).

\[
L^{(s)} = 100 MSE_{BC}^{(s)} + MSE_{PDE}^{(s)} + 100 MSE_{IF}^{(s)} + MSE_{IR}^{(s)}
\]  

(21)

The BC loss is calculated based on random points on the boundaries, the PDE loss is calculated based on random points within the domain, and the interface losses are calculated based on random points on the interface. Taking into consideration the leftmost subdomain (s = 1), we see that this subdomain has three BCs, top, bottom and left. The loss function for the top BC is expressed as

\[
MSE_{BC}^{(1,T)} = \frac{1}{N_{BC}^{(1,T)}} \sum_{i=1}^{N_{BC}^{(1,T)}} \left| \hat{p}_{y}^{(1)}(x_i, 1) \right|^2
\]  

(22)

whereas for the left BC, the loss function is expressed as

\[
MSE_{BC}^{(1,L)} = \frac{1}{N_{BC}^{(1,L)}} \sum_{i=1}^{N_{BC}^{(1,L)}} \left| \hat{p}^{(1)}(0, y_i) - 1 \right|^2
\]  

(23)

For the PDE loss function, the loss can be calculated using

\[
MSE_{PDE}^{(1)} = \frac{1}{N_{PDE}^{(1)}} \sum_{i=1}^{N_{PDE}^{(1)}} \left| \hat{p}_{x}^{(1)}(x_i, y_i) + \hat{p}_{y}^{(1)}(x_i, y_i) \right|^2
\]  

(24)

This subdomain has only one associated interface which separates subdomain 1 from subdomain 2. We need to satisfy both the function continuity and residual continuity for this interface. The interface function continuity loss function is expressed as

\[
MSE_{IF}^{(1)} = \frac{1}{N_{IF}^{(1)}} \sum_{i=1}^{N_{IF}^{(1)}} \left| \hat{p}^{(1)}(0.2, y_i) - \hat{p}^{(1)}(0.2, y_i) + \hat{p}^{(2)}(0.2, y_i) \right|^2
\]  

(25)

The interface residual continuity loss function will be comprised of three terms: the pressure equation residual term, the x-flux residual term, and the y-flux residual term,

\[
MSE_{IR}^{(1)} = MSE_{IR}^{(1, PDE)} + MSE_{IR}^{(1, xFlux)} + MSE_{IR}^{(1, yFlux)}
\]  

(26)

It was found that without the inclusion of the flux terms, the XPINN does not converge to the solution of interest, hence why they were added to the IR term. The PDE (pressure equation) residual continuity term is expressed as

\[
MSE_{IR}^{(1, PDE)} = \frac{1}{N_{IR}^{(1)}} \sum_{i=1}^{N_{IR}^{(1)}} \left| K^{(1)} \left( \hat{p}_{x}^{(1)}(0.2, y_i) + \hat{p}_{y}^{(1)}(0.2, y_i) \right) - K^{(2)} \left( \hat{p}_{x}^{(2)}(0.2, y_i) + \hat{p}_{y}^{(2)}(0.2, y_i) \right) \right|^2
\]  

(27)

The x-flux and y-flux continuity terms are expressed as

\[
MSE_{IR}^{(1, xFlux)} = \frac{1}{N_{IR}^{(1)}} \sum_{i=1}^{N_{IR}^{(1)}} \left| K^{(1)} \hat{p}_{x}^{(1)}(0.2, y_i) - K^{(2)} \hat{p}_{x}^{(2)}(0.2, y_i) \right|^2
\]  

(28)

\[
MSE_{IR}^{(1, yFlux)} = \frac{1}{N_{IR}^{(1)}} \sum_{i=1}^{N_{IR}^{(1)}} \left| K^{(1)} \hat{p}_{y}^{(1)}(0.2, y_i) - K^{(2)} \hat{p}_{y}^{(2)}(0.2, y_i) \right|^2
\]  

(29)
Figure 5 shows the schematic of the process for the first subdomain. The remaining subdomains undergo the same process, albeit with different boundaries and different interfaces. A total loss can be calculated from combining the losses of the five subdomains using

$$ L = \sum_{s=1}^{5} L^{(s)} $$

(30)

Figure 5. Diagram of the PINN for subdomain 1 used to find the total loss for this subdomain. Each subdomain undergoes the same process to obtain its own loss, and then the losses of each subdomain are added into a total loss which is used for training the XPINN.

The training is performed to minimize the total loss, and a similar training process is performed as the PINN case for 50,000 iterations. The results after the training can be seen in Figure 6. Similarly to the PINN case, the pressure decreases linearly from left to right as anticipated and is obeying the boundary conditions appropriately. The largest difference from the exact solution was found to be $6.3 \times 10^{-5}$. For the x-direction Darcy velocity, the value of one is obtained with errors in the order of $10^{-4}$. Similarly for the y-direction Darcy velocity, the value is zero with errors in the order of $10^{-4}$. It can be seen that the XPINN provides a solution to the PDE with good accuracy but with lesser accuracy when compared to the PINN case.

Figure 6. The solution to the homogeneous media fluid flow problem governed by the pressure equation utilizing unit hydraulic conductivity using XPINN. The first row of plots are the pressure, x-direction Darcy velocity, and y-direction Darcy velocity in the 2D square domain. The values of these three quantities for the red line crossing the domain are shown in the second row of plots in the figure.
Heterogeneous Media Case Using XPINN

After it was seen that XPINN can handle the homogeneous case, we now tackle the heterogeneous case. Each subdomain has its own hydraulic conductivity value $K$ and the same equations are used from the homogeneous XPINN case. The values for $K$ for subdomains one through five are 100, 1, 100, 1, and 100, respectively. Performing the training for 50,000 iterations, we obtain the results seen in Figure 7. The plots in the first row are the results of $p$, $u$ and $v$ from XPINN, the second row is the result of the three quantities obtained from a numerical simulator (considered to be real values), and the third row is a comparison between the results of XPINN and the numerical simulator involving the points falling on the red dashed line.

It can be seen that the pressure profile obeys the boundary conditions and follows the result of the numerical simulator well. The largest difference in pressure was found to be $6.2 \times 10^{-3}$ which occurred at an interface between two subdomains. For the $x$-direction Darcy velocity, the value of 2.46 is obtained with errors in the order of $10^{-4}$ (with the true value being $500/203 \approx 2.46305$). For the $y$-direction Darcy velocity, the value is zero with errors in the order of $10^{-4}$. It can be seen that the XPINN provides a solution to the heterogeneous problem with a good accuracy.

![Figure 7](image_url)

**Figure 7.** The solution to the heterogeneous media fluid flow problem using XPINN and a numerical simulator. The hydraulic conductivity of the subdomains from left to right are 100, 1, 100, 1, and 100. The first row of plots are the pressure, $x$-direction Darcy velocity, and $y$-direction Darcy velocity in the 2D square domain from XPINN. The second row are the same quantities but from the numerical simulator. The third row compares the XPINN with the numerical simulator across the red dashed line.
An error map was created for the pressure and for the x-direction Darcy velocity which can be seen in Figure 8. For the pressure error map, it can be seen that the largest errors occur at the interfaces. This could be due to the choice of the interface function continuity term utilizing the average of pressure for two neighboring subdomains. For the velocity error map, the errors appear to be almost uniform across the domain, unlike the pressure error map.

![Error map for pressure (left) and x-direction Darcy velocity (right).](image)

**Figure 8.** Error map for pressure (left) and x-direction Darcy velocity (right). The maps show the absolute difference between the XPINN results and the results from the numerical simulator. For the pressure, the difference is largest at the interfaces separating the subdomains. For the velocity, it can be seen that the error is more or less uniform across the domain.

The progression of all loss values that were used in the heterogeneous flow problem can be seen in Figure 9. The plots in the left column are the BC and PDE losses for each subdomain separately, while on the right column, the first four plots are the IF and IR losses for each interface, and the fifth plot is the total loss based on the source of the loss. For all these losses, a general trend is observed where a sharp decrease occurs at the initial portion of the training which later changes to a more gradual decrease. It is worth noting that the weights were not balanced which can in turn affect the values of the losses.
Figure 9. The progression of all loss functions as the XPINN is trained. The left column includes the BC and PDE losses for the subdomains, while the right column includes the IF and IR losses for the interfaces, as well as the total loss categorized by source.
Conclusions
The rapid development in neural networks has allowed for their use in solving physical problems in a simplified way. It is possible to give neural networks the ability to be physics-informed by including in their loss function all the relevant PDE and their associated constraints. Even with a simple neural network structures having a single hidden layer with thirty nodes, it was possible to solve fluid flow in porous media problems and with good accuracy. The main conclusions are summarized as follows:

- For a homogeneous fluid flow in porous media problem, it was possible to use a single PINN to obtain accurate solutions to the PDE.
- Solving a PDE that has sharp discontinuities in its parameters utilizing a single PINN leads to inaccurate results. However, proper domain decomposition using XPINN to make each subdomain homogeneous allowed for these scenarios to be tackled with good accuracy.
- XPINN required stitching the subdomains by applying all appropriate interface terms. Missing some terms can make the subdomains not interact properly and thus leading to inaccurate solutions.
- In the heterogeneous media case, relatively large errors in pressure were at the interfaces as compared to the errors within each subdomain. Finding ways to reduce this error could lead to a much more improved accuracy.
- The training process can be long as it requires a large number of iterations to produce accurate results. In this work, 50,000 iterations were performed to reach a point where the loss terms are not reducing considerably with each new iteration.
- Training the PINN or XPINN, even for a large number of iterations, does not necessarily mean that they will converge to the correct solution. In this case, some of the parameters that could be modified to improve accuracy include the weights associated with the loss terms, the PINN structure and hyperparameters, interface terms in case of usage of XPINN, the number and the location of points used to calculate losses, and the training algorithm.
- PINN and XPINN schemes are in their early stages, and further development can allow them to compete with the well-established numerical methods.
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