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Abstract—Reliability is an important aspect of operating safety-critical applications of networked systems, such as in avionics. In order to ensure sufficient reliability, one approach is to apply redundancy. However, redundancy may be costly if the degree of redundancy is too high. This paper proposes an optimization-based framework for guaranteeing the desired reliability of any graph-based networked system. It focuses on integrated modular avionics architecture, based on the use of minimally redundant components. This framework consists of two steps. The first is to compute the minimum number of components within the architecture, using a geometric program. The second is to determine the topology with the minimal number of connections between these components, using a signomial program. Finally, the method is illustrated on a small example network and a larger network of the A350 avionics architecture.
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I. INTRODUCTION

An integrated modular avionics (IMA) architecture in a commercial aircraft usually consists of several end-system devices (ES), i.e., core processing input/output modules (CPI-OMs), common remote data concentrators (CRDCs), line replaceable units (LRUs), and Ethernet switches, connected in a network scheme called an avionics full duplex switched Ethernet (AFDX) network [1], [2]. In addition to the AFDX network, there are three additional architectures, i.e., ARINC 429, MIL-STD-1553B, and ARINC 629, used in the aircraft [3]. However, they are the federated architecture implemented in aircraft developed before the 2000s and unlikely to continue their service in modern aircraft. Additionally, their network topology is linear, which entails that the reliability may simply be analyzed using an equation for a series system. Thus, the AFDX network, which is applied to modern aircraft like A350, is the sole focus of this paper.

The AFDX network can be considered as a safety-critical networked system, in which its continuity of service is required in the presence of ES or component failures [4]. The capability of the network to satisfy this requirement is usually quantified by its probability of maintaining its intended function, also named reliability. Network reliability may be evaluated by modeling the system as a probabilistic graph [5], where each vertex represents a single component or subsystem, and each edge represents communication, or the flow of information between vertices. Both vertices and edges are also associated with a component-level reliability, which can be obtained from their specification of failure rate or maintenance schedule. Then, the reliability of a system is interpreted as the probability that a vertex set of interest is properly connected through available edges.

To ensure that the evaluated system reliability is above a given level, more vertices and edges can be added to the network graph. However, having too much redundancy poses impracticalities due to several constraints, for example, the prices of components, the physical distance between two ES constrained by the size of the aircraft, the communication bandwidth of an Ethernet cable, and the aircraft maximum gross weight. Therefore, it is necessary to formulate an optimization problem which minimizes the cost of the network, while guaranteeing the desired reliability.

In this paper, a two-step framework for solving this problem is proposed. The first step is to leverage Geometric Programming (GP) [6] to determine the minimal number of redundant components that satisfy the required reliability. Hence, this step is referred to as a redundancy optimization. In the next step, by using Signomial Programming (SP), the minimum number of connections among these components can be computed, to form the network architecture, which maintains the same required reliability. Both methods are in the form of mixed-integer mathematical programs, which can be solved with readily available solvers, e.g., GPlkit [7] and Mosek [8], to determine their globally optimal solution with relevant constraints, such as a common cause failure [9] or a bandwidth constraint [10].

Several works on redundancy optimization are studied in [11]. Recent developments in meta-heuristic approaches are presented in [12], [13]; however, these methods cannot guarantee the solution to be globally optimal as opposed to exact methods as in the case of GP. The formulation of GP in the field of reliability has been introduced in [13]–[16]. However, the formulation in [14] only yields an approximate solution. The formulation in [15] is only valid for a system connected in series. Lastly, although the formulation in [16] solves the previously mentioned issues, it does not consider the cost of establishing connections between redundant components.

For the topology optimization, there also exist meta-heuristic methods [17]–[19] for solving the problem. On the
II. MATHEMATICAL BACKGROUND

A. Network Model

The network model is an undirected graph, $G = (V, E)$, where $V$ represents a set of vertices, and $E \subseteq V \times V$ represents a set of edges. Let $M = |V|$ and $N = |E|$ be the number of vertices and the number of edges, respectively. Each vertex, $v_i \in V$ has a reliability, $r_i \in [0, 1]$, $i \in \{1, \ldots, M\}$ defined as a probability of failure nonoccurrence. Similarly, each edge $e_j \in E$ has a reliability of $r_j \in [0, 1]$, $j \in \{M+1, \ldots, M+N\}$. Depending on the system behavior, the value of $r_i$ and $r_j$ can be either constant or evaluated at a specific point in time. In this paper, the network can remain functional in the presence of failures of its vertices and edges, should the vertices which provide different functionality to the network remain connected. For example, consider an A350 AFDX network comprised of two redundant networks, with seven switches each [3, 25] as shown in Figure 1. Assume that all functionalities provided by these components are equally important. All ES can be considered as vertices, and Ethernet cables as edges. If PRIMIA, FMC1, and the Ethernet cable between switch 1 and switch 2 fail, the network is still functional, as there exist other redundant ES which can provide the same functionality to the network. On the other hand, if SCI fails, the entire network also fails.

In order to distinguish between the network and the BDD, the words vertices and edges are used for the network, and the words nodes and branches are used for the BDD. The structure of the BDD is represented as a set of nodes $B = \{b_1, \ldots, b_B\}$, where $B = B - 2$ represents the size of the BDD and the ordering of $b_1, \ldots, b_B$ is in the topological order, such that $b_1$ is the root node. The following definitions

\[ R(r, G) = \sum_{y \in \{0, 1\}^{M+N}} \{\beta(y) \prod_{i=1}^{M+N} (1 - r_i)(1 - y_i) + r_i y_i\} \quad (1) \]

where $R(r, G) \in [0, 1]$, and the binary vector $y = [y_1, \ldots, y_{M+N}]^T \in \{0, 1\}^{M+N}$ represents the state of vertices and edges where $y_i = 1$ means active. The binary Boolean function $\beta : \{0, 1\}^{M+N} \rightarrow \{0, 1\}$ represents the state of the network where

\[ \beta(y) = \begin{cases} 1 & \text{if the network is functional} \\ 0 & \text{otherwise} \end{cases} \quad (2) \]

To evaluate (1) with a linear time complexity, an approach that involves representing $\beta(y)$ as a Binary Decision Diagram (BDD) is used and described in the following section [28].

C. Binary Decision Diagram

A Binary Decision Diagram (BDD) is a Directed Acyclic Graph that consists of a hierarchy of nodes that have two branches, a low-branch and a high-branch, pointing to their lower-hierarchical nodes. The two lowest hierarchy nodes with no outgoing branches are called terminal nodes, labeled by either $\perp$ or $\top$. The highest hierarchy node with no incoming branches is called the root node. The BDD expands the solution of (2) in form of a binary tree. The details of constructing a BDD for the given network can be found in [29]–[31]. An example of a simple network and its BDD is given in Figure 2.
represent the relationship between network vertices/edges and BDD nodes/branches.

**Definition II.1.** Given a network $\mathcal{G}$ and its correspond BDD of a size $B$, the function $\text{ve} : B \rightarrow \{V \cup E\}$ represents a mapping from the node to its correspond vertex or edge.

**Definition II.2.** Given a network $\mathcal{G}$ and its correspond BDD of a size $B$, the function $\text{lo}/\text{hi} : N \rightarrow N$ represents a mapping from the index of the node to the index of its lower-hierarchy node that corresponds to its low/high-branches.

Defining **[II.1]** and **[II.2]** facilitates representing the Boolean function $\beta(y)$ as a recursive equation

\[
\beta(y|j) = (-y_j \wedge \beta(y|j0)) \vee (y_j \wedge \beta(y|j1))
\]

(3)

where $j = \text{ve}(b_1)$, $j0 = \text{ve}(b_{10}(i))$, and $j1 = \text{ve}(b_{12}(i))$ for $i \in \{1, \ldots, B\}$ and $j$, $j0$, $j1 \in \{1, \ldots, M+N\}$. To determine whether the network is functional ($\beta(y) = 0$, or $\beta(y) = 1$) for a given vector $y$, **[II.3]** may be simply evaluated from the root node $b_1$ down to the terminal node $b_{1L}$ or $b_{1R}$. At a particular node $i$, if $y_j = 0$, the term $y_j \wedge \beta(y|j1)$ is always false and can be ignored. Similarly, for $y_j = 1$, the network is functioning if the node $b_{1R}$ is reached. To recursively evaluate the network reliability $R(r, \mathcal{G})$, substitution of **[II.3]** into **[II.1]** yields

\[
R_i(r, \mathcal{G}) = (1 - r_j) \cdot R_{lo}(i) (r, \mathcal{G}) + r_j \cdot R_{hi}(i) (r, \mathcal{G})
\]

(4)

where $j = \text{ve}(b_j)$ for $i \in \{1, \ldots, B\}$ and $j \in \{1, \ldots, M+N\}$. By using dynamic programming (DP), **[II.4]** can be computed, as described in Algorithm **[I]** with a complexity of $O(B)$.

**Algorithm 1: DP for Reliability Evaluation**

**Input:** network BDD, Reliability of vertices / edges  
**Output:** Reliability of the Network

1. $R_L \leftarrow 0.0$, $R_T \leftarrow 1.0$
2. For $i = B, B-1, \ldots, 1$
3. $R_i \leftarrow (1 - \text{ve}(i)) \cdot R_{lo}(i) + \text{ve}(i) \cdot R_{hi}(i)$
4. Return $R_1$

The following subsections introduce the mathematical programming techniques that will be used for formulating the optimization problems.

**D. Exponential Cone Programming**

**Definition II.3.** An exponential cone is defined as a convex subset of $\mathbb{R}^3$ of the form

\[
K_{exp} = \left\{ (x_1, x_2, x_3) \mid x_2 \cdot \exp \left( \frac{x_3}{x_2} \right) \leq x_1 \right\}
\]

(5)

**Definition II.4.** An exponential cone program refers to a convex optimization problem that has at least one exponential conic constraint, i.e. $(x_1, x_2, x_3) \in K_{exp}$.

**E. Geometric Programming**

**Definition II.5.** A monomial function is a function, $f : \mathbb{R}^n_+ \rightarrow \mathbb{R}$ defined by $f(x) = c_1 \prod_{i=1}^n x_i^{a_{ij}}$ where $x = [x_1, \ldots, x_n]^T$, $c > 0$, and $a_{ij} \in \mathbb{R}$.

**Definition II.6.** A posynomial function is a function, $f : \mathbb{R}^n_+ \rightarrow \mathbb{R}$ defined by $f(x) = \sum_i c_i \prod_{j=1}^n x_j^{a_{ij}}$ where $x = [x_1, \ldots, x_n]^T$, $c_i > 0$, and $a_{ij} \in \mathbb{R}$.

**Definition II.7.** A geometric program (GP) is an optimization problem of the form

\[
\begin{array}{ll}
\text{minimize} & f_0(x) \\
\text{subject to} & f_i(x) \leq 1, \quad g_i(x) = 1 \\
\end{array}
\]

(6)

where $f_i$ are posynomial and $g_i$ are monomial.

The problem **[7]** is generally not convex; however, it is possible to do a log-transformation to turn it into a convex program that guarantees a solution which can be found in polynomial time, i.e. a globally optimal solution **[6]**.

**F. Signomial Programming**

**Definition II.8.** A signomial function is a function, $f : \mathbb{R}^n_+ \rightarrow \mathbb{R}$ defined by $f(x) = \sum_i c_i \prod_{j=1}^n x_j^{a_{ij}}$ where $x = [x_1, \ldots, x_n]^T$, $c_i \in \mathbb{R}$, and $a_{ij} \in \mathbb{R}$.

**Definition II.9.** A signomial program (SP) is an optimization problem of the form

\[
\begin{array}{ll}
\text{minimize} & f_0(x) \\
\text{subject to} & f_i(x) \leq 1, \quad g_i(x) = 1 \\
\end{array}
\]

(7)

where $f_i$ are signomial and $g_i$ are monomial.

In general, solving an SP involves approximating a signomial function as a monomial function, in which the SP becomes a GP, then iteratively solving the approximated problem, resulting in a locally optimal solution **[6]**.

**III. REDUNDANCY OPTIMIZATION**

This section addresses an optimization problem for determining the minimum number of redundant components required to construct an initial network topology, under the constraint that its reliability be above a certain value.

**A. Problem Description**

Consider a system of $I$ functionally-different subsystems. Each subsystem has $J_i$, $i \in \{1, \ldots, I\}$ components. To mitigate the effects of a common cause failure, components in the same subsystem are assumed to be functionally-similar, meaning that they provide the same functionality, but differ in other features. As illustrated in Figure **[I]**, the connection of functionally-similar components can be assumed to have a parallel network structure because the system can still provide the continuity of service if one or more, but not all, of these components fail. Otherwise, they are in a series network structure.

Given the reliability of each component, $r_{ij}$ where $j \in \{1, \ldots, J_i\}$, the reliability of the series-parallel network may be calculated using a special case of an equation **[I]** **[3]**.
B. Problem Formulation

Consider the same system in III-A, where each component is associated with a component weight, \( w_{ij} > 0 \) and a connection price \( w_{ijkl} > 0 \) if the connection between the component \( ij \) and \( kl \) is required; otherwise, \( w_{ijkl} = 0 \). Further, let \( n \in \mathbb{N}^{I \times J} \) where \( J = \max_i J_i \), be a decision matrix that determines the level of redundancy for each component in each subsystem (the number of components), and \( \bar{r} \) be the desired reliability of the overall system. Then, the optimization problem for minimum redundancy can be cast as

\[
\begin{align*}
\text{minimize} & \quad \sum_{i,j} \left( w_{ij} n_{ij} + \frac{1}{2} \sum_{k,l} w_{ijkl} n_{ij} n_{kl} \right) \\
\text{subject to} & \quad \prod_{i,j} \left( 1 - \prod_{j=1}^{J_i} (1 - r_{ij})^{n_{ij}} \right) \geq \bar{r}.
\end{align*}
\]  

The objective function is to minimize the total cost of the system, where the factor \( \frac{1}{2} \) accounts for the duplicate between the connection from the component \( ij \) to \( kl \) and from \( kl \) to \( ij \). For the case where \( ij = kl \), \( w_{ijkl} \) is set to zero, meaning that there is no connection to the same component. Although this problem is in the form of a mixed-integer nonlinear program, it can be reformulated into a form similar to a mixed-integer GP by exponentiating the objective function and performing appropriate change of variables, i.e., \( p_{ij} = \log(1 - r_{ij}) \), \( n_{ij,kl} = n_{ij} n_{kl} \), \( n_{ij} = \log \left( y_i \right) \), and \( \tilde{y}_i = 1 - \prod_{j=1}^{J_i} p_{ij} \).

\[
\begin{align*}
\text{minimize} & \quad \sum_{i,j} \left( w_{ij} \tilde{y}_{ij} + \frac{1}{2} \sum_{k,l} w_{ijkl} \tilde{y}_{ij,kl} \right) \\
\text{subject to} & \quad \bar{r} \left( \prod_{i=1}^{I} \left( 1 - \prod_{j=1}^{J_i} p_{ij} \right) \right)^{-1} \leq 1, \quad \tilde{y}_i + \sum_{j=1}^{J_i} p_{ij} \leq 1
\end{align*}
\]  

Because of the last constraint, this problem is not in the form of a GP; however, its integer relaxation can still be converted into a convex optimization problem. By applying the log-transformation to the objective function and constraints, and letting \( z_{ij} = \log \left( n_{ij} \right) \), \( \hat{z}_i = \log(\tilde{x}_i) \), this problem becomes

\[
\begin{align*}
\text{minimize} & \quad \sum_{i,j} \left( w_{ij} n_{ij} + \frac{1}{2} \sum_{k,l} w_{ijkl} n_{ij} n_{kl} \right) \\
\text{subject to} & \quad \log(\tilde{r}) - \sum_{i=1}^{I} \tilde{z}_i \leq 0 \\
& \quad \log \left( \exp(\hat{z}_i) + \exp \left( \sum_{j=1}^{J_i} p_{ij} \cdot n_{ij} \right) \right) \leq 0 \\
& \quad z_{ij} + z_{kl} - z_{ij,kl} = 0, \quad \exp(\hat{z}_i) \leq n_{ij} \\
& \quad \forall i, k \in \{1, \ldots, I\}, \forall j, l \in \{1, \ldots, J\}
\end{align*}
\]  

The last inequality constraint is the convex relaxation of its equality constraint and is equivalent to \((n_{ij}, 1, z_{ij}) \in K_{exp}\). Despite, in theory, the convexified problem provides the lower bound in terms of the cost value to the original problem, solving (10) using a high performance solver, e.g. Mosek [8] together with a branch-and-bound method for integer variables, in practice, provides the solution closed to the case where the constraint is not relaxed as shown in Section V.

C. Additional Constraints for Common Cause Failures

Since some of decision variables in the problem (10), i.e. \( n_{ij} \), have the same physical interpretation as those in the problem (8), any additional mixed-integer constraints, whose relaxation is convex which depends on these decision variables can be included. For example, a boundary constraint for satisfying the allowable minimum and maximum number of components, or a modulo constraint for specifying the number of components to be even or odd [33]. Another useful constraint is one that handles common cause failure on redundant components.

The analysis result of common cause failures from [34] may be summarized as “for a given ratio of the failure rates between a single component and its redundant system, using one component may, on average, provide a longer continuity of service than the redundant one if the number of redundant components is lower than some value.” Mathematically, this is translated to

\[
\begin{align*}
n_{ij} & = 1 \quad \text{if } n_{ij} < L_{ij} \\
& \geq L_{ij} \quad \text{otherwise}
\end{align*}
\]  

where \( L_{ij} \) is a lower bound for each component obtained from a method presented in [34]. By applying a Big-M method, the additional constraints are

\[
\begin{align*}
-n_{ij} & \leq -L_{ij} + M b_{ij} \\
n_{ij} & \leq 1 + M (1 - b_{ij})
\end{align*}
\]  

where \( M \) is a sufficiently large positive number, and \( b_{ij} \in \{0, 1\} \) is an extra decision variable indicating either (12) or (13) is active. If \( b_{ij} = 1 \), the inequality constraint \( n_{ij} \leq 1 \) is active, which suggests that it is not beneficial to use a redundancy to improve the system reliability, and vice versa.
IV. TOPOLOGY OPTIMIZATION

In section III it was shown that the network reliability can be improved using redundancy. However, it is advantageous in terms of both price and maintenance costs if the network is modified to contain fewer edges, whilst maintaining the desired reliability with the same number of vertices. Hence, this section addresses the problem of determining an optimal topology, in which the number of edges is minimized under a given reliability requirement.

A. Problem Formulation

Given a BDD of size $B$ encoding an initial network topology graph, $G = (V,E)$, and its connectivity, the problem can be formulated as an SP. Let $M = |V|$, $N = |E|$, $\hat{r}$ be the desired network reliability and $\mathbf{x} = [x_1, \ldots, x_{M+N}]^T \in \{0,1\}^{M+N}$ be a decision vector for determining whether a vertex $v_i \in V$, $i \in \{1, \ldots, M\}$ or an edge $e_j \in E$, $j \in \{M+1, \ldots, M+N\}$ should be kept ($x_i = 1$) or removed ($x_i = 0$). Additionally, denote the corresponding weights, $w = [w_1, \ldots, w_{M+N}]^T$, and reliability, $r = [r_1, \ldots, w_{M+N}]^T$, for each vertex and edge. The reliability equation (11) may then be expressed as

$$R(\mathbf{x}, r, G) = \sum_y \left\{ \beta(y) \prod_{i=1}^{M+N} \left[ (1 - r_i x_i)(1 - y_i) + r_i x_i y_i \right] \right\}$$

(14)

Furthermore, with the notions of BDD as described in II-C, equation (14) can be reformulated as a recursive equation

$$R_i(\mathbf{x}, r, G) = (1 - r_j x_j) \cdot R_{lo(i)}(\mathbf{x}, r, G) + r_j x_j \cdot R_{hi(i)}(\mathbf{x}, r, G)$$

(15)

where $j = ve(b_i)$ for $i \in \{1, \ldots, B\}$ and $j \in \{1, \ldots, M+N\}$.

To evaluate (15), we may again leverage Algorithm 1 by multiplying $r$ with $x$, which implies that the reliability of the removed vertex or edge is set to zero. The resulting equation is signomial in $x$. Considering each $R_i$ as an intermediate variable, the optimization problem may then be cast as an integer signomial program (SP).

$$\forall i \in \{1, \ldots, B\}, j = ve(b_i), j \in \{1, \ldots, M+N\}$$

$$\minimize z = w^T \mathbf{x}$$

subject to $R_i \geq (1 - r_j x_j) R_{lo(i)} + r_j x_j R_{hi(i)}$ \hspace{1cm} $R_1 \geq \hat{r}, \mathbf{x} \in \{0,1\}^{M+N}$

(16)

To determine a globally optimal solution, $\mathbf{x}^*$, of (16), the branch-and-bound based approach can be used [35, 36]. However, this approach requires a valid upper bound, $u$, and lower bound, $l$, of the objective value for each iteration, which may be obtained via relaxations of the original problem.

**Remark.** The inclusion of vertices in the formulation of (16) is to take care of those where all edges of a vertex are removed. In this case, that vertex should be removed as well.

B. Integer Relaxation for Upper Bound Computation

The upper bound of the objective value can be computed by relaxing the integer constraints, solving the following SP problem, and rounding the result to 0 or 1 [37].

$$\forall i \in \{1, \ldots, B\}, j = ve(b_i), j \in \{1, \ldots, M+N\}$$

$$\minimize u = w^T \mathbf{x}$$

subject to $R_i \geq (1 - r_j x_j) R_{lo(i)} + r_j x_j R_{hi(i)}$ \hspace{1cm} $R_1 \geq \hat{r}, 0 \leq x \leq 1$

$$x_{\nu_k} = \nu_k \ \forall k \in \{1, \ldots, |\nu|\}$$

where $\nu$ is a set of indices indicating which element of the decision vector $x$ should be fixed during the branching process, and $\nu_k \in \{0,1\}$.

C. Signomial Relaxation for Lower Bound Computation

To compute the lower bound, the convex relaxation of (16) must be approximated [37]. To do so, each signomial constraint is under-approximated by a polynomial function as follows. Each signomial constraint can be written as an integer signomial program (SP). Let

$$R_i(\mathbf{x}, r, G) = \prod_{i=1}^{M+N} \left[ (1 - r_i x_i)(1 - y_i) + r_i x_i y_i \right]$$

(17)

where $\mu$ is a set of indices indicating which element of the decision vector $x$ should be fixed during the branching process, and $\nu_k \in \{0,1\}$.

$$R_i(\mathbf{x}, r, G) = \sum_{y} \left\{ \beta(y) \prod_{i=1}^{M+N} \left[ (1 - r_i x_i)(1 - y_i) + r_i x_i y_i \right] \right\}$$

(14)

Furthermore, with the notions of BDD as described in II-C, equation (14) can be reformulated as a recursive equation

$$R_i(\mathbf{x}, r, G) = (1 - r_j x_j) \cdot R_{lo(i)}(\mathbf{x}, r, G) + r_j x_j \cdot R_{hi(i)}(\mathbf{x}, r, G)$$

(15)

Therefore, an under-approximation of $f_i(\mathbf{x}, \mathbf{R})$, may be found by computing an over-approximation of the denominator. The following proposition provides such an over-approximation in the form of a monomial function.

**Proposition 1.** Given a function $f : [0,1]^m \times [0,1]^n \rightarrow \mathbb{R}_+$ of the form $f(\mathbf{x}) = 1 + c \prod_{i=m+1}^{m+n} x_i$ where $c > 0$, the tightest monomial over-approximation, in the $L_2$-norm sense, of $f(\mathbf{x})$ is given by

$$\hat{f}(\mathbf{x}) = (1 + c) \prod_{j=m+1}^{m+n} x_j^{-1}$$

**Proof.** See Appendix.

Hence, by applying Proposition 1 with $m = 2$, $n = 1$, and $c = r_j$, the relaxed problem becomes a GP of the form

$$\forall i \in \{1, \ldots, B\}, j = ve(b_i), j \in \{1, \ldots, M+N\}$$

$$\minimize l = w^T \mathbf{x}$$

subject to $R_{lo(i)} + r_j x_j R_{hi(i)} \leq 1 + r_j$ \hspace{1cm} $R_1 \geq \hat{r}, 0 \leq x \leq 1$

$$x_{\nu_k} = \nu_k \ \forall k \in \{1, \ldots, |\nu|\}$$

(19)

which may then be transformed into a convex optimization problem and solved for the lower bound.

Algorithm 2: Mixed-Integer SP Algorithm for Reliability-Constrained Optimization Problem

Input: BDD representing the network, Reliability and weight of vertices / edges, Desired reliability

Output: $x^*$, $z^*$

1. $z^* \leftarrow w^T 1 + 1$
2. $\mu \leftarrow \nu \leftarrow u \leftarrow l \leftarrow \text{None}$
3. $S \leftarrow U \leftarrow L \leftarrow \emptyset$
4. While $z^* > w^T 1$ or $S \neq \emptyset$
5. If $S \neq \emptyset$
6. $\mu, \nu \leftarrow S_1$, $S \leftarrow S \setminus S_1$
7. $u \leftarrow U_1$, $U \leftarrow U \setminus U_1$
8. $l \leftarrow L_1$, $L \leftarrow L \setminus L_1$
9. If $l$ is None or $l \leq \max_u U$
10. $U \leftarrow U \cup \{u\}$, $L \leftarrow L \cup \{l\}$
11. $x_u, u \leftarrow \text{solve} (17)$
12. $x_l, l \leftarrow \text{solve} (19)$
13. If $x_u \in \{0, 1\}$ and $u \leq z^*$
14. $x^* \leftarrow x_u$, $z^* \leftarrow u$
15. Else if $0 \leq x_u \leq 1$ or $0 \leq x_l \leq 1$
16. If $l \leq \max_u U$
17. $s \leftarrow \arg \max_x \{x \mid 0 < x < 1\}$
18. $\mu \leftarrow \mu \oplus s$
19. $S \leftarrow S \cup \{(\mu, \nu \oplus \mu), (\mu, \nu \oplus \nu)\}$
20. $U \leftarrow U \cup \{u, u\}$, $L \leftarrow L \cup \{l, l\}$
21. Return $x^*$, $z^*$

D. Algorithm for Reliability-Constrained Optimization

The Algorithm 2 is based on a standard branch-and-bound method [8] with the upper bound and lower bound being a solution from integer-relaxed problem (17) and a convex relaxation obtained from the transformation of (19), respectively (which becomes convex upon making a change of variables). The heuristic is to choose the element of $x$ closest to one as a branching variable, since such variables are more likely to be a vertex $l$ an edge that cannot be removed from the network. Hence, the branch where this variable is fixed to zero is likely to be infeasible and immediately fathomed.

Theorem 1. Given the problem formulation of reliability-constrained optimization for networked systems as (16), the branch-and-bound based algorithm 2 provides a globally optimal solution through relaxation problems (17) and (19).

Proof. See Appendix.

V. Numerical Examples

This section provides applications of the proposed methods on a small network of mobile robots with a hardware implementation, and on a larger network of A350 IMA architecture.

A. Small network of mobile robots

Consider two types (pink, and green) of mobile robots collaborating as a network, as shown in Figure 4a. Each robot has a different functionality. Assume that the first robot has a reliability of 0.8, whereas the second has a reliability of 0.7. Additionally, let the reliability of the wireless communication between a pair of robots be 0.9. Suppose further that the desired reliability of the network is 0.8. Therefore, the method proposed in section III is used to improve the network reliability. To this end, the method proposed in section IV is used to optimize the topology.

1) Redundancy Optimization: Following the description in section III this problem has two functionally-different subsystems, each with a single component. Taking all the weights to be unity, the optimization problem (10) can be expressed as

$$\begin{align*}
&\text{minimize} \quad n_{11} + n_{21} + n_{11,21} \\
&\text{subject to} \quad \log(0.8) - z_{11} - z_{21} \leq 0 \\
&\quad \quad \log(\exp(z_{11}) + \exp(\log(0.2)n_{11})) \leq 0 \\
&\quad \quad \log(\exp(z_{21}) + \exp(\log(0.3)n_{21})) \leq 0 \\
&\quad \quad z_{11} + z_{21} - z_{11,21} = 0 \\
&\quad \quad \exp(z_{11}) \leq n_{11}, \quad \exp(z_{21}) \leq n_{21} \\
&\quad \quad \exp(z_{11,21}) \leq n_{11,21}
\end{align*}$$

TABLE I: Optimization Result of (20)

<table>
<thead>
<tr>
<th>$z_{11}$</th>
<th>$z_{21}$</th>
<th>$n_{11}$</th>
<th>$n_{21}$</th>
<th>$n_{11,21}$</th>
<th>$z_{11}$</th>
<th>$z_{21}$</th>
<th>$z_{11,21}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>-0.0408</td>
<td>-0.0943</td>
<td>2</td>
<td>2</td>
<td>4</td>
<td>0.693</td>
<td>0.693</td>
<td>1.386</td>
</tr>
</tbody>
</table>

where $n_{11}$ and $n_{12}$ indicate the number of robots for each type. The results of (20) are provided in Table I and Figure 4b. Note that there are only fully-connected communications between functionally-different subsystems. Following the correspond BDD in Figure 5, the reliability of the network is 0.8559, which is higher than the desired reliability.

2) Topology Optimization: To further optimize the network in Figure 5b its corresponding BDD (Figure 5) is used for formulating a problem. With all weights set to 1, the optimization problem (16) can be written as
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The result shows that determined by (20), there is no need to consider vertices as decision variables. The objective of this experiment is to simulate the vertices and edges are recovered. Then, the overall reliability is re-evaluated for the next time step. This experiment procedure is summarized in Algorithm 3.

Algorithm 3: Procedure for Estimating System Reliability in Example V-A

Input: The number of time steps $T$, The number of robots $M$, The number of communication pairs $N$, Reliability of each robot $r_{robot}$, and each communication pair $r_{comm}$

Output: Estimated System Reliability $R$

1 $R \leftarrow 0$, $n_f \leftarrow 0$
2 For $t = 1 : T$
3 $a \leftarrow 0_{M \times 1}$, $b \leftarrow 0_{N \times 1}$
4 For $i = 1 : M + N$
5 $x \leftarrow U(0, 1)$
6 If $i \leq M$ and $r_{robot} < x$
7 $a_i \leftarrow 1$
8 $b_{communication \ pair \ connected \ to \ robot \ i} \leftarrow 1$
9 If $i > M$ and $r_{comm} < x$ and $b_{i-M} = 0$
10 $b_{i-M} \leftarrow 1$
11 Check the connection among robots
12 If one or more robots is disconnected
13 $n_f \leftarrow n_f + 1$
14 $R \leftarrow 1 - \frac{n_f}{T}$
15 Recover all of faulty components
16 Return $R$

where $n_f$ is the number of times that that system has been failed, $a$ and $b$ are Boolean vectors indicating which components are failed at a given time step. Line 4 – 10 are used to randomly inject faults to the system based on the value of its components’ reliability. Line 11 check whether all robots are still able to communicate despite some injected faults. One method to do this is to construct the graph form the remaining components and compute eigenvalues of the graph Laplacian [40]. The remaining lines are to keep track of the number of failures and to calculate the reliability of each time step. Then the state of the system is recovered for the next step.

In this example, the experiment is repeated for 300 time steps. Since the desired reliability is 0.8, it is expected that out of these 300 evaluations, approximately 60 of them should end up in the system failures. The number of failures is counted and shown in Figure 3 as well as the plot of the estimated system reliability in Figure 7 which shows that the desired reliability of 0.8 can be achieved.

3) Hardware Implementation: An experiment has been conducted on a swarm robotics platform [39] to illustrate the obtained result. The objective of this experiment is to simulate the failure of the networked system over time. This means that when failure occurs on one or more components such that the entire system fails, data will be recorded, and the system will be repaired, such that it may continue operating. Then, from the recorded data, the overall system reliability can be shown to converge to the reliability obtained from (21), i.e., 0.8062.

In this setup, the robot network is moving along a rectangular trajectory, where each corner is marked by G1-G4 as shown in Figure 6. To evaluate the reliability, at each time step the component-level reliability are evaluated to determine whether the vertices (robot) or edges (communication between robots) are available. If not, those vertices or edges are removed from the network for a brief fixed interval, immobilizing the disconnected robot. After the interval has passed, the faulty vertices and edges are recovered. Then, the overall reliability is re-evaluated for the next time step. This experiment procedure is summarized in Algorithm 3.

Fig. 5: BDD corresponds to the network in Figure 4b.

Table II: Optimization Result of (21).

<table>
<thead>
<tr>
<th>variable</th>
<th>$x_1$</th>
<th>$x_2$</th>
<th>$x_3$</th>
<th>$x_4$</th>
<th>$R_1$</th>
</tr>
</thead>
<tbody>
<tr>
<td>value</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0.8062</td>
</tr>
<tr>
<td>variable</td>
<td>$R_2$</td>
<td>$R_3$</td>
<td>$R_4$</td>
<td>$R_5$</td>
<td>$R_6$</td>
</tr>
<tr>
<td>value</td>
<td>0.8351</td>
<td>0.8351</td>
<td>0.6905</td>
<td>0.9014</td>
<td>0.9041</td>
</tr>
<tr>
<td>variable</td>
<td>$R_7$</td>
<td>$R_8$</td>
<td>$R_{10}$</td>
<td>$R_{11}$</td>
<td>$R_{12}$</td>
</tr>
<tr>
<td>value</td>
<td>0.7704</td>
<td>0.6804</td>
<td>0.504</td>
<td>0.792</td>
<td>0.916</td>
</tr>
<tr>
<td>value</td>
<td>0.72</td>
<td>0.72</td>
<td>0.9</td>
<td>0.8</td>
<td>0.7</td>
</tr>
</tbody>
</table>
Fig. 6: Experiment illustrating the assurance of the reliability. [YouTube Video]

Fig. 7: Evaluation of system reliability at each time step.

B. A350 IMA Architecture

A large network inspired by the A350 Integrated Modular Avionics, shown in Figure 1, is now considered. However, instead of assuming the reliability of each ES is known, as in the previous example, the procedure adopted from ARP4761 [41] is applied to determine the acceptable component-level reliability for the original IMA architecture. Then, it is shown that from starting with this component-level reliability, the optimal architecture obtained from the proposed methodology is the same as the original one.

1) Determination of component-level reliability: Given a hazardous system severity (failure rate \( \leq 10^{-7} \) per hour), the fault tree analysis (FTA) [42] can be used to determine each ES reliability, as shown in Figure 8. The level of redundancy for each ES is shown in Table III. At the bottom of the fault tree, the failure may come from either the ES or the cables connecting these ES. The reliability of an individual ES can be computed using equations for series-parallel system structure [43], while the reliability of the cable can be computed by constructing a BDD and solving the higher-order polynomial equation obtained from recursive substitution of terms on the right-hand side of (4) [44].

Due to the fact that a switch failure blocks communication of connected ES, this failure mode is equivalent to the series system. Assuming the average flight hour of an A350 is 7 hours, the desired reliability to satisfy the severity requirement is \( e^{-7 \times 10^{-7}} \approx 1 - 7 \times 10^{-7} \). The computational result of component-level reliability is shown in Table III.

2) Redundancy Optimization: The problem has been formulated as in the form of (10) with all weights set to 1. Connections are only allowed between CPIOMs/CDRCs/LRUs and switches. There are 233 variables (excluding slacks), 93 of which are integer. The problem is solved in 40.08 milliseconds on an Intel i7-9700F computer, with 16 GB of memory running Ubuntu 20.04. The result is provided in Table IV, whose contents are similar to those in Table III.

3) Topology Optimization: The problem has been formulated as in the form of (16), with a fully-connected network between CPIOMs/CDRCs/LRUs and switches, and among switches. There are 1526 binary variables to determine the connection reliability of connected ES, this failure mode is equivalent to the series system. Assuming the average flight hour of an A350 is 7 hours, the desired reliability to satisfy the severity requirement is \( e^{-7 \times 10^{-7}} \approx 1 - 7 \times 10^{-7} \). The computational result of component-level reliability is shown in Table III.

TABLE III: Component-Level Redundancy and Reliability.

<table>
<thead>
<tr>
<th>End-Systems</th>
<th>Redundancy based on Fig. 1</th>
<th>Reliability</th>
</tr>
</thead>
<tbody>
<tr>
<td>CRDC-A15, CDAU, SDU</td>
<td>1</td>
<td>0.99999985</td>
</tr>
<tr>
<td>DU-{IC, UC, OC, IF, LC, OF}</td>
<td></td>
<td>0.999877961</td>
</tr>
<tr>
<td>CDLCU, ECB-APU, SCI</td>
<td></td>
<td>0.997539632</td>
</tr>
<tr>
<td>Other CRDCs, AESU</td>
<td></td>
<td>0.988952855</td>
</tr>
<tr>
<td>CPIOM-{J1, J5, J7}, CMV</td>
<td>3</td>
<td>0.950397903</td>
</tr>
<tr>
<td>CMV, ETRAS, EMU</td>
<td></td>
<td>0.999994915</td>
</tr>
<tr>
<td>ADIRU, FMC</td>
<td></td>
<td>0.950397903</td>
</tr>
<tr>
<td>CPIOM-{H3, H4, H6, J2}, SFC, EEC, EPDC, SPDB</td>
<td>4</td>
<td>0.999991282</td>
</tr>
<tr>
<td>PRIM, SEC</td>
<td>6</td>
<td>0.950397903</td>
</tr>
<tr>
<td>Switches (per ADFX)</td>
<td>7</td>
<td>0.999991282</td>
</tr>
<tr>
<td>Ethernet Cables</td>
<td>N/A</td>
<td>0.999991282</td>
</tr>
</tbody>
</table>

TABLE IV: Redundancy Optimization Result.

<table>
<thead>
<tr>
<th>End-Systems</th>
<th>( n_{ij} )</th>
<th>End-Systems</th>
<th>( n_{ij} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>CRDC-A15, CDAU, SDU</td>
<td>1</td>
<td>Other CRDCs, AESU</td>
<td>2</td>
</tr>
<tr>
<td>DU-{IC, UC, OC, IF, LC, OF}</td>
<td></td>
<td>CPIOM-{J1, J5, J7}, CMV</td>
<td></td>
</tr>
<tr>
<td>CDLCU, ECB-APU, SCI</td>
<td></td>
<td>CMV, ETRAS, EMU</td>
<td></td>
</tr>
<tr>
<td>ADIRU, FMC</td>
<td>3</td>
<td>CPIOM-{H3, H4, H6, J2}, SFC, EEC, EPDC, SPDB</td>
<td>4</td>
</tr>
<tr>
<td>PRIM, SEC</td>
<td>6</td>
<td>Switches (per ADFX)</td>
<td>7</td>
</tr>
</tbody>
</table>
connections that can be removed without affecting network reliability. To avoid non-unique solutions, each weight is set to the scaled distance between ES and switches, according to Figure 1. An additional equality constraint forcing the homogeneity between two redundant AFDX network is imposed.

The problem is solved on the same machine as the redundancy optimization problem. It takes 549.35 seconds to obtain the results shown in Table V and Figure 9. The number 1 in Table V indicates that there is a connection between two ES, and 0 otherwise. In Figure 9 for the ease of visibility, only the connections among Ethernet switches are shown.

### TABLE V: Network Topology Result.

<table>
<thead>
<tr>
<th>End-Systems</th>
<th>Switches 1</th>
<th>Switches 2</th>
<th>Switches 3</th>
<th>Switches 4</th>
<th>Switches 5</th>
<th>Switches 6</th>
<th>Switches 7</th>
</tr>
</thead>
<tbody>
<tr>
<td>PRIM-{3,4}, SEC-{3,4}</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>-</td>
</tr>
<tr>
<td>CRDC-{A2,A4,A10}, DU-IC</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>CPIOM-{J22,J72}, ADIRU2, FMC2</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>SFCC-{3,4}, EMU2, EEC3</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>PRIM-{1,2}, SEC-{1,2}</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>CRDC-{A7,A11,B13}, DU-IF</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>CPIOM-{J21,J71}, ADIRU1, FMC1</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>SFCC-{1,2}, EMU1, EEC1</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>AESU1, CMV1, DU-UC</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>CPIOM-{J11,J23,H31,H43,H61}</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>CRDC-{A3,B5,B9}, ETRAS1, EEC2, EPDC1, SPD1B1</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>AESU2, CMV2, DU-LC</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>CPIOM-{J12,J24,H32,H44,H62}</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>CRDC-{A6,B8,B10}, ETRAS2, EEC4, EPDC3, SPD4B4</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>CID51, DU-OC, EPDC2, SPDB2</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>CPIOM-{J51,H33,H41,H63}</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>CRDC-{A1,9,13,17}, B{1,3,7,11}</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>CID52, DU-OF, EPDC4, SPDB4</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>CPIOM-{J52,H34,H42,H64}</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>CRDC-{A8,12}, B{2,4,6,12,14}</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>PRIM-{5,6}, SEC-{5,6}, ADIRU3</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>CDLCU, FMC3, EBC-API, SCI</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>CRDC-{A05,A15,SDU, CDAU}</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>

### VI. CONCLUSION

A two-step framework for designing a network architecture under reliability constraints is proposed. Both steps are based on a mixed-integer program, in which the tools solving for their globally optimal solution are also presented. Numerical calculations show that the pertinence of the proposed method for optimization of real-world network applications on an A350 IMA. Furthermore, the assurance of the desired reliability is illustrated by a hardware implementation in a swarm robotics environment, further demonstrating the effectiveness of the proposed formulation.
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### APPENDIX

#### Proof of Proposition 2

Consider a monomial function of the general form \( f(x, \alpha) = \alpha_0 \prod_{k=1}^{m+n} x_k^{a_k} \). Finding the tightest monomial over-approximation of \( f \) is equivalent to minimizing a function, \( e(x, \alpha) = f(x, \alpha) - f(x) \), i.e.,

\[
\min_{\alpha \in \mathbb{R}^{m+n+1}} \left\{ \frac{1}{2} \left\| \alpha_0 \prod_{k=1}^{m+n} x_k^{a_k} - 1 - c \prod_{i=1}^{m} x_i \prod_{j=m+1}^{m+n} x_j^{-1} \right\|_2 \right. \\
\left. \text{subject to } \alpha_0 \prod_{k=1}^{m+n} x_k^{a_k} \geq 1 + c \prod_{i=1}^{m} x_i \prod_{j=m+1}^{m+n} x_j^{-1} \right. \\
\forall x_i \in [0,1], \ i \in \{1, \ldots, m\} \\
\forall x_j \in (0,1], \ j \in \{m+1, \ldots, m+n\}
\]

To solve this problem, the feasible domain of each \( \alpha_i \) must be analyzed. First, \( \alpha_0 > 0 \) by the definition of monomial function. Next, for the constraint to be valid at every \( x_i = 0 \), \( \tilde{f}(x) \) must be greater or equal to 1, which implies \( \alpha_0^\ast = 0 \), and \( \alpha_0 \leq 0 \). If every \( x \) is set to 1 except one single \( x_i \) where \( l \in \{m+1, \ldots, m+n\} \), then \( -1 < \alpha_l \leq 0 \) violates the constraint, and \( \alpha_l \geq -1 \) increases the value of the objective function as \( \alpha_l \) increases. Therefore, \( \alpha_l^\ast = -1 \) is optimal in this case. Applying this for every \( l \in \{m+1, \ldots, m+n\} \) implies that every \( \alpha_j = -1 \). Consequently, when every \( x \) is set to \( 1 \), any \( \alpha_0 < 1 + c \) violates the constraint, and \( \alpha_0 \geq 1 + c \) increases the value of the objective function as \( \alpha_0 \) increases.

Therefore, \( \alpha_0^\ast = 1 + c \) is optimal.

To check that \( \alpha_0^\ast = 1 + c \), \( \alpha_0^\ast = 0 \), and \( \alpha_0^\ast = -1 \) are indeed optimal, the KKT necessary conditions are used [45].

The equation for Lagrangian can be written as

\[
L = \frac{1}{2} \left\| \alpha_0 \prod_{k=1}^{m+n} x_k^{a_k} - 1 - c \prod_{i=1}^{m} x_i \prod_{j=m+1}^{m+n} x_j^{-1} \right\|_2 \left[ 1 + \lambda \left( 1 + c \prod_{i=1}^{m} x_i \prod_{j=m+1}^{m+n} x_j^{-1} - \alpha_0 \prod_{k=1}^{m+n} x_k^{a_k} \right) \right]
\]

It can be seen that it is not possible for the constraint to be active for all value of \( x \) in the domain; therefore, the Lagrange multipliers must be zero (\( \lambda = 0 \)) to satisfy the complementary slackness condition. The partial derivatives of Lagrangian w.r.t. \( \alpha_0 \), \( \alpha_i \), and \( \alpha_j \) are

\[
\frac{\partial L(x, \alpha)}{\partial \alpha_0} = e(x, \alpha^\ast) \cdot \prod_{k=m+1}^{m+n} x_k^{-1}
\]

\[
\frac{\partial L(x, \alpha)}{\partial \alpha_i/j} = e(x, \alpha^\ast) \cdot (1 + c) \prod_{k=m+1}^{m+n} x_k^{-1} \cdot \log(x_{i/j})
\]
where \( e(\mathbf{x}, \alpha^*) = (1 + c) \prod_{k=m+1}^{m+n} x_k^{-1} - c \prod_{i=1}^{m} x_i \prod_{j=m+1}^{m+n} x_j^{-1} \)

Since \( e(\mathbf{x}, \alpha^*) = 0 \) at \( \mathbf{x} = 1 \), KKT necessary conditions are satisfied. Note that, based on the previous analysis, if \( \alpha \) is picked to be optimal at point \( \mathbf{x} \), it will violate the constraint at \( \mathbf{x} = 1 \). For the second-order sufficient condition, it can be seen that the only non-zero second-order partial derivative of Lagrangian evaluated at \( \alpha^* \) and \( \mathbf{x} = 1 \) is

\[
\frac{\partial^2 L(\mathbf{x}, \alpha)}{\partial \alpha_0^2} \bigg|_{\alpha^*, \mathbf{x}=1} = \prod_{k=m+1}^{m+n} x_k^{-2} \bigg|_{\alpha^*, \mathbf{x}=1} = 1 \quad (26)
\]

Thus, the Hessian is positive semi-definite, implying optimality.

**Proof of Theorem 2** Because the branch-and-bound method depends on the convergence of upper and lower bounds towards each other as the size of the optimization domain shrinks, its global optimality can be achieved if both bounds obtained from relaxation problems (17) and (19) are valid. The validity of the upper bound can be derived by leveraging that fact that the problem (17) is an integer-relaxed SP and its solution is at least locally optimal. Thus, if this solution is not globally optimal, there exists another solution that cannot be worse than this one. Hence, it is a valid upper bound.

For a lower bound, it is necessary to show that nonconvex constraints are under-approximated and the relaxed problem (19) can be solved to a globally optimal solution. From (18), since every element of \( \mathbf{x} \), and \( \mathbf{R} \) are in the domain of \([0, 1]\),

\[
f_i(\mathbf{x}, \mathbf{R}) = \frac{R_{lo(i)} R_i^{-1} + p_j x_j R_{hi(i)} R_i^{-1}}{1 + p_j x_j R_{lo(i)} R_i^{-1}} = R_{lo(i)} + p_j x_j R_{hi(i)} R_i^{-1} \geq R_{lo(i)} + p_j x_j R_{hi(i)} \quad (27)
\]

Therefore, the constraints used in (19) under-approximate the original ones in (16). Furthermore, these functions are posynomial, which implies that the problem (19) can be solved to a globally optimal solution.


