A deep attention-driven model to forecast solar irradiance
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Abstract—Accurately forecasting solar irradiance is indispensable in optimally managing and designing photovoltaic systems. It enables the efficient integration of photovoltaic systems in the smart grid. This paper introduces an innovative deep attention-driven model for solar irradiance forecasting. Notably, an extended version of the variational autoencoder (VAE) is introduced by amalgamating the desirable characteristics of the bidirectional LSTM (BiLSTM) and attention mechanism with the VAE model. Specifically, the introduced approach enables the conventional VAE’s ability to model temporal dependencies by incorporating BiLSTM at the VAE’s encoder side to better extract and learn temporal dependencies embed on the solar irradiance concentration measurements. In addition, the self-attention mechanism is embedded in the VAE’s encoder side following the BiLSTM to highlight pertinent features. The performance of the proposed model is evaluated through comparisons with the recurrent neural network (RNN), gated recurrent unit (GRU), LSTM, and BiLSTM. Measurements of solar irradiance in the US and Turkey are used to evaluate the investigated models. Results confirm the superior performance of the proposed model for solar irradiance forecasting over the other models (i.e., RNN, GRU, LSTM, and BiLSTM).

Index Terms—Variational auto encoder, self-attention, solar irradiation forecasting, bidirectional recurrent neural network

I. INTRODUCTION

The major challenge in solar energy generation consists of the volatility intermittent of PV system power production caused by weather conditions [1], [2]. The change of solar irradiation has a direct effect on the produced power by PV systems [3]. Solar irradiance is highly positively correlated with solar power harvesting, making its forecasting a relevant indicator of power generation [4], [2]. The need for accurate forecasting of solar irradiance increases with the continuing trend of growing solar power installation globally. Indeed, solar irradiance forecasting gives pertinent information to improve the power quality of electric power provided to the consumers [5]. In addition, it helps in managing energy more effectively in smart grids [6].

Effectively forecasting solar irradiance is becoming imperative to facilitate planning and managing electricity production and distribution in a smart grid. Over the last decades, various methods have been developed to enhance solar irradiance forecasting. Statistical models, such as Autoregressive Integrated Moving Average (ARIMA) and exponential smoothing [7], [8], are efficient in modeling a short-term linear dependence; however, more flexible models are needed for capturing nonlinear dynamics in solar irradiance. In [9], an analytical method is introduced to estimate solar irradiance, taking into account the impact of solar degradation. In [10], a hybrid Beta-kernel density estimation model is introduced for solar irradiance probability density estimation. This hybrid model showed superior prediction performance compared to the Beta distribution model. In [11], a method to forecast one-day-ahead solar irradiance based on the Markov switching model is presented for remote microgrids. Essentially, this approach utilizes available data for one-day-ahead solar irradiance forecasting to schedule energy resources in remote microgrids. In [12], a nonparametric estimator for estimating solar irradiance probability density has been introduced based on local linear regression and a root transformation approach. The authors in [13] proposed a quantile regression robustification technique to forecast solar irradiance. Based on the joint probability distribution function (PDF) of solar irradiance, in [14], a forecasting system is proposed to predict the magnitude of solar irradiance. An estimation method for solar irradiance magnitude based on PV electrical characteristics using a field-support vector regression soft sensor is proposed in [15]. However, accurate modeling and forecasting solar irradiance is a considerable challenge, requiring flexible alternatives to capture for nonlinear dynamics and time dependency.

A precise and convenient model to forecast solar irradiance can be useful for improving smart-grid management and PV systems production. Recently, data-driven deep learning models exhibited high capability in modeling time-series data in a wide range of applications, because of their flexibility and extended ability to handle complex data and capturing nonlinear dynamics [16], [17], [18], [19]. They showed successful performance in different applications, including photovoltaic power forecasting [20], anomaly detection [21], [22], [23], [24], and reinforcement learning[25], [26]. Moreover, machine learning models have been widely employed to improve solar irradiance forecasting [27], [28], [29]. In [30], a compara-
tive study between LSTM, support vector regression, principal component regression, and feed-forward neural networks (FFNN) models has been conducted to a short-term forecast of solar irradiance. Empirical results indicate the superior forecasting performance of the FFNN model compared to the other models. Moreover, It has been shown that forecast from the ensemble model based on a convex combination and quantile regression averaging (QRA) showed improved performance compared to the other models. In [31], a hybrid wavelet transformation combined with Elman Neural Network (ENN) was designed to hourly forecast Solar Irradiance in a smart grid. In [32], Long short-term memory (LSTM) has been applied for short-term solar irradiance forecasting under difficult weather circumstances. In [33], an approach using multivariate gated recurrent units (GRUs) is applied for hour-ahead solar irradiance forecasting. In [34], authors propose a Convolutional LSTM layers model to forecast solar irradiance. In prado2021flexible, a flexible data-driven approach using Convolutional Long Short-Term Memory layers is introduced for spatiotemporal forecasting of solar irradiance. The authors in [35] used a multi-model deep learning approach to enhance the forecasting accuracy of solar irradiance. This approach exploits spatial information extracted from infrared images to enhance the effectiveness of the approach. It has been shown that this approach provides improved forecasts compared to time series-based forecasts under cloudy days. In [36], a coupled model named LSTM–CNN has been employed to forecast hourly solar irradiance. The main advantage of this model consists of its ability to extract spatio-temporal features from the solar irradiance data. Results based on data from 23 locations in California demonstrated its good performance under different weather conditions.

This paper introduces an effective hybrid data-driven model to enhance the forecasting accuracy of solar irradiance. The proposed hybrid model amalgamates the desirable characteristics of BiLSTM, VAE, and the self-attention mechanism. Essentially, this paper’s main contribution consists of the extension of the traditional variational autoencoder (VAE). Towards, this end two main elements are introduced.

- The traditional VAE is based on a fully connected layer for both encoder and decoder parts. We improve the encoder efficiency by incorporating a bidirectional LSTM (BiLSTM) at the encoder side to better extract and learn temporal dependencies embed in the solar irradiance concentration measurements. This is done through forward and backward data processing, which takes advantage of future context.
- Secondly, we integrate the self-attention mechanism on the encoder side just after the BiLSTM for highlighting the pertinent features. These steps aim to enhance the input used for the variational inference process.

The proposed flexible model, the BiVAE-A, enables exploiting the advantages of BiLSTM in time-series modeling and the focus on the important features through the attention unit. We assessed the performance of the proposed model using measurements of solar irradiance collected from two sites in the USA and Turkey. Results demonstrate the effectiveness of the model and its superior performance compared to four commonly used deep learning models (i.e., RNN, GRU, LSTM, and BiLSTM).

The remaining of this article is organized as follows. In Section II, We first present the basic idea of the proposed approach. The results and discussions were given in section III to show model performances and comparisons. The conclusions were drawn in section IV.

II. METHODS

This study is carried out using the Bidirectional Variational Autoencoder with self-attention module, that we called BiVAE-A. The general framework of the proposed approach is summarized in Figure 1
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**A. The proposed approach**

In this paper, an effective solar irradiance magnitude forecasting framework is proposed through unsupervised learning. An extension of a generative model is introduced; namely, the Variational Autoencoder [37]. Indeed, the proposed hybrid generative model is based on bidirectional time-series data processing that aims to improve the solar irradiance magnitude forecasting quality via robust time-dependencies modeling. Figure 2 illustrates the schematic of the proposed model.

We start first with a solar irradiance data pre-processing via a normalization technique in order to uniform data range and improve the model stability. This is done by rescaling the data range to [0,1].

Indeed, a BiLSTM is used first to model time-dependencies as a temporal feature via dual processing of the input (solar irradiance). To take advantage of future context information, two LSTM models are trained simultaneously, via data processing in two directions: forward and backward, LSTM has demonstrated capabilities in different complex learning processes, such as natural language processing, speech recognition, text classification, and many others field. Indeed, LSTM is equipped with a gating mechanism, acting as a memory that enforces capturing historical data dependencies embedded in the solar irradiance time-series. The output of this step is a features space that aims to be enhanced via self-attention, which helps to highlight the relevant features [38]. Attention was designed to deal with long sequences modeling to focus attention on a special area containing features of a data
sequence (time-series). Although a self-attention mechanism is an extension of the original attention that allows the interaction between inputs elements \[39, 40\], the self-attention results on a context vector (see Equation 3) based on a weighted sum of extracted features.

Let \(x_i\) denotes a specific solar irradiance and \(P(x_i)\) its prediction (See equation 1), which is a linear model.

\[
P(x_i) = W_i + b
\]  

The self-attention mechanism mathematical expression is depicted as follows:

\[
r_{ij} = P(x_i)\hat{P}^T(x_i)
\]

where \(r_{ij}\) expresses the relation between i-th value and j-th value of a given sequence (input), which is used to compute the context vector \(\omega\):

\[
\omega = \text{softmax}(r_{ij}) = \frac{e^{r_{ij}}}{\sum_j e^{r_{ij}}}
\]

The self-attention uses a regulation approach; it is anticipated to improve the forecasting quality of the solar irradiance by including the robust variation inference method with an effective regularization. The improved feature space, given the attention mechanism nonlinear transformation as a continuous representation, is more suitable for performing stochastic variational inferences \[41, 37\], which aim to perform an approximation of probability densities of solar irradiance via an optimization approach.

The continuous representation (the context vector \(\omega\)) computed by the self-attention mechanism will be used to feed the covariance matrix \(\sigma\) and the mean \(\mu\) of the regularized data distributions.

Let denote \(p(x)\) the probability distribution of solar irradiance measured, VAE attempt to compute numerically \(p(x)\), which is done through learning to draw samples similar to a data point that belongs to \(p(x)\) using a vector of latent variables represented by high-dimensional latent space \(z\). VAE can be defined as a probabilistic model, representing a joint density \(p(z, x)\), with \(z\) as the hidden variables, the observed variables \(x\) solar irradiance. The latent space is computed during the training as follow:

\[
z = \mu + \sigma \odot \delta
\]

With \(\delta\) a random variable : \(\delta \sim \mathcal{N}(1, 0)\), which gives \[42\]:

\[
z \sim \mathcal{N}(\mu, \sigma)
\]

In fact, VAE consist of two part (deep neural network) the encoder function \(q_{\theta}\) and the decoder \(p_{\theta}\), with \((\Theta, \theta)\) their parameters. The VAE objective function \(O_{VAE}\) is denoted by:

\[
O_{VAE} = E_{q(z)}[\log p(x|z)] - KL(q(z) \| p(z))
\]

The term \(\log p(x|z)\) expresses the log-likelihood of the observed data \(x\) (solar irradiance) for a given latent variable \(z\). The log-likelihood similarity between samples from \(q(z)\) and the observed \(x\). In other words, it measures the reconstruction error of the reconstruction of \(x\) from the latent space \(z\), which is effectively the decoder mission (function). Furthermore, the Kullback–Leibler of \(q(z)\) and \(p(z)\) is a regularization term that measure divergence between \((p, q)\), which is the encoder part that sample \(z: z \sim q(z|x)\).

A fine-tuning approach is used to adjust and optimize the pre-trained proposed model parameters (weights) to reach the best performance using a back-propagated algorithm with a supervised learning \[43\], and helps to attain the global minima. This step aims to enforce the learning of the mapping of a given data sequence (solar irradiance measurement) to its next value.

Finally, the latent space is used to draw samples from the learned probability distribution of solar irradiance (the training dataset); these samples share the same features as data points used during the training; this process is called generative.

III. RESULTS AND DISCUSSION

A. Data description

For our study, two real datasets are used to assess the forecasting accuracy of the investigated methods. The first dataset is collected in the year 2017 with 1-minute resolution in the USA, located in a parking lot canopy array monitored by the National Institute of Standard and Technology (NIST) \[44\]. The second one is 15 minute resolution solar irradiation data collected in the year 2018 in Izmir, Turkey.

B. Measurements of effectiveness

In our experiments, we adopt four metrics to evaluate forecasting accuracy: the root-mean-square error (RMSE) the
mean absolute error (MAE), the coefficient of determination ($R^2$), and the explained variance (EV).

$$R^2 = \frac{\sum_{i=1}^n (y_i - \hat{y}_i)^2}{\sqrt{\sum_{i=1}^n (y_i - \bar{y})^2} \cdot \sqrt{\sum_{i=1}^n (\hat{y}_i - \bar{y})^2}}.$$  \hfill (7)

$$RMSE = \sqrt{\frac{1}{n} \sum_{t=1}^n (y_t - \hat{y}_t)^2},$$  \hfill (8)

$$MAE = \frac{\sum_{t=1}^n |y_t - \hat{y}_t|}{n},$$  \hfill (9)

$$EV = 1 - \frac{\text{Var}(\hat{y} - y)}{\text{Var}(y)},$$  \hfill (10)

$$\text{MDAE}(y, \hat{y}) = \text{median}(y - \hat{y}).$$  \hfill (11)

where here $y$ are the actual solar irradiance values, $\hat{y}$ are the corresponding forecasted values.

C. Forecasting solar irradiance

In this section, we verify the performance of the proposed BiV AE-A forecasting model using solar irradiance measurements collected from the USE and Turkey. In addition, we compare the performance of the BiV AE-A approach against four well-known recurrent neural networks, namely RNN, GRU, LSTM, and BiLSTM. We assess the forecasting quality using five performance metrics: RMSE, MAE, $R^2$, EV, and MAPE. After constructing the deep learning models using training data, we use them to forecast the future trend of solar irradiation. Forecasting results of the five considered models based on testing solar irradiance from Turkey and Canopy are shown in Figures 3 and 4, respectively. The results of the five models in Figures 3 and 4 show that forecasted irradiance is closest to the true measurement, which demonstrates their effectiveness and accuracy.

![Fig. 3: solar irradiance Forecasting results of all models using Turkey Solar Irradiance](image)

Fig. 3: solar irradiance Forecasting results of all models using Turkey Solar Irradiance

To quantitatively evaluate the performance of the proposed approach, forecasting results are evaluated using evaluation measures, namely RMSE, MAE, $R^2$, and EV. Table I summarized the forecasting results based on Turkey data. It can be seen that the BiV AE-A scored the best $R^2$ and EV, meaning that the presented method has caught more than 99.68% of the solar irradiance trending variation. Moreover, BiV AE-A has recorded the lowest modeling error $RMSE=11.50$ , $MAE=4.93$, while the other considered models recorded RMSE values between $[13.92, 17.62]$ and MAE between with interval $[7.11, 14.42]$, which demonstrates the effectiveness of the proposed approach. Thus, the BiV AE-A dominates the other model (RNN, GRU, LSTM, and BiLSTM) by achieving the best forecasting performance (Table I). This could be attributed to the high capability of the BiV AE-A in modeling nonlinear dynamics and capturing time-dependent in solar irradiance time series data.

<table>
<thead>
<tr>
<th>MODEL</th>
<th>RMSE</th>
<th>MAE</th>
<th>$R^2$</th>
<th>EV</th>
</tr>
</thead>
<tbody>
<tr>
<td>RNN</td>
<td>15.287</td>
<td>7.362</td>
<td>0.994</td>
<td>0.994</td>
</tr>
<tr>
<td>GRU</td>
<td>13.928</td>
<td>7.085</td>
<td>0.995</td>
<td>0.996</td>
</tr>
<tr>
<td>LSTM</td>
<td>16.727</td>
<td>8.372</td>
<td>0.993</td>
<td>0.993</td>
</tr>
<tr>
<td>BiLSTM</td>
<td>17.62</td>
<td>11.421</td>
<td>0.993</td>
<td>0.994</td>
</tr>
<tr>
<td>BiV AE-A</td>
<td>11.50383</td>
<td>4.93814</td>
<td>0.99683</td>
<td>0.99684</td>
</tr>
</tbody>
</table>

TABLE I: solar irradiance forecasting results based on Turkey irradiance test data.

Similarly, statistical indicators based on Canopy testing data by models are listed in Table II. Results testify the superior forecasting performance of the proposed BiV AE-A model. We can observe that the proposed approach also outperforms in this series the other considered models by scoring the lowest mean error : ($RMSE=8.3$, $MAE=4.0$) and the highest fitting means ($R^2=99.55%$) compared to the other models that recorded RMSE between $[12.8, 16.7]$ and MAE in $[5.9, 7.5]$.

<table>
<thead>
<tr>
<th>MODEL</th>
<th>RMSE</th>
<th>MAE</th>
<th>$R^2$</th>
<th>EV</th>
</tr>
</thead>
<tbody>
<tr>
<td>RNN</td>
<td>16.71</td>
<td>7.572</td>
<td>0.982</td>
<td>0.994</td>
</tr>
<tr>
<td>GRU</td>
<td>14.449</td>
<td>6.54</td>
<td>0.986</td>
<td>0.988</td>
</tr>
<tr>
<td>LSTM</td>
<td>12.807</td>
<td>5.95</td>
<td>0.989</td>
<td>0.99</td>
</tr>
<tr>
<td>BiLSTM</td>
<td>15.212</td>
<td>6.658</td>
<td>0.993</td>
<td>0.994</td>
</tr>
<tr>
<td>BiV AE-A</td>
<td>8.30208</td>
<td>4.07737</td>
<td>0.99551</td>
<td>0.99569</td>
</tr>
</tbody>
</table>

TABLE II: solar irradiance forecasting results based on Canopy solar irradiance test data.

Figure 5 displays MAPE metric computed using the ob-
tained results based on Turkey and Canopy datasets. Effectively we can see that the proposed approach is recording the lowest percentage error of forecasting on both datasets. Note here that GRU and LSTM a performing better than the rest of the considered models on both datasets.

![Canopy Solar Irradiance Forecasting MAPE (%) measured for all models based on Canopy and Turkey solar irradiance](Fig. 5)

A scatter plot are used to show the forecasting accuracy of the proposed model based on Turkey and Canopy data (Figures 6). A good forecasting result means that the points cloud are forming a dense diagonal. In other words, the forecasted values coincide (fit) with real measured solar irradiance magnitude. From Figures 6, we can observe that the forecasted observation from the proposed BiVAE-A approach is forming quite a visible diagonal on Canopy and Turkey data, showing the good performance of the hybrid model again.

Overall, The obtained results demonstrate clearly that the proposed approach outperforms all the considered models; this may owe to bidirectional data processing integrated with the robust variational inference and the effectiveness of the self-attention mechanism in the learning of solar irradiance trending.

IV. Conclusion

In this paper, we introduce an effective hybrid model, called BiVAE-A, for solar irradiance forecasting. The proposed approach exploits the high ability of time-dependencies modeling of the BiLSTM combined with the self-attention mechanism to improve the quality of extracted features in the traditional VAE. The BiLSTM followed by the self-attention mechanism are integrated into the encoder part of the VAE model. The performance of the proposed hybrid model is assessed using two datasets collected from the USA and Turkey. Five metrics of effectiveness are adopted to check the forecasting accuracy of the investigated deep learning models: \( R^2 \), RMSE, MAE, EV, and MAPE. Results demonstrated that the proposed BiVAE-A model provides the best forecasting quality of solar irradiance than other deep learning models, namely RNN, GRU, LSTM, and BiLSTM. Of course, this study demonstrated the promising performances of deep learning models in forecasting solar irradiance time series without exogenous information.

![Fig. 6: Solar irradiance forecasting of BiVAE-A based on Turkey and Canopy datasets.](Fig. 6)
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