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Key Points:

- An improved InSAR troposphere correction method proposed, based on Global Atmospheric Models (GAM), that considers spatial stochastic properties of the troposphere at different altitude levels for better weighting the GAM samples.

- Comparisons with three other GAM corrections (PyAPS, d-LOS, and GACOS) show a significant reduction in average standard deviation of corrected interferograms and better time-series analysis results.

- The results demonstrate the importance of considering horizontal heterogeneities and spatial stochastic models of the troposphere when using GAM-corrections.
Abstract

Tropospheric delays are still the main error source of satellite-based Interferometric Synthetic Aperture Radar (InSAR) mapping of Earth’s surface movements. Recent studies have demonstrated the potential of global atmospheric models (GAMs) in reducing InSAR tropospheric delays. However, the importance of appropriate interpolation and weighting strategies in GAM-corrections has largely been overlooked. Here we present a new GAM-based tropospheric correction method that incorporates spatial stochastic models of the troposphere into the weighting strategy of the correction. The method determines the correlation between a pixel of interest and neighboring GAM grid locations (3D) according to the spatial variability of the tropospheric random field, instead of subjectively using an inverse distance method, a local spline function, or other standard interpolation scheme. Also, our new method considers horizontal heterogeneities of the tropospheric field by estimating the integral of the tropospheric delays along the satellite line-of-sight (LOS) direction, instead of calculating projected zenith-delays. The method can be used with any GAM, but we here implement it with the latest ECMWF (European Center for Medium-Range Weather Forecasts) ERA5 reanalysis products. We validate the new method with hundreds of Sentinel-1 images from 2015 to 2020 over the island of Hawaii, a location with variable topography, surface conditions, local climate, and deformation, and explore the tropospheric corrections for both interferograms and time-series analysis products (deformation velocities and time-series solutions). Compared with other GAM-corrections (PyAPS, d-LOS, and GACOS), our new method yields a larger reduction of the average standard deviation of the corrected interferograms, i.e. from 2.55 cm to 1.91 cm, instead of 2.47 cm (PyAPS), 2.44 cm (d-LOS), and 2.10 cm (GACOS). Also, a larger fraction of 87% of the interferograms (243 out of 280) is improved, compared with 52%, 53%, and 66% for the other GAM corrections, respectively. These results demonstrate the importance of considering (1) tropospheric stochastic models in GAM-corrections, (2) horizontal heterogeneities when estimating the LOS delays, and (3) tropospheric delays when mapping long-wavelength or small-magnitude deformations using InSAR.
Satellite-based interferometric synthetic aperture radar (InSAR) observations are extensively used to map surface displacements associated with a wide range of geophysical processes, such as earthquakes (e.g., Massonnet et al., 1993; Simons et al., 2002; Jónsson et al., 2003; Jónsson, 2008; Feng et al., 2010; Bell et al., 2012), volcanic activity (e.g., Amelung et al., 2007; Sigmundsson et al., 2010; Plattner et al., 2013; Ruch et al., 2016; Rivera et al., 2017), slow tectonic movements (e.g., Wright et al., 2004; Elliott et al., 2008; Walters et al., 2013; Cavalié & Jónsson, 2014), and extraction of the subsurface fluids and mineral resources (e.g., Bawden et al., 2001; Liu et al., 2016; Yang et al., 2017). Although tremendous progress has been made on improving InSAR observations during the past three decades, radar path delays caused by the spatio-temporal variations of the troposphere still remain as the dominant source of error (Zebker et al., 1997; Hanssen, 2001; Jolivet et al., 2014; Bekaert et al., 2015b; Yu et al., 2018; Li et al., 2019; Zebker, 2020).

Tropospheric corrections of InSAR observations can be divided into three groups: i) empirical, ii) statistical, and iii) predictive corrections. Empirical corrections try to reduce the tropospheric effects by modeling the relationship between topographic height and InSAR phase values (Bekaert et al., 2015a; Lin et al., 2010; Wicks, 2002). These methods can be quite successful but do not work well when atmospheric turbulence dominates the tropospheric effects (Liang et al., 2018) and can be troublesome when the deformation is correlated with topography (Delacourt et al., 1998). The second category of corrections aims to mitigate tropospheric delays based on time-series of SAR images or interferograms by using statistical, geo-statistical, or adjustment algorithms, such as stacking (Sandwell & Sichoix, 2000), a range of least-squares based methods with an empirical deformation model (Berardino et al., 2002; Cao et al., 2017; Li et al., 2019), or spatio-temporal filtering (Ferretti et al., 2001; Hooper, 2008; Ferretti et al., 2011; Cao et al., 2019). Unfortunately, statistical approaches are usually not very effective as they rely on averaging stochastic properties of the spatio-temporal tropospheric delays and normally require a large number of SAR images for obtaining satisfactory results (Cao et al., 2017; Siddique et al., 2018). The third group of methods, predictive corrections, use auxiliary atmospheric datasets to compute and correct
the InSAR tropospheric delays. Numerous algorithms have been presented that either use one
type or multiple different external atmospheric information from local meteorological data
(Li et al., 2004), GPS measurements (Webley et al., 2002; Onn and Zebker, 2006; Houli et
al., 2016), satellite-based multispectral observations from MERIS (MEedium Resolution
Imaging Spectrometer onboard ENVISAT satellite) (Li et al., 2009; Li et al., 2012) and
MODIS (MODErate resolution Imaging Spectrometer onboard Terra and Aqua satellites) (Li,
2005), and weather models (Wadge et al., 2002; Foster et al., 2006; Doin et al., 2009; Liu et
al., 2009; Hobiger et al., 2010; Jolivet et al., 2011). The performance of the predictive
corrections depends on the spatio-temporal resolutions and the intrinsic precision of the
available external data or weather model outputs, but availability of sufficiently good external
information is usually the major limitation of these methods.

With the development of global atmospheric models (GAMs), including both global and
regional reanalysis and operational weather models (e.g., NARR (Mesinger et al., 2006),
ERA-Interim (Dee et al., 2011), MERRA-2 (Gelaro et al., 2017), HRES (Haiden et al.,
2018)), many studies have demonstrated the potential of using GAM-based predictive
corrections for mitigating InSAR tropospheric delays (Jolivet et al., 2014; Parker et al., 2015;
Yu et al., 2018; Shen et al., 2019; Hu and Mallorquí, 2019; Murray et al., 2019). Thanks to
the global coverage, all-weather and all-time usability, spatial three dimensions (3D) of
gridded estimates, and near real time availability of GAM outputs, these predictive
approaches will most likely become routine for correcting InSAR tropospheric delays.
However, as the spatial resolution of the GAMs (e.g., ~10s km) is still coarse compared to
that of SAR/InSAR images (e.g., ~10s m), the challenge is to construct high-resolution
InSAR tropospheric corrections based on the coarse GAM outputs.

Jolivet et al. (2014) used a spline interpolation in the vertical direction and a bilinear
interpolation in the horizontal direction to correct for high-resolution InSAR delays. By
incorporating both GPS and GAM observations, Yu et al. (2018) modeled the stratified
delays first and then used an inverse distance weighting (IDW) method (within 150 km) to
predict the turbulent components of each pixel. Hu and Mallorquí (2019) proposed to
calculate the integral of the delays along the satellite line-of-sight (LOS) directly, and then
used a similar approach as Jolivet et al. (2014) to predict the high-resolution delay maps. However, the weighting strategies of these GAM-corrections were determined subjectively and did not quantitatively model the correlations between the GAM-based 3D tropospheric samples and the points of interest. Different weather conditions may cause different spatial variabilities in the tropospheric parameters, and therefore, a good predictor should adjust the weighting strategy according to the stochastic properties of the tropospheric random field.

In this paper, we present a new GAM-based troposphere correction method that incorporates spatial stochastic models (SSMs) of the troposphere at different altitude levels into the weighting strategy of the correction. The method flexibly determines the correlation between measurement pixels and GAM grid locations (3D) according to the spatial variabilities of the tropospheric random field, instead of subjectively using an inverse distance method or a local spline function. It also considers horizontal heterogeneities of the tropospheric field due to the effects of the atmospheric turbulence (Hobiger et al., 2010; Hu et al., 2019), by estimating the integral of the tropospheric delays along the satellite line-of-sight (LOS) direction directly, instead of calculating the projected zenith-delays. While the new method can easily be generalized to any GAMs, we here implement it with the latest ECMWF (European Center for Medium-Range Weather Forecasts) ERA5 reanalysis outputs, which has been improved from the ERA-Interim model and provides hourly estimates of the tropospheric parameters (temperate, partial pressure of water vapor, and geopotential height of pressure levels) on a global 0.25° grid (~25 km) at 37 pressure levels, from 1979 to within 5 days of present time.

We begin with a description of our new method, which includes five key steps. Then, we test its performance over the island of Hawaii, a location with complex climate and deformation, using hundreds of Sentinel-1 images spanning 5 years, and compare the results with corrections made by commonly-used GAM correction methods. Finally, we discuss the importance of considering (1) tropospheric spatial variabilities in GAM-corrections, (2) horizontal heterogeneities for estimating the LOS delays, and (3) tropospheric delays for mapping long-wavelength or small-magnitude deformation using InSAR. Unless otherwise stated, the interferograms used in this study have been processed from SLC data to
unwrapped interferograms using PyINT (PYthon based INterferometry Toolbox) (Cao, 2019) based on the GAMMA software following the standard two-pass differential procedure. The improved Goldstein filter was used to decrease decorrelation noise (Baran et al., 2003) and the minimum cost flow (MCF) method for unwrapping (Wegmüller et al., 2002). We used the POD Precise Orbit Ephemerides (AUX_POEORB) data to improve the orbit parameters and the 30 m Shuttle Radar Topography Mission (SRTM) digital elevation model (DEM) (Van Zyl, 2001) to remove topographic phases.

2. Methodology: Incorporating tropospheric stochastic models in GAM-corrections

2.1 Estimating line-of-sight tropospheric delay samples

The line-of-sight (LOS) tropospheric delay is the integral of the air refractivity along the LOS direction, from a point on the ground to the satellite, which can be estimated as (Baby et al., 1988):

$$\Delta L = 10^{-6} \int_{s_{LOS}} N \, ds = 10^{-6} \int_{s_{LOS}} \left( k_1 \frac{P_d}{T} + k_2 \frac{e}{T} + k_3 \frac{e}{T^2} \right) ds$$  \hspace{1cm} (1)

where $\Delta L$ is the LOS tropospheric delay, $N$ is the air refractivity, $P_d$ and $e$ are the partial pressures (in pascals) of dry air and water vapor, respectively, $T$ is the temperature (in kelvin), and $k_1 = 0.776 K Pa^{-1}$, $k_2 = 0.716 K Pa^{-1}$, and $k_3 = 3.75e3 K^2 Pa^{-1}$ are empirical constants (Smith and Weintraub, 1953). Typically, according to its physical origin, the total delay is considered as a sum of the dry and the wet components, which can be described as (Bevis et al., 1992):

$$\Delta L_{dry} = 10^{-6} \frac{k_1 R_d}{g_m} P_{s_0}$$  \hspace{1cm} (2)

$$\Delta L_{wet} = 10^{-6} \int_{s_{LOS}} \left[ (k_2 - \frac{R_d}{R_v} k_1) \frac{e}{T} + k_3 \frac{e}{T^2} \right] ds$$  \hspace{1cm} (3)

where $P_{s_0}$ is the total pressure at ground point $s_0$, $g_m$ is the local gravity at the center of the LOS path, and $R_d = 287.05 \ J \ kg^{-1} K^{-1}$, $R_v = 461.495 \ J \ kg^{-1} K^{-1}$ are the specific gas
constants for dry air and water vapor, respectively. It should be noted that, the above-
mentioned dry delay (Eq. (2)) is partly related to the water vapor due to the nondipole
component of water vapor refractivity (Bevis et al., 1992), although the largest contribution
of $\Delta L_{dry}$ is that of the dry air.

GAMs provide spatial 3D-gridded tropospheric parameters several times a day, at
different pressure levels; here, we consider the ECMWF ERA5 reanalysis products, which
hourly provide 37 pressure levels of atmospheric estimates at a 0.25° spatial grid, and we
download ERA5 outputs that extend 2 degrees (in all directions) beyond the coverage of the
SAR images we plan to correct. Considering the largest time differences between the SAR
acquisitions and the ERA5 outputs would be up to 30 min, we linearly interpolate the ERA5
outputs in time based on the two closest ERA5 outputs when the time difference is larger
than 20 min, otherwise we use the closest ERA5 output directly. Using the gridded GAM
products, we can predict the tropospheric parameters along the satellite LOS direction, and,
once we obtain the LOS parameters, we can then calculate the LOS delay based on Eq. (1).
To do this, we convert the ERA5 products into altitude levels, first using a linear
interpolation along the vertical direction, and then, considering the atmospheric refractivity
decreases significantly with increasing altitude in the lowermost 5 km and can be ignored
above 40 km, we sample the altitude levels with increasing sampling steps from -200 m to 40
km: a sampling step of 200 m for altitudes between -200 m to 5 km, a 500 m step for 5 ~ 10
km altitudes, a 1 km step for 10 ~ 20 km, and a 5 km step for 20 ~ 40 km. We then calculate
the locations of the tropospheric parameters along the LOS direction, at each altitude level,
based on the SAR orbital state vectors and the ground point location of interest under the
earth-centered Cartesian system (Hu and Mallorquí, 2019), and the start points of the LOS
vectors are selected as the same locations of the GAM outputs at the lowest altitude level of -
200 m (as Figure 1). After that, we estimate the LOS tropospheric parameters (temperate,
pressure, and the partial pressure of water vapor), at each altitude level, using the Simple
Kriging with local means (SKlm) algorithm (Kaymaz, 2005; Xu et al., 2011) and by
considering spatial stochastic models (SSMs) of the tropospheric parameters. The predicted
parameters at the $kth$ altitude level can be described as:
\[
z_{SK_{ilm}}(\varphi, L, h_k) = \sum_{i=1}^{n} u_i^{SK} [z(\varphi_i, L_i, h_k) - m_{SK}^*(\varphi_i, L_i, h_k)] + m_{SK}^*(\varphi, L, h_k)
\] (4)

where \((\varphi, L, h_k)\) means the geographic coordinates of latitude, longitude, and the altitude of the \(k\)th level, \(z_{SK_{ilm}}(\varphi, L, h_k)\) and \(z(\varphi_i, L_i, h_k)\) represent the ‘to be predicted’ and the GAM-output parameters, respectively, \(m_{SK}^*(\varphi, L, h_k)\) and \(m_{SK}^*(\varphi_i, L_i, h_k)\) represent the local mean of the tropospheric parameters (e.g., \(P_d, T, e\)) at the ‘to be predicted’ location and the \(i\)th GAM sample location at the \(k\)th altitude level, respectively, and \(u_i^{SK}\) denotes the weight associated with the \(i\)th GAM output, and \(n\) is the total number of the available GAM outputs at the \(k\)th level. We model the local mean as a linear ramp for each altitude level by using all of the available grids within the level

\[
m_{SK}^*(\varphi, L, h_k) = C + \alpha_k \varphi + \beta_k L \times \cos(\varphi) \quad k = 1, 2, ..., M
\] (5)

where \(C, \alpha_k,\) and \(\beta_k\) represent the ramp parameters of the \(k\)th altitude level, estimated using a least-squares algorithm from the gridded GAM outputs, \(L \times \cos(\varphi)\) is used to get isometric coordinates, and \(M\) is the total number of the altitude levels. Here we consider a tropospheric ramp at each altitude level because 1) tropospheric parameters usually show a gradient in space, indicating organized large-scale air mass motion (e.g., Antonia et al., 1979), and 2) a ramp better presents the local variations in the mean value than a simple average. The weight \(u_i^{SK}\) is estimated based on a linear predictor by constraining 1) the theoretical variance of the prediction to be minimum, and 2) the sum of the weights equal to 1 for obtaining an unbiased prediction and the optimal kriging solution of the weights can be described as (Cressie, 1990):

\[
\begin{bmatrix}
\sigma_1^2 & \sigma_{1,2}^2 & \cdots & \sigma_{1,n}^2 & 1 \\
\sigma_{2,1}^2 & \sigma_2^2 & \cdots & \sigma_{2,n}^2 & 1 \\
\vdots & \vdots & \ddots & \vdots & 1 \\
\sigma_{n,1}^2 & \sigma_{n,2}^2 & \cdots & \sigma_n^2 & 1 \\
1 & 1 & \cdots & 1 & 0
\end{bmatrix}
\begin{bmatrix}
u_1^{SK} \\
u_2^{SK} \\
\vdots \\
u_n^{SK} \\
\mu
\end{bmatrix}
= \begin{bmatrix}
\sigma_{1,x}^2 \\
\sigma_{2,x}^2 \\
\vdots \\
\sigma_{3,x}^2
\end{bmatrix}
\] (6)

where \(\sigma_i^2\) is the variance of the \(i\)th GAM output at the \(k\)th altitude level, \(\sigma_{i,j}^2\) is the covariance between the \(i\)th and the \(j\)th GAM outputs, \(\sigma_{i,x}^2\) is the covariance between the \(i\)th GAM output and the ‘to be predicted’ parameter, and \(\mu\) is the Lagrange multiplier. The variance-
covariance components \((\sigma_i^2, \sigma_{ij}^2, \text{and } \sigma_{ix}^2)\) are estimated by modeling the variogram of the tropospheric parameters (Hanssen, 2001; Kaymaz, 2005), which can be written as:

\[
\sigma_{i,q}^2 = \gamma(\vec{d}_{i,q})
\]  

(7)

where \(\gamma(\vec{d}_{i,q})\) means the variogram function, and \(\vec{d}_{i,q}\) means the distance vector between the two points (i.e., locations) \(i\) and \(q\). Note that here the variance-covariance components do not represent the uncertainty of the GAM outputs, instead they are determined by the spatial variations of the troposphere. Here, we model the variogram function by using an empirical isotropic spherical function, which includes three parameters (nugget, sill, range) and the parameters are estimated using a least-squares algorithm (e.g., Cressie, 1990; Cao et al., 2017). In order to make sure the spatial tropospheric parameters meet the second-order or intrinsic stationary assumptions (Hanssen, 2001), which is the prerequisite of estimating a variogram (i.e., structure function), we remove the ramp components (see Eq. (5)) from the original observations before calculating the spatial variance samples. After estimating all the variance-covariance components in Eq. (6), we can directly obtain the optimal solution for the weights, and then calculate the SKlm-based prediction of \(z_{SKlm}^*(\varphi, L, h_K)\). It should be noted that the variogram (Eq. (7)) is estimated after removing the modeled ramp (Eq. (5)), because a ramp may cause non-stationarity of the random field, which should at least fulfil intrinsic stationarity when applying the Kriging algorithm (Cressie, 1990; Kaymaz, 2005).
We estimate the LOS tropospheric parameters (temperature, pressure, and the partial pressure of water vapor) using Eq. (4) separately for each altitude level. Then, once we have obtained the LOS parameters for all the altitude levels, we compute the integral of the LOS delays (see Eq. (1)) to get the delay estimates at different altitude levels. It should be noted that the stochastic models of the tropospheric parameters at different altitude levels are estimated separately, for example, for 3 parameters at 51 altitude levels, we need to estimate 153 stochastic models.

**2.2 Constructing high-resolution InSAR tropospheric delay maps**

Because the preliminary densities of the estimated LOS delay samples at each altitude level are at a similar scale as that of the GAM outputs, i.e., at a coarse grid compared to the InSAR data, we need to interpolate the delay samples to a similar resolution as the InSAR measurements. To do this, we use the same SKlm method as the one used for predicting the
LOS tropospheric parameters in Section 2.1: 1) Using the LOS delay samples, we estimate the stochastic models of the delays, at different altitude levels, first, based on the empirical isotropic spherical function, we then estimate the densely gridded LOS delays using the SKlm method level by level. The prediction of the SKlm-based delay $S^*_k(x)$ at the $k$th altitude level and location $x$ can be written as

$$S^*_k(x) = \sum_{i=1}^{n} \omega_i (S_{k,i} - R^*_{k,i}) + R^*_k(x) \quad (8)$$

where $S_{k,i}$ is the $ith$ LOS delay sample of the $k$th level, $R^*_{k,i}$ is the modeled ramp component of the $ith$ LOS delay sample with the ramp function (as in Eq. (5)) determined based on the delay samples at the $k$th altitude level, $R^*_k(x)$ is the expected ramp component at location $x$, and $\omega_i$ is the weight of the $ith$ delay sample, which is determined by considering the stochastic model of the LOS tropospheric delays at the $k$th level (as in Eq. (6)).

In practice, considering the computational burden of estimating the SKlm weights pixel by pixel at a high-resolution, we do not interpolate the LOS delays to similar spatial resolution as the InSAR data. Instead, we only oversample 10 times of the original delay samples for each altitude level, leading to a spatial resolution of the SKlm interpolated LOS delays of approximately 2.5 km. In addition, we do not need to interpolate the delays for all of the altitude levels; we only select those levels that encompass the maximum and minimum elevations of the research area.

Lastly, using the densely 3D-gridded LOS delay samples, we can produce the high-resolution LOS delay maps based on the elevation and the geographic coordinate information of each SAR pixel. Here we use a trilinear interpolation to construct the high-resolution maps and the 30 m SRTM DEM. For producing the InSAR tropospheric delay maps, we use the two ERA-5 outputs closest to the two SAR-image acquisition times of each interferogram. We subsequently subtract the reference delay map from other one, which allows us to obtain the InSAR tropospheric delay map.

The workflow of the new method is presented as Figure 2 and is as follows:
1) Pressure levels of the GAM outputs are interpolated into altitude levels and the spatial variabilities of the tropospheric parameters modeled for different altitude levels.

2) The LOS locations, at different altitude levels, are calculated based on the orbit state vectors and the ground point geographic coordinates, and the tropospheric parameters at the LOS locations predicted using the SKlm method (see Eq. (4)).

3) The integral of the LOS tropospheric delays is then calculated using Eq. (1) to get LOS delay samples at different altitude levels.

4) The spatial stochastic models of the LOS tropospheric delays are estimated at different altitude levels and then the LOS delay samples interpolated by using a similar SKlm method as used in step 2 (see Eq. (8)).

5) Finally, the high-resolution InSAR tropospheric delay map is constructed using a 3D-trilinear predictor based on the 3D-gridded LOS delay samples by considering the SRTM DEM and the geographic coordinate information.

**Figure 2.** The general workflow of our new GAM-based InSAR tropospheric correction method.
3. Method validation and results

3.1 Study area, geographic setting, and experimental datasets

The island of Hawaii (or Hawai‘i, Figure 3a) is an ocean island environment that includes the active shield volcanoes of Mauna Loa and Kīlauea, both located on the southern half of the island. Past InSAR-based studies have presented a range of deformation signals associated with the volcanic and tectonic activity on the island, often suggesting complex deformation sources and time-dependent processes (e.g., Lundgren et al., 2013; Farquharson et al., 2020). Meanwhile, strong tropospheric effects have also been commonly reported in InSAR data of the island (e.g., Foster et al., 2006; Shirzaei et al., 2013; Zebker, 2020). Hence, InSAR-derived deformation measurements are usually significantly contaminated by tropospheric delays. As an example of the strong tropospheric delays in Hawaii, Figure 3b shows a Sentinel-1 interferogram (SAR images from 1 August, 2016 and 13 August, 2016) with signals that are a complex mix of stratified and turbulent delays. This is due to the moist and heterogeneous tropical atmosphere in Hawaii, as well as the strong and highly variable interactions between winds around the large volcanoes on the island.

Due to its highly variable tropospheric field, both in time and space, and its active geological environment, the island of Hawaii is one of the best study areas to test our new method. Therefore, we used 197 Sentinel-1 SAR images (descending track 87) over the Hawaii area (Figure 3a, inset), spanning the years from 2015 to 2020, and generated more than 1000 interferograms for this purpose. Here we focus solely on the InSAR troposphere corrections, but do not attempt to interpret observed deformation due to the volcanic activity on the island during this period. We test the new tropospheric correction method for single interferograms, velocity estimations, as well as for the time-series solution estimations. In addition, we compare our results to those obtained by three other commonly-used GAM-corrections: PyAPS (Jolivet et al., 2014), d-LOS (Hu & Mallorquí, 2019), and GACOS (Yu et al., 2018). We implement PyAPS and d-LOS using the ERA-5 outputs in the comparison,
while we should note that, GACOS uses both the High Resolution ECMWF numerical weather model (HRES) and GPS data.

![Figure 3](image.jpg)

**Figure 3.** (a) Topographic map showing the five shield volcanoes on the island of Hawaii with red triangles representing the active volcanoes of Mauna Loa and Kilauea. Top left inset shows the study location in the Hawaii archipelago and the coverage of the Sentinel-1 SAR images used (yellow rectangle). (b) An interferogram example (1-13 August 2016) of the island of Hawaii with strong tropospheric effects. (c) Unwrapped phase values (from the same interferogram as (b)) versus elevation, showing the complex relationship of the InSAR data with topography.

### 3.2 Generation of tropospheric delay maps for SAR acquisitions

The SAR imaging time of the Sentinel-1 images of Hawaii used here is UTC 16:16. Therefore, we downloaded ERA-5 raw outputs from UTC 16:00 for all of the 197 SAR acquisitions, with a coverage of the EAR-5 outputs extending by 2° from the original SAR image coverage, yielding $41 \times 41$ grid points for each horizontal layer. It should be noted that the extended area of the EAR5 data is determined subjectively in our case, and we suggest an extension of 1- to 2-degree from the raw SAR coverage.

Here, as an example, we show the generation of a LOS tropospheric delay map for a SAR image acquired on 30 October 2015 (Figure 4). The LOS tropospheric parameters
(Figure 4a-5c), which were estimated using the SKlm method and the original GAM outputs, show larger variabilities in partial pressure of water vapor ($e$) than in air temperature ($T$) and pressure ($P$), especially in the lower troposphere. The curve of the partial pressure of water vapor (located at latitude of $19.5^\circ$ and longitude of $-155^\circ$) versus the altitude (Figure 4j) shows that most of the water vapor activity is in the lower troposphere (i.e., below 5 km). This is consistent with the estimated spatial variograms at different altitude levels (Figure 4k), which show strong variabilities in partial pressure in the lower troposphere with variances at an altitude of 400 m reaching up to around $13 \times 10^4 \text{Pa}^2$, versus that of $6 \times 10^4 \text{Pa}^2$ at an altitude of 2000 m.

We calculated the LOS delay components (Figure 4d-4e) directly based on Eqs. (2) and (3), using the LOS tropospheric parameters. A similar relationship between the altitude and wet delays (Figure 4l) can be seen as for partial pressure of water vapor (Figure 4j). Variograms of the wet delays (Figure 4m) show significantly different variabilities in the delays at different altitudes, although they show a similar maximum correlation distances (around 200 km). The wet-delay variance at an altitude of 400 m is over $15 \text{cm}^2$, whereas at an altitude of 2000 m, it has decreased to about $5 \text{cm}^2$. By using the SKlm method, we interpolated the coarse (~25 km) delay components to obtain finer delay estimations (Figure 4f-4g) at a grid with about 2.5 km spacing.

We consider a constant geoid height value (16.6 m) over the island of Hawaii and we added the geoid height to the SRTM DEM to get the same altitude reference as that of the gridded delay. Finally, we derived the SAR tropospheric delays (Figure 4h-4i) based on the densely 3D-gridded delays and the DEM by using a 3D-cubic interpolation method. The total LOS tropospheric delay map is presented in Figure 4n, showing that in this example they vary from about 1.6 m (at the peaks of Mauna Kea and Mauna Loa) to about 3.5 m (along the west coast). The LOS delays at the west coast are stronger than those at the east coast, mainly due to the differences in incidence angles, which is increases from about $32^\circ$ at the east coast to about $42^\circ$ at the west coast of the island. Similar changes between the two coastlines can be seen in the estimated dry delays (e.g., Figure 4d, 4f, and 4h), which dominate the total
delay magnitude, while the wet part of the delay does not exhibit this pattern. This indicates that the wet delays have stronger spatial variabilities than dry delays.

**Figure 4.** Generation of SAR LOS tropospheric delay map (30 October 2015) from GAM: (a)-(c) Estimated tropospheric parameters (P, T, and e) along LOS vectors using a SKlm method based on GAM outputs, (d)-(e) Calculated LOS delay components (dry and wet delays), (f)-(g) Interpolated densely gridded LOS delays using SKlm method, (h)-(i) High-resolution of SAR delay components, (j) Variation of partial pressure of water vapor with altitude (point location: latitude = 19.5°, longitude = -155.0°); (k) Variograms of the water vapor partial pressure at different altitude levels (400 m, 1000 m, and 2000 m), (l) Variation of wet delays with altitude at the same location as for (j), (m) Variograms of wet delay components at different altitude levels, and (n) the total estimated SAR tropospheric delay along LOS.
3.3 Tropospheric corrections for single interferograms

We here present two example cases of correcting single interferograms with the method described above. Both interferograms have a short temporal baseline (12 days) and should thus be mostly without any deformation and mainly contain tropospheric signals (Figure 5).

The first interferogram is from the Winter of 2018 (29 Jan. - 10 Feb., 2018), well before the May 2018 eruption, and it exhibits (the first image in Figure 5a) strong tropospheric signals (~ 8 cm) along the northwestern and the northeastern coasts of the island. At first glance, the interferogram seems to imply substantial ground movements towards the satellite, which in reality is not the case, as these signals are purely of tropospheric origin. Also, some topography-correlated signals can be seen on Mauna Loa and Mauna Kea, which are mainly due to the effects of the stratified troposphere. Correcting the interferogram using the PyAPS and d-LOS methods mostly removes these coastal and topography-correlated signals, but an anomaly remains in the southeast (Figure 5). The GACOS-based result is less successful in this case leaving more tropospheric residuals than in the first two corrections, especially in the eastern and northern parts of the island. In comparison, our new method clearly shows the best performance, both visually as well as with lower standard deviation (STD) and mean value, which are 1.4 cm (from 3.0 cm) and 0.71 cm (from 1.47 cm), respectively. This indicates that over 50% of the tropospheric signals are corrected after using the new method.

Comparison of the original data values with the four predictions (Figure 5b) show, as observed visually, that derived predictions from PyAPS, d-LOS, and the new method are closer to the original observations than GACOS. The best similarity is achieved by our new method, which is consistent with the lowest standard deviation obtained among these of four corrections.

The second interferogram case is from the Summer of 2018 (28 July - 9 Aug., 2018) and from within the May eruption period (from early May to early August). This interferogram is also strongly affected by the tropospheric delays (Figure 5j-5n), especially in the western and the active southeastern areas of the island. A local deformation signal is visible at Kīlauea (red rectangle and zoom at bottom right), which is clearly contaminated by tropospheric signals in the original interferogram. While the PyAPS and d-LOS corrections reduce the
tropospheric signals at Kīlauea, the overall improvements of the corrected interferograms (Figure 5k and 5l) are limited with even a new anomaly appearing across the central part of the island, which is not observed in the original data. The GACOS correction (Figure 5m) shows a better performance than PyAPS and d-LOS in this case, particularly in the eastern and southeastern areas of the island, but some anomalous signals occur in the west after the GACOS correction. The new method yields substantially better results (Figure 5n) than the other three corrections, especially in the southeastern areas, with the deforming pattern at Kīlauea becoming more clear. The STD and mean values of the corrected results are 43.5% (from 2.16 cm to 1.22 cm) and 87.7% (from 1.22 cm to 0.15 cm) lower, respectively, than in the original interferogram and both values are lower than those for the other three corrections. Comparisons of the original interferogram values with the predictions (Figure 5o-5r) show that the PyAPS and d-LOS predictions are slightly overestimated for both positive and negative values, while the GACOS prediction appears appropriate for the small values but has a major bias in predicted large values. The new method presented here, on the other hand, yields much better prediction for the entire range of values, than the other three methods, and is without strong biases.
Figure 5. Two cases of tropospheric corrections for interferograms: (a-e) The first interferogram (29 January and 10 February 2018) before and after corrections; (f-i) Distribution of the raw observations of the first case along with the predictions from the four methods; (j-r) Same as (a-i), except for the second interferogram (28 July and 9 August 2018). The small black square in (a) shows the location of the reference point.

We statistically assess and compare the four correction methods on 280 small-baseline interferograms generated from the 197 SAR images, acquired from July 2015 to March 2020, using spatial- and temporal- baseline thresholds of ~120 m and ~12 days, respectively. Considering the strong deformation associated with the May 2018 eruption, we excluded six small-baseline interferograms containing the co- and early post-eruption deformation. Standard deviation values (Figure 6a) of the interferograms (before and after corrections) show that in most cases the new method (red circles) yields lower values than the other corrections, indicating better performance in mitigating the spatial variations of the tropospheric delays. The mean values of the residuals after correction (Figure 6b), which equal the average shift relative to a chosen reference pixel (always the same pixel), are
mainly caused by long wavelength residual signals. Here the results also show that the new
method has the smallest deviation (around zero) among the corrections, while the mean
values after the PyAPS and d-LOS corrections are often larger than that of the original
uncorrected interferograms. This indicates that the new method can recover better those long
wavelength tropospheric signals than the other three corrections. Quantitative comparison of
the four correction methods (Table 1) confirms that, in general, all the corrections reduce
spatial variations of the tropospheric signals in the data with the new method yielding the
largest improvements. The STD values decrease on average from 2.54 cm to 1.91 cm and
more than 85% (243 out of 280) of the input interferograms improved after the correction.
The average absolute mean values show, on the other hand, that except for the new method
the other three corrections yielded results are not improved (i.e., decreased); After the PyAPS
and d-LOS corrections, the average absolute mean values are even larger than before
corrections and fewer than 50% (about 37%) of the interferograms are improved. In
comparison, around 58% (161 out of 280) of the interferograms show lower mean absolute
values after correction when using the new method, with the average value decreasing from
1.38 cm to 1.15 cm.

Figure 6. Statistical assessment (before and after the troposphere corrections) of the 280 small-baseline interferograms, generated by data from June 2015 to March 2020. (a) standard deviations (STDs) and (b) absolute mean values. The
statistical values (STD and mean value) are calculated after masking ocean and low-coherence (coherence < 0.9) areas. Each bar represents an average of a group of 10 interferograms.

**Table 1.** Quantitative assessment and comparisons of the correction methods based on 280 small-baseline interferograms. Average standard deviation values (unit: cm) and average absolute mean values (unit: cm) are calculated based on the 280 standard deviation and mean values. The number in the ‘Imp. IFGs’ column represents the number of cases (of 280 in total) for which the correction yielded a smaller STD or mean values, compared to the original interferogram.

<table>
<thead>
<tr>
<th>Corrections</th>
<th>Ave. STD</th>
<th>Imp. IFGs</th>
<th>Ave. Mean</th>
<th>Imp. IFGs</th>
</tr>
</thead>
<tbody>
<tr>
<td>Raw IFGs</td>
<td>2.54</td>
<td>\</td>
<td>1.38</td>
<td>\</td>
</tr>
<tr>
<td>PyAPS</td>
<td>2.47</td>
<td>148</td>
<td>2.18</td>
<td>100</td>
</tr>
<tr>
<td>d-LOS</td>
<td>2.44</td>
<td>149</td>
<td>2.08</td>
<td>104</td>
</tr>
<tr>
<td>GACOS</td>
<td>2.10</td>
<td>185</td>
<td>1.38</td>
<td>145</td>
</tr>
<tr>
<td>New-method</td>
<td>1.91</td>
<td>243</td>
<td>1.15</td>
<td>161</td>
</tr>
</tbody>
</table>

### 3.4 Tropospheric corrections for InSAR LOS velocity estimation

To evaluate the importance of tropospheric corrections for InSAR LOS velocity estimations, we calculated the pre-eruption velocities before and after applying the tropospheric corrections using the small baseline subset (SBAS) approach (Berardino et al., 2002; Zhang et al., 2019) for two different time periods or phases (phase 1: from June 2015 to June 2017; phase 2: from June 2017 to May 2018 eruption), determined according to the results of Farquharson and Amelung (2020). For the first phase we have 60 SAR images but only 27 SAR images for second phase due to its shorter time span. The derived LOS velocity maps and the related standard deviation maps are shown in Figure 7, with the standard deviations estimated using the misfits of the modeled linear time-series. Here, the positive velocity (in red) means ground movement towards satellite and the negative velocity (in blue) means movement away from the satellite.
The velocity maps of the first phase (Figure 7a) show that before any tropospheric corrections there are significant topography-correlated velocities (movement away from the satellite) on Mauna Kea and Mauna Loa, which are not real and mostly caused by the stratified tropospheric delays; The derived LOS velocity maps after the PyAPS and d-LOS corrections (the second and the third images of Figure 7a) are quite similar with both corrections successfully removing the topo-correlated velocities, yielding more realistic deformation patterns on the Island, especially at Mauna Loa. There are still some residual velocities in these maps that are not obviously associated with deformation, e.g., on the southwestern most part of the island (~ 1.5 cm/year). The velocity map after the GACOS correction (the fourth image in Figure 7a) also shows that most of the topo-correlated signals are gone, but here the whole velocity map looks like slightly overestimated, i.e., most stable areas show slight positive velocities, as well as some local velocity anomalies (~ 2 cm/year), e.g., along the western coast. The velocity map from the new correction method (rightmost image in Figure 7a) appears similar to the PyAPS and d-LOS results, although the estimated velocities in stable areas are generally closer to zero (e.g., in the southwest), indicating that the new method performs better than the other three GAM-correction methods.

The standard deviation maps of the velocity derivations for phase 1 (Figure 7b) show that that for the uncorrected case (the leftmost image in Figure 7b) there are strong topography- correlated STD values on Mauna Loa and Mauna Kea with increasing STD with elevation (~ 1.0 cm), which is mainly due to increasing elevation differences with respect to the reference point (the black rectangular). The larger the elevation difference is, the stronger the tropospheric effects tend to be. Although these topography-correlated STD values disappear after the PyAPS and d-LOS corrections, most of the velocity STD values are not significantly reduced after these corrections compared with the uncorrected case, and the STD values on the eastern side of the island have even strongly increased. This implies that while PyAPS and d-LOS can mitigate the stratified tropospheric delays effectively, reductions of the turbulent signals are limited in this case. The standard deviation map after using the GACOS correction also shows obvious improvements regarding the topography- correlated STD values and the STD values to the southeast are also improved (i.e., decreased), especially along the coastline. This indicates that GACOS can mitigate temporal variations of
the tropospheric delays effectively, although the improvement in the velocity map is relatively small. The new method yields even lower STD values in the west, although the improvement is limited in the east. It is noteworthy that the velocities based on the new method in the east are quite similar to those from the PyAPS and d-LOS correction, whereas the velocity STD values in the same area are significantly smaller for our new method than those of PyAPS and d-LOS. This implies that the new method performs better in mitigating temporal deviation of the tropospheric delays than PyAPS and d-LOS and that it is important to consider a realistic spatial stochastic model of the troposphere in GAM corrections.

**Figure 7.** Estimated LOS velocity maps and the related standard deviations for two pre-eruption periods or phases: (a) Velocity maps of phase 1 (from June 2015 to June 2017) estimated based on 60 SAR images; (b) Standard deviations of the estimated velocities of phase 1; (c) Velocity maps of phase 2 (from June 2017 to the May 2018 eruption) estimated based on 27 SAR images; (d) Standard deviations of the estimated velocities of phase 2. Small black squares show the location of the reference point.

The velocity maps of phase 2 (Figure 7c) are more seriously affected by tropospheric delays than the maps of phase 1 (Figure 7a), due to the shorter period and the smaller dataset. The uncorrected velocity map shows again significant topography-correlated signals as well
as strong positive (movement towards satellite) signals along the coastline, which clearly is not real deformation. However, even after tropospheric corrections using the PyAPS, d-LOS, and GACOS methods, the velocity maps are not much improved and many residual tropospheric signals remain, especially along the southeastern coast. In addition, deformation velocities at Kīlauea appear overestimated. In comparison, the new method yields a velocity map (rightmost image in Figure 7c) with less tropospheric effects and the clearer deforming patterns at Mauna Loa and Kīlauea volcanoes, even though some local tropospheric signals remain, e.g., to the northwest and southwest.

The standard deviation maps for phase 2 (Figure 7d) have significantly larger magnitudes (~ 3.5 cm/year) than for phase 1 (Figure 7b), consistent stronger tropospheric effects on the velocities of phase 2. Again here, the STD values of the uncorrected velocity map (leftmost image in Figure 7d) show significant topography-correlated properties due to the effects of the stratified delays. The STD maps of corrected velocities all show large improvements, implying that all of the four corrections work well in reducing the temporal variations of the tropospheric delays during this phase, even though the improvements in the velocity maps are not that significant. When compared, the PyAPS and d-LOS STD maps are slightly better than that for the GACOS correction, especially in the East, but the STD map of the new method is clearly the best of the four corrections. This indicates the corrected velocities by the new method are more reliable than those of the other three corrections, with a more complete correction of the tropospheric delays.

In summary, the velocity and standard deviation maps of the two pre-eruption phases demonstrate that 1) stratified delays cause topography-correlated signals in the InSAR LOS velocity maps (see Figure 7a and 8c), even when 60 SAR images are used that span a time period of 2 years, 2) all four GAM corrections reduce the stratified delays effectively, whereas the method performance differs in mitigating the temporal variations of the troposphere, which is mainly related to the turbulent delays, 3) the new method performs the best among the four correction methods, yielding LOS velocity maps that have lower uncertainties, and 4) it is necessary to correct the tropospheric delays for estimating robust deformation velocities, especially when using small datasets of SAR images.
To quantitatively evaluate the accuracy of InSAR derived velocities, we compare them with GPS-derived velocities at permanent GPS stations on the island. Deformation velocities before the May 2018 eruption (June 2015 to April 2018) were calculated (Figure S1) at the 36 GPS stations having synchronous observations with InSAR and located in areas good InSAR coherence. By taking the GPS derived LOS velocities as true values, we estimate the absolute errors of the InSAR derived velocities (Figure 8). The mean absolute errors (MAE) of the InSAR velocities without corrections is 12.7 mm/year, which is mainly caused by the topography-correlated tropospheric delays as we analyzed before. The tropospheric corrections reduce the MAE to 4.9, 5.2, 5.7, and 4.5 mm/year, using the PyAPS, d-LOS, GACOS, and our new method, respectively. This shows that the four correction-based velocities yield similar velocity accuracies, with our new method leading to the smallest MEA. These results also indicate that topography correlated delays can cause large uncertainties in InSAR velocities, that after corrections the velocity uncertainties are mainly caused by tropospheric turbulence, and that turbulent effects on the velocity estimation is limited, especially when we have a large number of SAR acquisitions. We should also note that the differences between InSAR- and GPS- velocity could be partly due to inaccurate GPS station velocity.
Figure 8. Absolute errors of InSAR derived LOS velocities before the May 2018 eruption (June 2015 to April 2018): (a) no correction; (b) PyAPS correction; (c) d-LOS correction; (d) GACOS correction; (e) Our new method based correction.

3.5 Tropospheric corrections for InSAR time-series solutions

In addition to studying the improvement the tropospheric corrections have on single interferograms and InSAR velocity maps, we here assess the effect on InSAR time series solutions. We estimate five different time-series solutions (Figure S2-S6 in the supporting information) using all the 197 SAR acquisitions from June 2015 to March 2020 and 1134 interferograms, one without any tropospheric corrections and then four solutions using the four different tropospheric correction methods. Instead of analyzing the geological processes the time-series reveal, we focus here on evaluating the effect the tropospheric corrections have on the time-series solutions.

As examples, we present and evaluate the time-series results at two GPS stations (MKEA located at Mauna Kea and ELEP located at Mauna Loa) produced with different tropospheric corrections (Figure 9), and we fix the reference point at another GPS station PUH2 located at the western coastline (locations of the used GPS stations are presented in the leftmost subplot of Figure 7a). We take the GPS based displacements at the SAR acquisitions as real values, which are calculated using the daily GPS solutions from Nevada Geodetic Laboratory, by averaging six solutions that are the closest to the SAR acquisitions, and we calculate the differences that related to 197 SAR acquisitions between InSAR and GPS.

The results at the first GPS station MKEA located at Mauna Kea (Figure 9a) show that all of the time-series present similar secular trends (i.e., deformation velocity) of around zero, which is consistent with the stable geological environment at Mauna Kea volcano, but the InSAR time-series have significantly different deviations (compared with GPS), which mainly is related to the temporal variations in the tropospheric delays. Histograms of the differences between InSAR and GPS (the right subplot in Figure 9a) show that, before tropospheric corrections, the standard deviation (STD) is 5.04 cm. In comparison, the STDs decrease to 3.52 cm (PyAPS), 3.41 cm (d-LOS), 3.27 cm (GACOS), and 2.21 cm (new
method), respectively, after the corrections. This indicates 1) all of the four methods can efficiently mitigate the tropospheric delays in the time-series at station MKEA, and 2) our new method performs the best among the four corrections, yielding the largest improvement of around 56%.

The results at the second station ELEP located at Mauna Loa (Figure 9b) show that the deforming velocity from June 2015 to March 2020 was almost constant at the station and that the velocities derived from all of the time-series are very similar at approx. 3.0 cm/year, moving up towards the satellite. However, as at the first station, the InSAR derived time-series (before and after corrections) have different deviations relative to that of the GPS, and again, our new method shows the best performance in reducing the temporal tropospheric variations with the largest reduction of the STD among the four GAM corrections, i.e., a reduction of about 49%, from 4.39 cm in the uncorrected data to 2.23 cm.

In the raw InSAR time-series (without corrections) at both locations, there are significant seasonal variation signals, which are mainly related to seasonal changes in the topography-correlated (or stratified) delays. These seasonal signals are substantially reduced in all the four corrected time-series at the two sites, implying that all four GAM-methods can efficiently mitigate the stratified delays. The residuals in the corrected time-series are likely mainly caused by tropospheric turbulence, and thus, the smallest STDs of the time-series derived from our new correction method also indicates that it performs better in mitigating the tropospheric turbulence than the other three GAM-methods.
Figure 9. Time-series analysis of the ground displacements (related to the 197 SAR acquisitions from June 2015 to March 2020) at two GPS stations (MKEA and ELEP) referred to the station PUH2 (located at the western coastline): (a) MKEA located at Mauna Kea (stable) and (b) ELEP located at Mauna Loa (actively deforming). The black dots represent the original InSAR time-series displacements without troposphere correction, whereas the purple, green, blue, and red dots represent the displacement time-series after troposphere corrections from PyAPS, d-LOS, GACOS, and our new method, respectively. The gray dots represent the GPS daily solutions of the displacements projected into the radar LOS direction, and the red triangles represent the estimated GPS LOS displacements at the SAR acquisitions, by averaging 3 daily solutions before and after each SAR acquisition. The histograms and the standard deviations ($\sigma$) are calculated based on the differences between InSAR and GPS LOS displacements. The first point of each InSAR time series is vertically offset and made to start at 0.3, 0.6, 0.9, 1.2, and 1.5 m, respectively.

4. Discussion

4.1 Importance of considering horizontal heterogeneities of the tropospheric field

Estimating InSAR LOS delays using projected zenith-delays, e.g., $d_{\text{LOS}} = d_{\text{zenith}} / \cos(\theta_{\text{inc}})$, ignores horizontal heterogeneities in the tropospheric field and assumes that the troposphere is purely stratified or a plane-parallel refractivity medium (Williams et al., 1998). However, atmospheric turbulence, mainly in the lower troposphere (i.e., below ~5 km), causes horizontal tropospheric heterogeneities at a range of spatial scales. For a Sentinel-1 SAR image from 30 October 2015 (Fig. 4), for example, the variance of the water vapor
pressure between two points in the lower troposphere at an altitude of 400 m (Figure 4k) is $10^5 \text{ Pa}^2$ for distances of ~100 km, leading to a LOS tropospheric delay variance of about 10 cm$^2$ (Figure 4m). This implies that the standard deviation of the tropospheric delay difference between two points with distance of 10 km can be as large as 1 cm. Therefore, it is important to consider horizontal tropospheric heterogeneities for accurately estimating InSAR LOS delays.

Distances between the LOS and zenith directions at different altitudes are determined by the incidence angle. The greater the incidence angle is, the larger the distance and stronger the tropospheric heterogeneities between the two locations tend to be. In the above, the incidence angles of the Sentinel-1 data (Figure 10a) range from 32.6° in the east to 41.3° at the west coast of the island of Hawaii (Figure 10a). This means that for an effective tropospheric thickness of 5 km, the maximum distance between the LOS and zenith directions is 3.1-4.3 km (Figure 10b). These distances are larger than many small scales of the atmospheric turbulence, indicating that tropospheric parameters (e.g., partial pressure of water vapor) at the LOS location may be significantly different than those at the zenith location. For SAR data with larger incidence angles, the tropospheric heterogeneities along the LOS and zenith directions would be even larger. For example, the imaging incidence angle of ALOS-2 data can be as large as 70°, which means the maximum distance between the LOS and zenith directions would be up to 13.7 km for an effective tropospheric thickness of 5 km (see Figure 10b).
Figure 10. (a) The range of incidence angles for a Sentinel-1 image (Descending track 87) of the island of Hawaii. (b) Maximum distances between LOS and zenith locations on the ground for different incidence angles when assuming an effective tropospheric thickness of 5 km.

In our experiments, the d-LOS derived results turned out to be slightly better than those of PyAPS (see Figure 6, Table 1, and Figure 9). The d-LOS method calculates the integral of the InSAR delays along the LOS direction (Hu & Mallorquí, 2019) while PyAPS estimates them based on the projected zenith delays (Jolivet et al., 2014), but otherwise these two methods use the same interpolation strategy. Despite the different delay integral paths of the two methods, we found the d-LOS results only marginally better than the PyAPS results. This is probably due to the large spacing between output locations of the present ERA-5 model (~25 km) that is much larger than the distances between the LOS and zenith directions in lower troposphere (~5 km), meaning the zenith and LOS projections map pretty much the same tropospheric heterogeneities in the ERA5 output. However, as the spatial resolution of GAMs continues to improve, considering the tropospheric horizontal heterogeneities will become more and more important, because higher spatial resolution GAMs include more small-scale tropospheric variations.

4.2 Importance of incorporating spatial stochastic models for the interpolations

There are two steps in our new method that consider spatial stochastic models of the troposphere. The first step is when the LOS tropospheric parameters are derived from the raw GAM outputs, and the second step when dense LOS tropospheric delays are estimated from the coarse LOS delay samples of the first step. Based on the structure functions of the GAM outputs (e.g., partial pressure of water vapor, Figure 4k) and the tropospheric delays (see Figure 4m) at different altitude levels, we find that both are highly variable, especially in the lower troposphere (e.g., ~1 km), and that the variations at different altitude levels are also different. Therefore, interpolating GAM outputs or tropospheric delays using always the same weighting strategy, i.e., at all altitude levels and for the whole atmospheric environment, is far from ideal; it is clearly of advantage to consider spatial stochastic models for flexible determination of the weights in these estimations.
Both the d-LOS method and our new method calculate the tropospheric delays along the LOS direction, but the major difference between them is that the new method includes spatial stochastic models of the troposphere when interpolating the coarse GAM products. This has a dramatic effect, as our new method performs much better than the d-LOS method, both when correcting single interferograms and for time-series products. The average standard deviations of corrected interferograms derived from the d-LOS and our new method are 2.44 cm and 1.91 cm, respectively, which indicates an improvement of 21.7%. In addition, the number of improved interferograms derived using these two methods are 149 (d-LOS) and 243 (new method), out of a total of 280 interferograms, i.e., 87% of the interferograms were improved after using our new method, while only 53.2% of interferograms got better after the d-LOS correction.

In addition to the improvements of our new method outlined above, we also include a deterministic tropospheric-ramps in the interpolations, both when interpolating the atmospheric parameters (see Eq. (4)) and the tropospheric delays (see Eq. (8)). This is because tropospheric parameters and delays at different altitude levels usually exhibit a trend, which can easily be modeled using a polynomial (e.g., Eq. (5)) determined from the GAM outputs. When the tropospheric random field is dominated by a ramp, it is important to separate the estimation of the deterministic tropospheric-ramp and the interpolation of the turbulent component (or residual tropospheric component after removing the ramp), since a model-based estimation is usually better than an interpolation-based estimation. In addition, a tropospheric ramp can cause non-stationarity of the tropospheric random field as the local mean of tropospheric parameters (or delays) might differ significantly between two locations.

4.3 Limitations of correcting the smaller scales of the tropospheric turbulence

Compared with the general ground-based geodetic measurements of the troposphere, like GPS, one advantage of the GAM-based outputs is that we can obtain tropospheric predictions at different elevations, e.g., we can get tropospheric predictions at 37 different altitude levels from the raw ERA-5 data for a given point. Therefore, it is not difficult to predict (or model) topography-correlated (i.e., stratified) tropospheric delays based on the 3D GAM outputs, even with limited horizontal samples. In contrast, it is challenging to predict
the turbulent delays (or tropospheric turbulence), which are highly nonlinear and irregular in space. The interpolation precision of the tropospheric turbulence depends strongly on the spatial resolution of the GAM outputs, particular in the horizontal direction. According to the Nyquist-Shannon sampling theorem, the maximum recoverable signal frequency is half of the sampling frequency. Thus, the shortest wavelength of the ERA-5 recovered (or interpolated) signals from ERA-5 would be around 50 km for a given horizontal layer. Therefore, the present GAM-based correction methods are still limited for correcting the tropospheric turbulence, especially the smaller spatial scales of the turbulence.

While we have demonstrated the advantages of our new method over the island of Hawaii, where the tropospheric delays include both stratified and turbulent components, less improvements can be expected in areas where the tropospheric delays are dominated by the turbulent components, e.g., over flat terrains. Future GAMs with higher resolution outputs will help addressing this issue and lead to better InSAR results in general, also in areas without significant topographic relief.

5. Conclusions

We have here proposed a new and an advanced method to correct InSAR tropospheric delays that significantly improves on earlier GAM correction methods. The key advancements of the new method are that it 1) incorporates spatial stochastic models of the troposphere at different altitude levels for better weighting of GAM tropospheric samples, and 2) calculates the integral of the tropospheric delays directly along the satellite LOS direction, instead of using projected zenith delays. Comparisons between our new method and the other three previous GAM correction methods (PyAPS, d-LOS, and GACOS) show significant improvements for both single interferograms and time-series analysis products (deformation velocities and time-series solutions). The results demonstrate that: 1) it is important to consider stochastic tropospheric models in constructing high-resolution InSAR tropospheric delay maps from coarse GAM outputs, 2) GAM corrections have the potential of becoming a routine method for InSAR tropospheric corrections, and 3) it is essential to correct the InSAR tropospheric delays for mapping small magnitude or long-wavelength ground displacements.
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