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ABSTRACT Despite the growing interest in the interplay of machine learning and optimization, existing
contributions remain scattered across the research board, and a comprehensive overview on such reciprocity
still lacks at this stage. In this context, this paper visits one particular direction of interplay between learning-
driven solutions and optimization, and further explicates the subject matter with a clear background and
summarized theory. For instance, machine learning and its offsprings are trending because of their enhanced
capabilities in automating analytical modeling. In this realm, learning-based techniques (supervised,
unsupervised, and reinforcement) have grown to complement many of the optimization problems in testing
and training. This paper overviews how machine learning-based techniques, namely deep neural networks,
echo-state networks, reinforcement learning, and federated learning, can be used to solve complex and
analytically intractable optimization problems, for which specific cases are examined in this paper. The
paper particularly overviews when learning-based algorithms are useful at solving particular optimizing
problems, especially those of random, dynamic, and mathematically complex nature. The paper then
illustrates such applications by presenting particular use-cases in communications and signal processing
including wireless scheduling, wireless offloading and resource management, power control, aerial base
station placement, virtual reality, and vehicular networks. Lastly, the paper sheds light on some future
research directions, where the dynamicity and randomness of the underlying optimization problems make
deep learning-driven techniques a necessity, namely in sensing at the terahertz (THz) bands, cellular vehicle-
to-everything, 6G communication networks, underwater optical networks, distributed optimization, and
applications of emerging learning-based techniques.

INDEX TERMS Optimization; Deep Learning; Learning-based Techniques, Recurrent Neural Networks;
Echo-State Networks; Convolutional Neural Networks; Reinforcement Learning; Federated Learning;
Wireless Scheduling; Power Control; Aerial BS Placement; Virtual Reality.
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I. INTRODUCTION

A. INTERPLAY OF MACHINE LEARNING AND
OPTIMIZATION

Ever since the advent of Artificial Intelligence found its
niche in the late 1980s, machine learning has been at the
forefront of computer scientists and mathematicians minds.
Machine learning, with its reliance on inferences instead of
clear explicit instruction to perform optimal actions, manages
to behave well in stochastic environments [1], and is thus
linked in a way to mimic the rationality found in human
actions, via a process called learning. Many researchers have
discussed machine learning in a theoretical manner, but not
many ventured into the mathematical representation at the
heart of every machine learning algorithm or model. This
paper endeavors to explain the mathematical intuition be-
hind machine learning algorithm in an organic, yet simple,
fashion. It particularly overviews existing platforms upon
which deep learning can be utilized to solve discrete and/or
continuous optimization problems, and presents illustrative
applications from the communications and signal processing
disciplines.

Optimization has been a helpful tool in several machine
learning algorithms and models, because it enables machine
learning mechanisms to work in an optimized manner. More
specifically, optimization tries to find the best element or
value that satisfies an objective function given a set of
constraints [2]. This value makes the system perform in
an optimized fashion. In machine learning, since the entire
model needs to learn in order to function, optimization
is prominent as it enables the model to train and learn
efficiently. In a nutshell, a large portion of the literature
on machine learning depends on fine-tuning parameters by
solving well-established optimization problems. This paper,
instead, focuses on the reversed direction of machine learning
and optimization interplay, i.e., it investigates how to solve
optimization problems using deep learning and its variants.

B. LEARNING ROLE IN OPTIMIZATION

There are numerous situations where machine learning, as a
universal function approximator, pops up as an aid to solve
practical optimization problems, which is what this overview
explains diligently in Sec. III. For example, reference [3]
provides a detailed survey on how the problem of resource
management in Internet-of-things (IoT) communication net-
works can be tackled efficiently using machine learning al-
gorithms. The basic motivation for which optimization prob-
lems may be solved using machine learning is to overcome
the element of randomness in real-life applications. Such
randomness is particularly inevitable when the problems and
abstractions resemble a realistic application, and so machine
learning becomes necessary for finding patterns amidst large
and seemingly uncorrelated data. This paper overviews the

conditions where, in particular, learning-based techniques1

are useful at solving optimization problems, especially where
random constraints and objective functions would deter other
forms of numerical or iterative solutions.

From a broader perspective, deep learning, which falls
under the machine learning umbrella, is growing as a popular
tool for solving problems which address random, dynamic, or
mathematically and computationally complex optimization
scenarios. For instance, optimization problems that depend
on time or have long-term variable dependencies can be
solved using recurrent neural networks or a variant called
echo-state networks [4]. If the optimization problem needs a
solution that makes privacy as a priority, then one can utilize
federated learning [5]. Moreover, if an optimization problem
is in a two-dimensional form, convolutional neural networks
might just do the trick [6].

C. RELATED REVIEW ARTICLES
In this paper, we overview the state of the art for adopt-
ing learning-based solutions to solve optimization problems,
with a focus on communications and signal processing ap-
plications. In fact, the increasing interest in machine learn-
ing applications is now at the forefront of communications
and signal processing research, and so the recent relevant
literature has grown in depth and breadth in this direction.
We refer the readers to the recent reviews on the topic [3],
[7]–[10] and the references therein for a detailed technical
description on how to apply machine learning in the area of
wireless networks. Table 1, particularly, provides an illustra-
tive summary of the above recent references. In fact, to the
best of the authors’ knowledge, our current paper is the first
of its kind which overviews how learning-based techniques
can be used for solving optimization problems, and sheds
light on recent applications in the communications and signal
processing disciplines. The exhibition in this paper is one
step forward towards establishing a framework of adopting
the learning-based practical techniques in the optimization
theory and applications paradigm, which promises to be a
timely study for a multitude of future research directions.

D. ORGANIZATION
The paper is organized as follows. We start by introducing the
background of machine learning theory in Sec. II. Then, we
overview the learning-based techniques of interest, together
with their working frameworks which enable learning-based
techniques to solve optimization problems in sec III, and
we discuss the relation between learning-based algorithms
and system characteristics. In Sec. IV, we present several
optimization problems within communication and signal pro-
cessing applications, and show how they can be solved using
one of learning-based variants, mainly deep feedforward

1The expressions “machine learning-based techniques" and learning-
based techniques are used interchangeably in the paper to denote the super-
vised, unsupervised, and reinforcement techniques used to solve the paper
optimization problems of interest.
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TABLE 1: A list of surveys on machine learning for designing wireless networks.

Ref. Focus Comparison with the current paper
[7] Describes how artificial neural networks (ANNs)-

based machine learning algorithms can be used to
design wireless networks. Unlike these works, our paper overviews how

learning-based techniques can be used for solving
optimization problems, and sheds light on recent
applications in the communications and signal
processing disciplines. The exhibition in this paper is
one step forward towards establishing a framework of
adopting the learning-based practical techniques in the
optimization theory and applications paradigm.

[8] Summarizes three different papers on machine
learning applications in wireless networks.

[3] Surveys how machine learning can be used in re-
source management mechanisms in cellular wire-
less and Internet-of-Things (IoT).

[9] Surveys how artificial intelligence can be used in
designing satellite communications.

[10] Overviews how deep learning facilitates the ana-
lytics and learning in IoT systems.

neural networks, echo-state networks, reinforcement learn-
ing, and federated learning. The applications that section IV
overviews include wireless scheduling, wireless offloading
and resource management, power control, aerial base station
placement, virtual reality, and vehicular networks. In Sec. V,
we recommend specific use cases and future research direc-
tions where the dynamicity and randomness of the under-
lying optimization problems make machine learning-driven
techniques a necessity, namely in sensing at the terahertz
(THz) bands, cellular vehicle-to-everything, 6G communi-
cation networks, underwater optical networks, distributed
optimization, and applications of emerging learning-based
techniques. We finally conclude our paper in section VI.

II. MACHINE LEARNING BACKGROUND
This section highlights key points and summarizes significant
concepts of the machine learning (ML) paradigm. The sec-
tion starts by presenting the theory behind machine learning,
then proceeds further with an overview of the learning model.
Afterwards, this section discusses the generalization theory
that permits learning, and introduces metrics and parameters
used widely in the ML jargon.

A. THEORY OF MACHINE LEARNING
Machine learning can occur when three elements fuse, i.e.,
when there is no analytical solution, when there is a certain
pattern to be discovered, and when there are lots of data
to analyze. The data have to be readily available so that it
can be used to develop an empirical solution. Otherwise, a
learning problem can be morphed into a design issue or a
simple algorithm that does not depend on a data set and does
not constantly adapt to accommodate a new environment.
Learning from data is an inherent trait. For example, the
concept of a “tree" is understood through looking at trees,
i.e., by learning from the observed data [11].

The paper exemplifies the difference between learning and
design as follows: the former occurs when the algorithm is
based solely on data. In this case, a solution is not explicit, yet
a pattern can be determined. The latter is based on concrete
facts acquired beforehand, forming the right mapping be-

Unknown Target
Function

f

Training pairs
(x i ; y i )

Hypotheses Set
H

Learning Process
A

Final
Hypothesis

g

FIGURE 1: Machine learning general model.

tween input and output, which makes the algorithm explicitly
programmable [12].

Statistics enable the feasibility of learning from data, as it
gives feedback on the current status and enables fine-tuning
the model. In the learning model, a hypothesis g is used to
infer the real mapping or the unknown function f between
input xi and corresponding output yi for all inputs and
outputs. Through a certain learning processA, the hypothesis
g from a set of hypotheses H can be chosen on the basis of
approximating f by means of minimizing the approximation
error. The learning model, illustrated in Fig. 1, is linked to
statistics and abides by probabilities and uncertainties, which
in turn augment the learning model with the flexibility to
solve for intractable and hard optimization problems.

B. DATA DIVISION
It is common to divide the data sets into training and testing,
or training and validation [13]. The training segmentation is
the set of data that train the model, while the validation set is
a subset of the training set that does not necessarily train, but
is used to give some insight on performance. Testing data is to
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Data set Objective Typical Split
Training set To learn patterns from data and make inference 60%

Validation set To understand model behavior and generalize on
unseen data 20%

Testing set To comprehend how the model would fare in real
world scenarios 20%

TABLE 2: Segregated data sets objectives.

report accuracy on the model and check whether the model is
over-fitting or under-fitting, and is also used to check results
(only once). Oftentimes, scientists interchange validation and
testing data according to the model’s expected behavior. The
split of the training and either validation, testing, or both can
occur in many ways, e.g., see [14]. However, there is a rule-
of-thumb that training gets the biggest fraction of the data. A
recurrent ratio encountered in various eclectic ML settings is
the 80-20 split which gives 80% to the training and 20% to
either validation or testing; this ratio finds interesting roots in
what is referred to as the Pareto Principle or the law of the
vital few that arises in finance and economic theories [15].
We can also split the data into three ways, where validation
and testing are each 20%, and training is 60%, as illustrated in
Table 2. The next couple of sections discuss the terminologies
and jargon associated with machine learning, and briefly
defines categorical established standards.

C. THEORY OF GENERALIZATION
The main purpose of employing machine learning techniques
is to have the ability to generalize. Generalization happens
when the sample mean is approximately equal to the popu-
lation mean. In the context of ML, in training, the sample
input is used to determine the set of hypothesis, whereas
testing is when a new set of unexplored input space is used,
as explained in further details in Sec. II-B. Let Ein be the
in-sample error computed through the training phase, and
let Eout be the error which is based on the performance of
the entire input space X (the whole population), and which
can be approximated through testing with a fresh sample
data. The difference between Ein and Eout is known as the
generalization error, which is nonetheless not always feasible
to generalize, if the sample is not representative per se.
One way to characterize such generalization error is through
Hoeffding’s inequality [12], which can be written as follows:

P [jEin � Eoutj� �] � 2Me�2�2N ; (1)

where M is the number of hypotheses for a given problem, �
is the tolerance value, and N is the cardinality of the data set.

The above inequality (1) provides an upper bound for the
probability of a good generalization, i.e., when the difference
between Ein and Eout is within a range of a tolerance value
�. This ensures that the chosen hypothesis g with the lowest
Ein is the best in terms of the out-of-sample error Eout, for a
given number of hypotheses M .

Fortunately, when the hypotheses are similar, they are

bound to overlap. For instance, if we slowly vary the param-
eters in a machine learning problem, we get an infinite set of
hypotheses which differ only infinitesimally. This results in
a gross overestimate which is the key towards generalization,
i.e., in order to have a meaningful inequality, M has to be
approximated through a growth function which replaces it in
the bound. This growth function limits the bound by taking a
sample of size N from the input space instead of considering
the entire space, a process known as a dichotomy. For exam-
ple, binary target functions have 2N as the shattering number
of dichotomies, which is itself a great reduction [12].

D. TYPES OF LEARNING
From a categorization perspective, learning is divided into
three groups: supervised learning, unsupervised learning, and
reinforcement learning [12]. Supervised learning is when the
model is trained with explicitly labeled data sets; the data
points are (x; y), where x is the input and y is the label. On
the the other hand, unsupervised learning is when the training
data do not contain any label information. In simpler terms,
learning is called unsupervised when the model is trained
with unlabeled data. An illustrating example of unsupervised
learning is the clustering problem, which is solved using K-
means clustering algorithm [16]. In reinforcement learning,
the training set contains inputs, outputs, and a grade for
each pair. The addition of the grade creates a quantifiable
measure of how good the output is. Reinforcement learning
is commonly employed for agent-based games with a score-
oriented environment [17].

Having presented the general foundations of machine
learning, we next investigate how machine learning-based
techniques, hereafter called learning-based techniques2, can
be used to solving optimization problems. The next section,
therefore, justifies in details the emergence of learning-based
techniques in the optimization realm.

III. LEARNING-BASED METHODS FOR SOLVING
OPTIMIZATION PROBLEMS
This section first introduces neural networks as a platform for
automating analytical modeling. It then lists some features
that define hard optimization problems. The paper after-
wards presents learning-based techniques, including deep

2Despite not being a deep-learning technique, reinforcement learning is
illustrated in our paper as a learning-based solution which inherently relies
on score oriented environments, and so we think including it is integral for
the story our paper tries to convey.
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FIGURE 2: Deep neural network model.

learning and other interactive learning techniques, and il-
lustrates how such techniques can be utilized in solving
hard optimization problems. While the literature has other
important lines of works on using neural networks for solving
optimization problems, e.g., the methods proposed in [18]–
[20], our overview article next focuses on particular key
potential issues pertaining to contemporary applications in
communications and signal processing. To this end, the paper
next introduces the classical models of neural networks,
i.e., the perceptron and the backpropagation, and afterwards
presents particular learning-based methods (ranging from
deep learning and its variants to interactive learning and
federated learning) for their recent vital roles in solving
contemporary complex optimization problems in the areas of
communications and signal processing.

A. NEURAL NETWORKS
A neural network can be described as a directed graph whose
nodes correspond to neurons connected through edges, as
depicted in Fig. 2. Each neuron takes as input a weighted sum
of the outputs of the neurons connected to its incoming edges
[11]. The bird’s-eye view of the deep learning model would
seem intricate at first. But when the meaning of each node is
revealed, the matter seems less convoluted. Before exploring
the features, structures and factors of optimization problems
that necessitate the usage of deep learning algorithms, we
now present the classical aspects of neural networks, i.e., the
perceptron and the backpropagation, so as to better explicate
such conventional notions in the text.

1) Perceptron Model
In the inter-workings of the neural networks, there are
weighted linear combinations of neurons with activation
functions to non-linearize the model. The hierarchical struc-
ture has a certain depth and height characterized by the
number of layers and nodes in each layer, respectively. The
simplest neural network is made up of one layer and is called
the perceptron, as shown in Fig. 3. In the perceptron model
[12], certain neuron Y is a linear combination of the inputs

1

x1

x2

xn

P � Y

b

w1

w2

wn

Input

Weighted Combination

Non-linear Function Output

FIGURE 3: Perceptron model.

xi (the number of which is denoted by N ) multiplied with
weights wi, and added to a small bias b. While both the
weights wi and the bias b are learnable, tunable parameters,
Y can be represented mathematically as follows:

Y = �

� NX

i=1

wixi + b

�
; (2)

where �(:) is denoted by the activation function [12]. 3

2) Backpropogation
Once a neural network is set up with its hyper-parameters,
i.e., certain depth and height, which indicate the number of
layers and the number of nodes in each layer, respectively.
The next step is to fine-tune the weights and biases in
each layer. Such process necessitates a powerful, scalable
method that can be processed in large-scale neural network
dimensions. Such method, known as backpropagation, is the
standard method for training artificial neural networks [21].
This often occurs by using a gradient-descent algorithm to
train the associated network with respect to a cost function,
by moving from the end layer of the neural network all the
way to the first layer; hence the backpropgation terminology.
More insights and mathematical details on backpropagation
can be found in [21].

3) Deep Learning
Deep learning has garnered significant attention over the past
decade. Some of the reasons behind the latest deep learning
popularity are the emergence of batch normalization and the
onset of graphical processing units (GPUs) which massively
empower the deep learning model capabilities [22].

As a branch of machine learning/artificial intelligence
(AI), deep learning is differentiated from other classical ML

3Whenever the functionality of the above preceptron model is to deliver a
binary result, the operator � in (2) acts as a binary classification operator.
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models because it iteratively generates the features in the
model [23]. Such iterative generation ensures autonomy of
the model and lack of human guidance; thereby avoiding
the pitfalls of human error. Moreover, deep learning’s perfor-
mance is fueled by big data and gleans valuable information
and correlations in the data that would be imperceptible to
the human expert [24]. Deep learning virtually eliminates the
cumbersome pre-processing phase found in other models and
employs a hierarchical feature extraction method upon which
information is sifted through and abstract interconnections
are distilled, surpassing run-time limitations of traditional,
less superior techniques.

Another term that is used interchangeably with deep learn-
ing is deep neural networks (DNN). This terminology is
inspired by the human brain and the way neurons interact
with each other, as well as the complex links between them.
The parallels of the artificial brain and the human brain are
many, and the resemblance is oftentimes minute. The reason
for such similarity is that scientists and researchers strive
to find an optimal thinking scheme for their computational
models, and so they base such models on the intelligent
human brain scheme.

In fact, due to their intrinsic ability to handle and process
a considerable amount of data that off-the-shelf algorithms
cannot utilize, deep learning provides practical solutions for
many optimization problems, especially those abundant with
randomness, mathematical restrictions, and computational
complexity, as stated in the next subsections.

B. FEATURES OF HARD OPTIMIZATION PROBLEMS
Optimization problems are found in far-spread academic and
industrial fields including engineering, economics, statistics,
etc. Such problems include decision making, system design,
and analysis. Depending on the optimization variables types,
optimization problems can be classified into three branches:
discrete, continuous, or mixed integer optimization problems
[2] [25]. From another perspective, optimization problems
are distinguished by the number of constraints and the nature
of the constraints that govern the problem; it is intuitive
that unconstrained optimization problems are easier to solve
when compared to constrained optimization problems [26].
Another outlook which differentiates optimization problems
is certainty, which classifies optimization problems as either
deterministic or stochastic. In deterministic optimization,
the modelled data are precisely identified, and there is no
uncertainty about the parameters set. Stochastic optimization,
on the other hand, entails uncertainty in its parameters (when
randomness is present). These also include situations where
the data are not accurately determined, such as when com-
mitting measurement errors, and when data are associated
with future events [27] [28]. For instance, most of the real
world problems include unknown and uncertain parame-
ters, which emphasizes the important role of optimization
techniques that can be used to solve stochastic and heavily
constrained optimization problems [29]. This section next
presents the two main features under which solving opti-

mization problems using deep learning techniques becomes
more pronounced, namely randomness, and high mathemati-
cal/computational complexity.

1) Randomness
Several factors affect the accuracy of finding the optimization
problem’s optimal solution. One of the critical factors is
the nature of data, e.g., data distribution, data continuity,
and probability of occurrence. Uncertainty of data can par-
ticularly affect the optimization problem in several aspects,
which include the method used to find the optimal solution,
the computational complexity, and percentage error. Such un-
certainty can imply incompleteness of information, unknown
distribution, or highly probabilistic data [30]. Stochastic
optimization, for instance, is a commonly used method to
solve problems which are rich in randomness. Their problem-
solving algorithms take advantage of the probability and
parameter distribution. The goal of the algorithms is to find a
policy that is feasible for all the possible data instances. Such
algorithms often attempt at maximizing the expectation of a
function f(x; �) over random variables �, where gi(x; �) are
random constraint functions. Therefore, limits in resources or
minimum requirements constrain the possible decisions.
To sum up, the uncertainty of input data must be taken
into consideration when proposing a model to solve opti-
mization problems of random nature. It is relevant to also
mention that in some cases such as in [31] and [32], even
the optimization formulation could be untractable. Deriving
an analytical formulation for an undetermined model can
then be challenging. Yet, another difficulty encountered is the
presence of dynamic data. Cases such as those in [33] present
an optimization problem where parameters are dynamically
changing over time, which can utterly complicate finding
solving strategies. Under such scenarios, deep learning is a
plausible candidate to handle similar optimization cases, i.e.,
those which do not have a representative model or deal with
dynamic and random data. The rationale for employing deep
learning as possible solution lies in the fabric of deep learning
theory, as the model can be trained without supervision
without prior knowledge of the exact data.

2) Mathematical Intractability and Computational Complexity
High computational complexity is inevitable when dealing
with huge amounts of data, or with complex intractable op-
timization problems (e.g., optimization problems where the
objective function and/or the constraints do not have closed-
form mathematical expressions). Since many optimization
problems fall into both categories, it is no wonder that
practitioners and programmers attempt to avoid the incurring
hurdles by any possible means. One can decide how complex
the problem is based on the mathematical tractability, and
the required resources needed to solve that problem. Such
resources can be classified according to the potential running
time needed to solve the problem, and the computational
space that each iteration would take. The computational
complexity of the algorithm is also a function of the size and
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type of input parameters. Since every optimization algorithm
is often designed to handle particular structures, types, or
specific data distributions, feeding the problem with data
of incompatible distributions may either fail or dramatically
increase the complexity [34] [35].

Recently, learning-based techniques have gained a decent
popularity at solving complicated optimization problems,
especially where off-the-shelf techniques would fail [36] as
shown next.

3) Learning for Hard Optimization Problems
One of the strongest neural networks features is their capa-
bility to approximate continuous functions, a fact known as
the universal approximation theorem; please see [37], [38]
and references therein for more details. Such approximation
capability, also illustrated in Fig. 4, depicts how a function
f̂(X; �) serves to approximate a function f(X) by means
of designing the parameter � through the proper training,
akin to minimizing the approximation loss. Such scheme
can potentially approximate well any continuous function no
matter how non-linear or complex it is [38] .

In the optimization context, one could devise an optimiza-
tion algorithm, theoretically capable of finding a global or a
local optimal solution. As discussed earlier, however, ‘hard’
optimization problems would require numerical algorithms
with high computational complexity, which are inconceivable
for real-time applications, and which cannot be implemented
in practical systems. In such cases, neural networks, as a
powerful function universal approximator, can be potentially
used to approximate such algorithms offline. In other words,
one can first generate a reasonably sized ensemble of inputs
from the problem inputs distribution, and its corresponding
outputs using the devised complex algorithm. Once such
input-output pairs are generated, the data are used to train
the neural network so as to best approximate the algorithm
holistically. We note that such approximation is particularly
feasible because of the theory of generalization, as explained
in Sec. II-C, which empowers the trained network to gener-
alize sufficiently well (albeit perhaps providing sub-optimal
solutions to new inputs, given the incurred approximation
loss). Such scheme is further illustrated in Fig. 5. The fig-
ure, particularly, shows how the algorithm, denoted by the
function Y = f(X), is approximated using the function
Ŷ = f̂(X; �) by means of finding the parameter � that
minimizes the loss function Y � Ŷ . The classical approach
herein is to first train and construct the neural network offline
as in Fig. 5, and then to use it in an online, real-time fashion
as in Fig. 4.

The next subsections visit the variants of neural networks,
explain them thoroughly, and explain how to use such learn-
ing techniques for solving optimization problems.

C. DEEP AND INTERACTIVE LEARNING TECHNIQUES
1) Deep Neural Networks
In elementary DNNs, also known as Feed-forward Neural
Networks, information flow only in one direction, i.e., no

FIGURE 4: Neural network abstraction for universal function
approximation [38].

FIGURE 5: Training a neural network for solving optimiza-
tion problems [38].

cycles or loops, and thus do not provide the sense of memory
[39], as illustrated in Fig. 2. This simple DNN is often used
at the end-stage of a pipeline.

The operator � in (2), also called activation functions [40],
is used to break linearity and to squish the values to an
acceptable range so as to prevent the model from imploding.
Some famous activation functions include the below sigmoid,
tanh, and the Rectified Linear Unit (ReLU) functions (as
depicted in Fig. 6, which are defined respectively as follows:

sigmoid(x) =
1

1 + e�x
; (3)

tanh(x) =
ex � e�x
ex + e�x

; (4)

ReLU(x) = max(0; x): (5)

In fact, a popular non-linear function among researchers is
ReLU and its variants, for their ability to bend the space
to better separate the inputs of the system and predict the
mappings of future inputs.

Convolutional Neural Networks (CNNs) are akin to deep
neural networks, since they are made up of neurons that
self-optimize themselves through the process of learning,
whether it is supervised or unsupervised; see the earlier
discussion on the different types of learning in Sec. II-D.
The main distinction CNNs have over standard DNNs is that
CNNs are widely used for pattern recognition, especially in
applications related to image recognition and classification.
The elementary architecture of a CNN has three main types
of layers, the convolutional layer, the pooling layer, and the
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FIGURE 6: Activation functions.

fully connected layer. When these layers are stacked together,
a complete CNN is formed [6] [41].

The convolutional layer, also known as the kernel layer,
takes as input both the input matrix with specific and preset
dimensions, and the filter which is computed through the
training process. The output of the convolutional layer is
the result of convolving (or elementwise multiplying) the
input matrix and the learned filter. The pooling layer, on
the other hand, is responsible for reducing the spatial size
of the convolved feature, which is essential for reducing the
computational power required to process the data. Pooling
layers have two types, namely the max pooling and the
average pooling, where max pooling returns the maximum
value of the kernel (filter) covering fragment of the image,
and average pooling returns the average of all the values from
the portion of the image covered by the kernel. Lastly, the
fully connected layer is the one responsible for listing all the
features for a final classification stage [6].

In practice, CNNs can have many stages, where each
stage is made up of the above three aforementioned layers.
CNNs are often trained with many input-output combina-
tions. Moreover, CNNs work well with supervised training
by using stochastic gradient descent to find the optimized fil-
ter for classification. In order to determine the most efficient
filter, the gradient descent (or error backpropagation) method
is often used [42].

Along the context of our paper, i.e., for the purpose
of solving optimization problems, references [43] and [44]
consider CNN as a tool to solve problems with undeter-
mined models and objective functions, or with optimization
parameters whose domain creates an impediment to find a
tractable numerical solution. In this context, CNN comes as
a strong candidate to tackle such (unlikely convex) problems
due to CNNs affinity at detecting patterns with a relatively
low computational complexity as compared to conventional
numerical heuristics [29].

Since CNNs are used to detect and find patterns in a given

Input Image Convolution+ReLU Pooling Convolution+ReLU Pooling Flatten Softmax

Feature Extraction Classi�cation

FIGURE 7: Convolutional neural network model.

FIGURE 8: Recurrent neural network model.

data, they are shown to be practical in solving optimization
problems where the closed form expression of the objective
function is unknown, or in cases where the optimization vari-
able have sporadic ranges (discontinuous) or are unknown
[43] and [44], e.g., in mixed integer programming problems.
To solve such problems using CNN, first generate the data
points which could be labeled or unlabeled data, since the
data that we aim to process may have specific patterns. Then
this data passes through the classical convolutional neural
network blocks, consisting of convolutional layer followed
by the pooling layer, as explained earlier in this section. The
last layer in a CNN is the flattening layer which is usually a
fully connected layer which is used as the final classification
step. In this process, to find the optimal classification, i.e.,
correct optimal solution, a simpler optimization problem is
solved using gradient descent or backpropagation to find the
optimal filters and kernels.

In most common applications, CNNs employ a 2D space
input. For example, in image analysis, an RGB image is split
into three 2D matrices, each representing one channel of the
primary colors. Similarly, dataset needs to be pre-processed
to fit the properties of CNN. If the data are not in 2D form or
lower, it must be processed through an optimizer [41]. The
complexity of the training depends on the amount of ran-
domness that the problem contains. Sec. IV illustrates several
applications that employ such a training model. In the next
subsection, another variant called recurrent neural network
is introduced due to its capability of handling dynamic and
sequential complex optimization problems.
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2) Recurrent Neural Networks and Echo-State Networks
(ESNs)

Examples of sequential structures, i.e., those which have
temporal dependencies [45], include time series or Natural
Language Processing (NLP) problems, which are abundant
in real-world scenarios. It becomes, therefore, necessary to
reform the generic neural network model so as to accommo-
date temporal dynamic behavior in dependent data structures,
by inducing memory-based models through Recurrent Neural
Networks (RNNs). In contrast with the conventional feed-
forward networks, the information in RNNs travel in loops
from layer to layer so that the state of the model becomes
a function of its previous states. In NLP, for instance, it
is noteworthy to consider that the number of words might
not necessarily be the same when translating a sentence
from one language to another. Essentially, when data have
arbitrary lengths, RNNs are used so as to allow for dynamic
computational steps that are independent of input and output
vector lengths [46]. This winning feature is a distinctive
characteristic of RNN, especially given that RNN models can
process both discrete and continuous (real-valued) data such
as text processing, handwriting, etc. [47].

The standard RNN model presents a non-linear dynamical
mapping of sequences to sequences, depicted as a directed
cyclic graph with hidden states in the layers. As illustrated in
Fig. 8, it is parameterized by three weight matrices [U;W; V ]
which correspond to the input, hidden, and output nodes,
respectively. For the sake of simplicity, the cyclic visual-
ization of the RNN is unrolled to resemble an elementary
feed-forward network which is easier for analysis. It is often
remarked that RNNs resemble human brains when it comes
to information propagation, as humans do not think from
scratch. When we read, for instance, we base our knowledge
on words previously known to us and infer unfamiliar words.
Our thoughts persisting and building on each other are to
some extent the chief foundation of human intelligence.
Likewise, the RNN model maintains information that are
passed from one stage of the network to the other through a
loop. What each neuron sees is the current input x and all the
previous states h. The weight matricesW;V;U are constantly
updated and tuned in order to optimize the output. The �
function introduces the crucial non-linearity in the model as
shown below:

h(t) = �(Wh(t� 1) + Ux(t)); (6)

and
y(t) = V h(t): (7)

For optimization problems with time-dependencies, i.e.,
with dynamically changing inputs, an algorithm which would
be hard to deploy in real-time can be approximated well
through an offline trained RNN. Such process is implemented
in such a way that the time-dependent data are fed into the
RNN, and so the RNN would give a reasonably good output,
given RNNs capabilities to generalize. As discussed earlier

FIGURE 9: Echo-State network model.

in this paper, such output, albeit not necessarily optimal, is a
viable solution, particulary for problems with complex time-
dependency restrictions. Training RNNs is an iterative hard
process, where any small ripple can compound and result
in large effects, known as “the butterfly effect". However,
there are heuristics that are known to solve the difficulty
of training, one of which is backpropagation through time
(BPTT) [48]. This method has two problems that are dual to
each other, namely, the exploding gradient problem, and the
vanishing gradient problem. The former can be solved with
a hack of clipping the matrix W , which disallows its values
from imploding. The latter occurs when nodes barely learn
in deep networks, a scenario that arises from the chain rule
in backpropagation, when the singular values of matrix W
are all significantly less than one. Such problem is solved by
transforming the RNN model into another model called the
echo-state network, which is robust to the vanishing issue, as
explained next.

In essence, ESNs establish a novel approach that facilitates
the practical application of RNNs, thereby outperforming
classical approaches on a number of benchmark tasks [4]. As
a variant of RNNs, ESNs have a randomly generated reser-
voir in lieu of classical hidden layers; only the output layer
is adaptable and can be trained [49]. In principle, this makes
ESN a shallow learning technique, since it does not include
multiple layers. Nevertheless, in the context of our paper,
ESN is studied within the generic framework of learning-
based solutions, for its relative resemblance to RNNs with
a number of layers, L, equal to one. This section overviews
the working principle of ESNs, and delineates in detail the
superior advantages of its architecture.

ESNs provide a supervised learning principle for RNNs,
and maintain a unique form among its peers in the DNN
realm, with the introduction of a reservoir in the depiction.
Thus, ESN also falls under Reservoir Computing (RC),
which refers to a class of state-space models within a fixed
transition structure, i.e., the reservoir [50]. The reservoir
is analogous to a black box, which maps the input to the
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output using an echo-like phenomenon. Its internal neurons
are sparsely connected, with values randomly assigned, as
illustrated in Fig. 9. This reservoir is sufficiently complex to
maximize the number of features it can effectively accumu-
late.

The idea is to drive a random and fixed RNN merely with
the input signal, where the only unfixed parameter is the
output weight matrix Wout. The reservoir weight matrix W
and the input weight matrix Win are randomly assigned and
initialized only once. The input signal is connected to the
reservoir and feeds the input activation within it, a collection
of untrained random weights, inducing in the reservoir neu-
rons nonlinear response signals, and discovers the intended
output with a trainable linear combination of all the response
signals. This seemingly random mapping has deep dynamical
theories involved, where sparse random connections in the
reservoir allow previous states to “echo" even after they have
passed. This echo property of the reservoir is its memory
aspect, so that if the network sees an input that is similar to
what it trains on, the responsive signals of the neurons follow
the activation trajectory appropriate for that input [51]. In
that way, the dynamics in the reservoir provide a matching
signal to what it trains on. If the training on the reservoir is
done fairly well, it would be able to generalize from what it
had seen, following activation trajectories befitting the input
signal driving the reservoir.

Suppose M , N , and L are the number of neurons in
the input, hidden, and output layers, respectively. Also, let
x1; x2:::xM be the input neurons, u1; u2:::uN be the hidden
neurons in the dynamical reservoir, and y1; y2:::yL be the out-
put neurons. Define the fixed weight matrices Win 2 RM�N

and W 2 RN�N as designated inputs plus a certain bias, and
fout as the activation function. Moreover, denote the readout
layer matrix by Wout 2 RN�L, which is the only trainable
part of the entire system. The formulation of the updating
response and the ESN dynamics can then be expressed as
follows:

u(t+ 1) = �(Winx(t+ 1) +Wu(t)); (8)

and
y(t+ 1) = fout(Woutu(t+ 1)): (9)

ESNs have the ability to process and solve highly complex
tasks, which makes it a strong candidate for solving optimiza-
tion problems, e.g., [33], [52], [53]. The problems in [33],
[52], [53] are functions of dynamic and random data, which
makes their solutions hard to resolve in polynomial time.
ESN models can tackle such problems because of ESNs se-
quence detection capability which can detect a pattern in the
data and solve the problem accordingly. Although there are
other models that can tackle such problems, ESN provides
fast convergence, stability, and simplicity for the training
algorithms, as shown later in Sec. IV which highlights how
the training is implemented for specific applications. The
time complexity of the training depends on the amount of
randomness that the data maintain. In the next subsection,
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S0

A 0

R0

Sn

A n

Rn

Time

FIGURE 10: Reinforcement learning model.

we present a different interactive learning framework, as we
visit the reinforcement learning and explicate its intricacies.

3) Reinforcement Learning
Reinforcement learning (RL) model involves an autonomous
agent with a singular goal to maximize a numerical reward.
RL models outperform many deep learning techniques in sev-
eral applications [54] [55] [56] [57]. Simply put, reinforce-
ment learning is concerned with goal-oriented algorithms
majorly applied in games, e.g., AlphaGo [58]. The main idea
in reinforcement learning is that there is an agent in a com-
pletely unknown, stochastic environment. The agent operates
in a sequential-controlled environment known as Markov
Decision Process (MDP) [59]. In reinforcement learning, the
agent is able to sense the current state of the environment
and consequently performs an action that impacts the state
so as to maximize a certain reward. Since the environment
is unknown, the agent has to learn the relationship between
the action and the resulting change in reward. This can be
done essentially by trial-and-error by learning the effects of
each and every action [17]. Through many iterations, the
agent eventually learns what action to take on a specific state
in order to maximize the reward. Besides the terminologies
defined above, a reinforcement learning scheme has sub-
elements including the policy and the value function. The pol-
icy characterizes how the agent behaves in a given situation
or a state. In other words, the policy is a mapping between
the current state of the environment perceived by the agent
and the corresponding action that needs to be taken [17].

The RL model can tackle problems that have large and
dynamic data. Moreover, RL can utilize prediction problems
since the agent needs to take an action in every iteration
and can also address NP-hard problems such as [55]. One
of the simplest ways to train a RL policy network is by
using a method called policy gradients. The approach herein
is to start with a random network, and then feed it with a
frame from the agent which produces a random output action.
The output is sent back to the agent and then the agent
produces the next frame. Such process then iterates until a
reasonably good solution is reached. The network, in this
case, can be a fully connected network or even a CNN. The
output of the network needs to be sampled during training
to avoid repeating the action indefinitely, which allows the
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agent to explore the environment randomly and discover a
better solution.

In practical applications, RL is often more efficient when
the environment in which the agent trains has a direct reward
signal for actions that can be taken within that environment.
In classification problems, for example, the neural network
does not do any action rather than producing a prediction
of which class it believes the input belongs to based on its
training. The main distinction between RL and supervised
learning is that, although RL receives feedback, the output
is not the exact answer. The agent interacts with the envi-
ronment, receives a reward and adjusts its policy. The agent,
however, is never told which one was the right action. It is
only told what is the likely right answer.

4) Federated Learning

Big data availability is not the only hurdle in system opti-
mization, as security and privacy concerns are also growing
as important design factors in a variety of problems [5].
Federated learning is a relatively newly formulated training
method that promises to solve privacy concerns related to the
data available at the end-users side. Federated learning algo-
rithms enable data scientists to use artificial intelligence with-
out compromising users confidentiality. A federated learning
model, as opposed to centralized learning, has no direct
access to training data, as the data remain at its original
location. Let N data owners F1; F2; F3; :::FN contribute to
the final model at the server’s end with a useful amount of
dataD1; D2; D3; :::DN . In conventional training, all the data
sets are combined together to formD whereD = fD1[D2[
D3::: [ DNg and eventually train the main model Mconv. In
federated learning, however, each data owner Fi need not to
share their data set Di 8i 2 f1; 2; :::; Ng to effectively train
a federated learning model Mfed. A good federated learning
model’s accuracy, defined as �fed, needs to be as close as
possible to a conventional model accuracy �conv where all
the data are available centrally. One performance metric used
in the federated learning domain is the �-accuracy loss, also
defined in [5] as:

j�fed � �convj < �: (10)

The federated learning model works as follows. Firstly, the
server shares the current model parameters � with k end users
where k � N . The users start to process the received model
� and update it with regards to their current data [60]. Con-
sequently, the end users updated models fH1; H2; :::Hkg are
sent back to the main server where the model is reformulated
based on the users updates and the cycle repeats, as shown in
Fig. 11. The update equation becomes then:

� = � �
kX

i=1

(
ni
N
Hi); (11)
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FIGURE 11: Federated learning model.
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FIGURE 12: Hierarchical structure for solving optimization
problems using FL.

where

N =
kX

i=1

(ni): (12)

FL shows high-quality performance in several timely ap-
plications, e.g., [61] [62]. It is a particularly actively growing
research topic for handling massive datasets. More specifi-
cally, the distributed learning problem can have millions to
billions of nodes, and the dimension can reach thousands to
millions, which highlights the role of FL in solving massive
data problems. In summary, the type of problems that the FL
model can utilize can benefit from three main distinguishable
features. Firstly, the model is capable of utilizing massively
distributed data, where training data is stored across a mas-
sive number of nodes. Secondly, the model is able to employ
privacy-sensitive data, as the FL federated has no direct ac-
cess to training data. Thirdly, nodes are trained continuously
locally, and the federated model gets updated in a continuous
fashion.

The steps of solving an optimization problem using FL
are described graphically using the scheme illustrated in Fig.
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Technique Problem type Main feature
CNN Unknown objective, constraint Pattern detection

ESN Classification and regression prediction problems Sequence and pattern
detection

RL Prediction problems, NP-hard problems Active learning
FL Excessive data, privacy concerns Local training

TABLE 3: Summary table of when to utilize each learning-based technique in solving optimization problems.

12. The structure starts with an optimization problem that is
distributed among the nodes. In general, each node receives a
copy of that large-scale optimization problem, as intelligently
distributing the computations is a critical step to reduce
the overall computational complexity. Handling the problem
using subsets of the original dataset while preserving privacy
becomes then a key highlight of the FL-based solution. We
further note that the number of nodes can vary according
to the number of private subsets that the problem utilizes.
The following procedure then runs in a iterative fashion
until convergence. Firstly, several subsets are selected for
training, either in a randomized or in an optimized fashion.
An optimization technique can be applied to determine which
models are suitable. This factor depends on the stability
of the dataset, which represents the original dataset with
the least percentage error. After the subsets are selected,
stochastic gradient descent is used for local training due to
the massive volume of data [63]. After the model is trained,
the facilitator averages the models on the nodes to update
the primary model through an averaging technique. Similar
to previous models, this problem turns into an ML problem.
After averaging, the model sends the updated model to each
node. The local training is then updated, and so does the
overall cycle. We also note that the techniques mentioned
previously in this section can be used to construct the FL
model. For instance, the model used in [33] applies both ESN
and FL for solving the underlying optimization problem.
Further details about this application are discussed in Sec. IV.

D. INTERIM CONCLUSION

It is pertinent to mention that most of the above techniques
are recently developed; their theoretical and computational
implications are active research areas in their own right. For
instance, utilizing a FL technique to solve an optimization
problem is still considerably costly at this stage. The ratio-
nale is that the process of constructing the model consumes
significant memory space and requires extensive data pro-
cessing capability. Choosing the proper technique to solve
an optimization problem of interest is, therefore, crucial,
as one must thus select an appropriate method according
to the problem goal. In fact, the philosophy of choosing
the appropriate technique is itself an optimization problem,
since several techniques can yield similar performances, but
consume more resources. To this end, we present in Table
3 few takeaway points from the above discussion. Table 3,
particularly, highlights the problem objectives, and deter-

mines the likely learning-based technique through which the
problem can be solved. The next part of this paper then
builds upon such takeaway messages and presents recent
examples from the literature of communications and signal
processing, where optimization problems are solved using
the learning-based techniques discussed above. The below
applications mostly illustrate the usefulness of learning in
designing next generations of communications and signal
processing systems.

IV. APPLICATIONS IN COMMUNICATIONS AND SIGNAL
PROCESSING
Optimization has classically been playing a vital role in solv-
ing wireless communication problems, e.g., throughput max-
imization, transmit power minimization, energy-efficiency
maximization, etc. The conventional approaches to solve
such problems, however, are often suspect of implementation
hurdles. For example, many optimization-based algorithms
entail complex operations with high computational complex-
ity. Moreover, optimization-based algorithms might fail to
offer efficient solutions when the problem data are massive,
random, or dynamic, as Sec. III discusses. This section
overviews how the learning-based techniques presented in
the previous section are adopted in the context of recent opti-
mization problems in communications and signal processing.

This section organization is as follows: Sec. IV-A dis-
cusses wireless scheduling and power control problems
solved using deep-learning algorithms. Sec. IV-B discusses
enhancing virtual reality (VR) users’ experience and cache-
enabled UAVs using echo-state networks. Sec. IV-C, on
the other hand, highlights the applications of reinforcement
learning in aerial base-stations placement and wireless on-
line offloading in mobile-edge networks. Finally, Sec. IV-D
illustrates the use of federated learning techniques in vehic-
ular communications systems when distributed learning is a
necessity.

A. DEEP NEURAL NETWORKS APPLICATIONS
As Sec. III discusses, DNN can have multiple hidden layers
in addition to the input and output layers, making it a suitable
candidate for modeling high-level data abstractions. This
feature of DNN improves the system capabilities during the
optimization process. Therefore, one can argue that DNNs
are suitable for many real-world optimization problems. That
is, DNN addresses complex problems by simplifying the
function into a composition of several simpler functions,
thus making the learning process efficient. In what follows,
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we show some examples where DNNs simplify complex
optimization problems for various types of wireless commu-
nication applications.

In [64], [65], DNN is trained to allocate the power in
the downlink of a massive MIMO system by learning the
map between user equipment’s positions and optimal power
allocation policies, which helps predicting the optimal power
for new user equipment position sets. In [66], the authors
consider a resource management optimization problem in
an interference-limited channel, where the work optimizes
the power allocation for every transmitter node using DNNs
to maximize the system throughput. The study approaches
the problem by approximating the weighted minimum mean
square error (WMMSE) and training the DNNs to learn
the WMMSE input-output relation. Finally, the analysis in
[66] shows that DNNs can well-approximate the behavior of
WMMSE, which results in high sum-rate performance and
low computational complexity.

In [43], the authors consider ensembling a DNN to
solve a non-convex optimization problem of maximizing
the throughput of a multi-user interference channel. The
authors show that although a single multi-layered fully
connected network maximizes the sum-rate directly in the
training phase, it does not outperform the existing solutions.
Therefore, the work further considers a network ensemble
with multiple multi-layered, fully connected neural networks
trained independently. In [67], on the other hand, the authors
study the application of DNN for distributed channel esti-
mation and multi-user precoding in massive MIMO systems.
The authors in [67] show that the deep learning based-
approach can approach the performance of classical linear
precoding schemes with full channel knowledge, but with
much less feedback overhead, which makes it quite relevant
to practical scenarios. Recently, the work in [68] discusses
the application of DNN in the wireless physical layer with a
particular focus on DNN for massive MIMO.

Moreover, DNNs have been exploited in the paradigm
of the sixth-generation (6G) of mobile communication
technologies such as intelligent surfaces and ultra-massive
MIMO systems. The works in [69]–[72] use deep-learning
and neural networks in the context of reconfigurable intel-
ligent surface communication systems. For example, [69]
controls HyperSurfaces-aided programmable environments
to increase the efficiency of the communication system. In
[70], the authors use DNNs to increase the received signal
strength in intelligent reflective surfaces (IRS) systems. Like-
wise, in [71] and [72], the approach of DNNs is used to
maximize the achievable rate with low training overhead and
low-complexity hardware architecture.

To bring such applications into perspective, this subsection
focuses on overviewing two applications that use DNN to
solve specific optimization problems. The applications in-
clude wireless scheduling as a discrete optimization problem
example [73], and power control as a continuous optimiza-
tion problem illustration [43].

1) Wireless Scheduling in Device-to-Device Networks

The problem of link scheduling is particularly intricate in
the context of dense device-to-device (D2D) networks. This
is primarily the case because of the strong underlying in-
terdependency of the scheduling decisions [73]. In fact, the
conventional methods of solving link scheduling in D2D
networks rely on estimating the channel and then optimiz-
ing the schedule accordingly. The estimation of both direct
and interfering links in D2D systems is, however, resource-
intensive and computationally complex. To overcome such
issues, reference [73] proposes spatial deep learning for
wireless scheduling, where spatial learning does not require
the exact channel estimation. In contrast, the approach in
[73] takes the spatial geographic locations of interfering
transmitters and receivers as input, and then learns the cor-
responding scheduling over multiple stages. To highlight the
application of spatial learning in wireless scheduling, we
consider the system model in [73], where N D2D links in
a two-dimensional region. Instead of activating all N links
simultaneously, reference [73] considers activating a subset
of links so as to maximize the sum-rate utility, as illustrated
next.

a: Problem Formulation

Consider the wireless scheduling problem addressed in [73],
where the aim is to maximize the weighted sum rate over N
D2D links. The optimization problem is then formulated as
follows:

maximize
s

NX

i=1

wiRi;

subject to si 2 f0; 1g; 8i;
(13)

where wi is the scheduling priority weight assigned for user
i, and si is the scheduling indicator variable, where si = 1 if
the i-th link is scheduled, and si = 0 otherwise. Finally, Ri
is the sum rate for link i, given the scheduling decisions set
si, which can be expressed as

Ri = W log

 
1 +

jhiij2 pisi
�(
P
i6=j jhij j

2
pjsj + �2)

!
; (14)

where hii is the channel between the i-th transmitter and
the i-th receiver, W is the transmit bandwidth, pi is the
transmitted power of the i-th link, �2 is the noise power, and
� is the signal-to-interference-plus-noise-ratio (SINR) gap
that relates to the theoretical channel capacity.

The above discrete optimization problem is challenging
due to the coupling of the assignment variables within each
individual utilities, as shown in (14). Furthermore, since the
channel state changes over time, and since analyzing wireless
D2D networks involve random parameters characterization
(e.g., user location, shadowing, etc.), finding efficient opti-
mization algorithms to solve problem (13) becomes challeng-
ing. Hence, a DNN is required to solve the problem due to
DNN capabilities at analyzing time-related data efficiently.
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The work in [74] proposes a fully connected DNN that takes
channel coefficients as an input and outputs the optimized
powers for each link to obtain an optimal system sum-rate.
The proposed method is still complex since there are N2

channel coefficients, a fully connected network with N2

nodes as an input, and an N output layer, which requires
O(N3) connected weights. Reference [73], therefore, tackles
the problem by taking the geographical location information
(GLI). Thus, the fully connected network’s input is equal
to the number of links O(N). We next describe the DNN
approach to solve (13).

b: Deep Neural Network Structure
The DNN structure for link scheduling in [73] includes two
stages: the first stage captures the interference between the
links based on the GLI (convolution stage). The second
stage captures the non-linear mapping of the scheduled links
(fully connected stage). On the one hand, the inputs of the
DNN are constructed based on the GLI, by constructing
two square density grid matrices that represent the active
transmitters/receivers geographically. On the other hand, the
convolution stage uses spatial convolutional filters that oper-
ate on the input density grids to compute spatial geographic
locations’ convolution. After computing the spatial convo-
lutions, each link’s contributions belong to the transmitter,
and the receiver is subtracted to obtain the interfered sum
only. The model is trained using gradient descent on the
convolutional filter and neural network weight parameters.
Since the scheduling is performed in a distributive fashion,
a gradient descent method is adopted to achieve a local-
optimal solution without centralized learning. In the second
stage, the ReLU is used at each node in the hidden layer
to produce zero or one value. The fully connected network
takes the extracted vector for each link and output zero
or one, i.e., whether the link is scheduled or not. Several
tests have been conducted to test the system’s performance,
including testing on layouts of the same size as the training
samples, testing the design’s ability to generalize to different
layout dimensions, and testing fast fading into channels. The
work in [73] proves that using DNN to maximize the sum-
rate appreciably simplifies the computational complexity as
compared to classical numerical optimization algorithms.

2) Power Control
Resource management techniques, including user admission
control and power control, are essential for managing the
large-scale interference in future wireless networks. In [43],
the authors propose using DNN for power control, in particu-
lar, to maximize the multi-user interference channel’s sum-
rate, where receivers are confined to treat the interference
as noise. Such power control problem is often considered
of exponential complexity, because of its non-convex com-
plex nature, and so it is often tackled using iterative op-
timization algorithms. Iterative solutions, however, impose
several challenges related to performance, convergence, and
complexity. With that in mind, the need for an efficient

solution arises, which can be achieved by leveraging deep
learning techniques, as in [43]. In what follows, we show the
maximization of the sum-rate using ensembling mechanism
and minimizing the loss function during DNN training to
obtain a near-optimal power control solution as tackled in
[43].

a: Problem Formulation
Consider a N -user interference channel, and a set of
transmitter-receiver pairs N = 1; 2; 3; : : : N , where all pairs
share the same spectrum. In [43], the authors assume the
channel coefficients are fixed in one-time slot and change
independently from one slot to the other. Encoding is also
considered to be independent, and no interference cancella-
tion is performed. For a given profile F , the sum rate of the
i-th link is denoted by

Ri(F ) = log

0
B@1 +

jhi;ij2 PiP
j2N=fig

jhi;j j2 Pj + �2
i

1
CA ; (15)

where hj;i is the cross-link channel between the j-th and i-th
users, Pi is the transmit power of use i, and �i is the variance
of the noise affecting user i’s received signal.

We wish to find the optimal power under power budget
constraints in a multi-user interference network to maximize
the system’s utility. The work in [43] tackles the power
control and network management problem by addressing the
sum-rate maximization from two approaches. The first is for
power budget constraints, and the other is for quality-of-
service (QoS) restrictions. We first show the maximization
of sum-rate under power budget constraints as

maximize
F

NX

i=1

Ri(F )

subject to 0 � Pi � Pmax; 8i 2 N :
(16)

On the other hand, the maximization of the sum-rate under
QoS constraints can be written as:

maximize
F

NX

i=1

Ri(F )

subject to Ri(F ) � ri;min; 8i 2 N ;
0 � Pi � Pmax; 8i 2 N :

(17)

Problem (17) is more complicated than (16), since there
is a need to account for all receivers rate requirements,
where ri;min is the minimum rate required by each receiver
i. Now that we showed that the two problems (16) and
(17) are complex to solve using conventional optimization
techniques, we show how DNN solves tackles such problems
and the advantages of utilizing this particular approach.

b: Deep Neural Network Structure
The authors in [43] propose using a fully connected DNN
to solve for (16) and (17) since the number of users in the
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system is large. They consider DNN in lieu of other more so-
phisticated learning-based techniques as there is little struc-
ture to explore. Furthermore, (16) and (17) do not account for
the correlation existing between channel coefficients, which
seconds that using DNN is sufficient to reach an efficient
solution.

The network has an input layer consisting of N2 nodes
with channel coefficients as the network’s input. The output
layer has N nodes, and there are L� 1 hidden layers, where
L is the number of layers. The input is processed by L fully
connected layers, including the hidden layers. The output cn
of the nth hidden layer is obtained as follows:

cn = ReLU (BN(Wncn�1 + bn)) ; (18)

where ReLU is the rectified linear unit function discussed
in Sec. III-C1 and defined in (5), and BN stands for batch
normalization [22]. The output of the current and previous
layers are cn and cn�1, respectively. We denote the weight
matrix by Wn and the bias vector by bn. The final output
layer has the powers of all transmitters (power profile), and it
is calculated as

cL = sigmoid (WLcL�1 + bL) : (19)

We use the sigmoid function: �(:), defined in (3) to adjust
the output instead of ReLU, because of the power budget
constraints, i.e., (0 � P � Pmax). Then, the transmitted
power is obtained by

Pi = PmaxcL;i: (20)

The performance of the network depends on the loss func-
tion that measures the difference between the network output
and the ground truth. Recall that the supervised learning uses
the optimal solution as the ground truth and minimizes the
loss function accordingly. Since it is challenging to obtain P �i
when N is large, unsupervised learning approach is used to
obtain the global optimal power control for a given channel.
The objective function in (16) is applied as the following
loss function for the sum-rate maximization (SRM) for DNN
training

lossSRM = �Eh[R(h; #)]; (21)

where Eh[:] denotes the expected value with respect to the
channel variable h, R(h; #) is the sum-rate which is a func-
tion of the channel h and network parameters #. Note that
the loss function is trained using stochastic gradient descent
since it is differentiable with respect to #. On the other-hand,
the objective function in (17) is applied as a new loss func-
tion for the sum-rate maximization under QoS constraints
(SMRQC) for DNN training to penalize the minimum rate
constraint

lossSRMQC = �Eh[R(h; #) +�
KX

i=1

ReLU(ri;min�Ri(h; #)];

(22)

FIGURE 13: Performance analysis of DNN and WMMSE in
terms of data-rate.

where � represents the Lagrange multiplier associated with
the minimum-rate constraint as illustrated in problem 17,
Ri(h; #) is the rate for a certain receiver i. If the rate
constraint is not satisfied, i.e., ri;min > Ri(h; #), then the
ReLU function produces a positive number. This forces the
network to update its parameters in the direction where the
constraint is satisfied. Whereas for ri;min � Ri(h; #), the
ReLU function produces a zero. In this case, the training
process focuses on adjusting the network output so it satisfies
the rate constraints and increases the system sum-rate.

Results in [43] show that DNN outperforms the WMMSE
performance. With this set-up, we are not guaranteed to reach
a global optimum, hence we may obtain better results with a
collection of DNNs called a DNN ensembling. [43] proposes
using ensembling DNN since a single DNN is not efficient
enough to control the power.

Ensemble learning is useful in combining weak solutions
(learners) that are efficient at specific use cases to improve
the system performance [75]. The output is established by
weighing all outputs of the classifier, and using weak local
learners to produce a better power profile.

Fig. 13 illustrates the performance of DNN and WMMSE
in maximizing the sum-rate as a function of the number of
samples. The whole process, from data generation, training,
to testing, is conducted for 50 users. Fig. 13 shows that DNN
can achieve the maximum sum-rate with less number of sam-
ples. For example, a sum-rate of 5 (bit/sec) is obtained using
WMMSE with a total number of 370 trained samples, while
DNN enables achieving the same data-rate with training one
sample only. This result is a replicated from [66] with a
change in training parameters.

3) Interim Conclusion
The above applications present some of DNN capabilities
in addressing complex optimization problems through de-

VOLUME 4, 2016 15



This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see https://creativecommons.org/licenses/by/4.0/

This article has been accepted for publication in a future issue of this journal, but has not been fully edited. Content may change prior to final publication. Citation information: DOI
10.1109/ACCESS.2021.3079639, IEEE Access

Dahrouj et al.: An Overview of Machine Learning-Based Techniques for Solving Optimization Problems in Communications and Signal Processing

composing the underlying algorithms into several simpler
functions, thus making the learning process efficient. In an
effort to further reducing the training complexity of the learn-
ing process, we next present recent complex optimization
applications that best illustrate ESN detection capabilities
in detecting specific data patterns, and consequently solving
problems of complicated natures.

B. ECHO-STATE NETWORKS APPLICATIONS
ESN is a special case of RNN, which uses the output from
the previous step as input to the current step with sparsely
connected hidden layers. The unique feature of ESN is that
it needs to train an output weight matrix only, thus reducing
the training complexity and consuming less time to converge
compared to other DL algorithms (detailed in Sec. III-C2).
ESN is suitable for caching, VR, and unmanned aerial ve-
hicles (UAVs) network applications. The key enabler for
such applications is the ESN’s ability to adapt to the wire-
less environment dynamics. This subsection also highlights
how ESN-based algorithms often exploit other deep-learning
techniques to solve optimization problems efficiently.

Recent works [33], [52], [53] have studied several prob-
lems related to wireless VR. The work in [52], for example,
optimizes the delay requirements of VR systems by devel-
oping an effective resource allocation scheme to allocate
resource blocks, image quality level, and image format to
maximize the quality-of-service (QoE) of all users. In [33],
the authors develop a novel framework for minimizing the
breaks-in-presence (BIP) within VR using a federated ESN,
which jointly considers the VR applications, VR delay, and
the users’ awareness. Similarly, the work in [53] addresses
the resource allocation problem for wireless VR networks
by considering the data correlation among users. The suc-
cessful transmission probability of VR users is maximized
using ESN as transfer learning as it enables the small base
stations (SBS) to allocate the uplink (UL) and downlink (DL)
resources effectively.

Furthermore, several works study caching in cloud radio
access networks (CRANs) and content delivery networks
(CDNs). In particular, the work in [76] and [77] address the
significance of utilizing caching to maximize the QoE of
the wireless network by illustrating the applicability of ESN
nature to learn data caching and content request predictions
efficiently. Moreover, an ESN-based network is used in [78]
to develop a path planning scheme for cellular-connected
unmanned aerial vehicles (UAVs) networks, where it en-
ables minimizing the interference between the UAVs and the
ground network, thus, minimizing the latency as well.

The study of ESN-based optimization is also addressed
in the context of IRS-enhanced communication systems. In
particular, the work in [79] studies the energy efficiency op-
timization of IRS-enhanced non-orthogonal multiple access
(NOMA) networks by jointly considering the IRS position,
phase shift, and power allocation. The authors propose a
novel LSTM-based ESN algorithm to predict the end-users’
traffic demand to maintain individual data rate requirements.

The proposed algorithm shows a trade-off between the ac-
curacy of the prediction and the computational complexity,
which is resolved by employing a deep Q-network.

In this subsection, we focus on two ESN applications in
the paradigm of VR networks and caching.

1) Virtual Reality
VR technology may revitalize future wireless communica-
tions. [80]. To enable VR technology as a communication
method, one must keep in mind the sensitivity of this tech-
nology with respect to throughput, reliability, and latency of
the wireless systems. In wireless VR, the large delay and
data rate reduction cause VR users to experience BIP events.
These events interrupt them from their virtual worlds. Hence,
it is essential to ensure having a communication solution
that delivers high data rates while considering the QoS re-
quirements. The work in [33] investigates enhancing the VR
experience for VR users by minimizing BIP occurrences, by
accounting for environments’ factors that may cause BIPs.
Some of these factors include link blockage, user mobility,
user association, and user awareness.

For instance, reference [33] argues that while operating
at high-frequency bands guarantees high data rates, such
operation exposes the system to frequent link blockage. On
the other hand, user awareness represents the user’s behaviors
and perceptions in the VR environment. Several users might
be sensitive to minor changes, and others might be resistant.
Federated ESN uses the users’ locations data and enables BSs
to train their ML algorithms locally. Then, the BSs share their
trained models to predict the users’ orientations and obtain an
efficient user association for each VR user that minimizes the
BIPs.

a: System model
The paper [33] considers a set B that has B BSs and a set
N that has N VR users in a cellular network. The BSs use
VR sensors to collect information related to users’ movement
and generate VR videos for user association. The locations
and orientations information are transmitted through UL
transmission links, and VR videos are transmitted from BSs
to VR users through DL transmission links. VR users operate
at sub-6 GHz or at millimeter wave (mmWave) frequencies.
The videos are transmitted over 28 GHz band, and the
tracking information are transmitted from VR devices to
their associated BSs over a sub-6 GHz band. The videos
are transmitted over 28 GHz band due to the need for high
bandwidth to support the high data rates. On the other hand,
a 6 GHz band is sufficient to transmit data as it provides
reliable communication for small data size.

The transmission data rate of the users’ tracking informa-
tion in the UL is denoted as:

cUL
ig (xit; yit) =

WUL log2

0
B@1 +

Pngijd
��
ij (xit; yit)P

K2Ni
Pngkjd

��
kj (xkt; ykt) + �2

1
CA ; (23)
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where (xit; yit) represents the cartesian coordinates for the
location of user i at time t, � is the pathloss exponent,
and WUL is the total UL bandwidth allocated for each BS
(assuming all BSs have equal bandwidth). Pn is the fixed
transmit power of each user, gij is the Rayleigh fading
channel gain, dij is the distance between VR user i and the
BS j, and �2 is the noise power.

At the DL video transmission, beamforming antenna ar-
rays are deployed to reject interfering signals that have
a different direction of arrival than the desired signal. To
estimate the beam, a sectored antenna model is used [81].
This model includes four main parameters which are the half-
power beam-width �, boresight direction �, antenna gain of
the main-lobe Q and the side-lobe q. These parameters are
used to calculate antenna gain of the transmission link from
BS j to user i. Next, after modeling both transmission links
(DL and UL), the paper [33] introduces the BIP model, which
they aim to optimize. To model the BIP, the paper accounts
for both VR videos and the tracking information (including
delay and transmission quality). Therefore, the BIP of user i
is:

BIPi(xit; yit; G;Xit;a
UL
i;t ;a

DL
i;t ) =

1

T

TX

t=1

(G+ ’Wit +G’Wit + �i + �B + �GAji): (24)

Here (xit; yit) is the location of user i at time t, G is the
VR application mode whether it’s a video or an immersion
game, etc. Xit represents the orientation of user i at a certain
time t, and aULi;t ,aDLi;t are vectors that denote the UL and
DL user association, where aUL,DL

ik;t 2 f0; 1g and
P
k2B

aUL,DL
ik;t = 1 respectively. ’Wit is the BIP by the wireless

transmission of VR user i (Further detailed in [33]). The
last three terms of (24) follow Gaussian distribution with
mean zero and variance �2

i ; �
2
B ; �G

2
Aji, respectively, where

we define �i as the awareness of user i, �B as the random
awareness effect, and �GAji as the combined effect of user i’s
awareness of the VR application G.

The equation in (24) emphasizes that the BIP for each
user i depends on the user’s orientation, awareness, and VR
application as well. The result of (24) is the average number
of BIPs that the user i faces over a period of time. After
modeling the BIP for a VR user, we need to predict users’
locations, orientations, and associations to improve both UL
and DL data rates while minimizing the BIP.

b: Problem Formulation

The optimization problem that minimizes the BIP is formu-
lated as follows:

minimize
aUL
i;t ;a

DL
i;t

X

i2N
BIPi(x̂it; ŷit; G; X̂it;a

UL
i;t ;a

DL
i;t )

subject to Nj � V; 8j 2 B;
aUL
ij;t; a

DL
ij;t 2 f0; 1g; 8i 2 N ; 8j 2 B;X

j2B
aUL
ij;t = 1; 8i 2 N ;

X

j2B
aDL
ij;t = 1; 8i 2 N :

(25)

Now, (x̂it; ŷit) represent the predicted location of user i, and
X̂it is the predicted orientation of user i. The first constraint
in (25) ensures that the total number of users associated with
each BS Nj does not exceed a certain threshold V . The rest
ensures that each user i can be associated with one BS at UL
or DL at each time t.

c: Federated ESN Learning for Prediction
The problem in (25) is solved using a learning-based algo-
rithm due to two main reasons. The first one is the unknown
distribution of data. In particular, the BIP depends on the
users’ associations and orientations, and the user association
depends on the users’ locations. Hence, when the users’
association is unknown, data cannot be sent, and there is
a need for historical information related to users’ locations
and orientations to predict user’s associations. The second
reason is that the users’ locations change over time, which
means that the system is dynamic. Therefore, BSs need
to predict the users’ associations proactively to be able to
minimize the BIPs of VR users. Moreover, the BS may fail
to collect holisitc information related to the users’ locations
and orientations and it cannot depend on the partial infor-
mation collected to predict the associations. The data related
to users’ movement is located at multiple BSs. Centralized
deep learning algorithms cannot predict complete orientation
patterns without having full-knowledge of users’ movement
collected by other BSs. Therefore, ESN-based federated
learning framework is addressed to solve the problem by
locating the training data at multiple BSs to predict the
location and orientation of each VR user.

Due to bandwidth and privacy concerns, it is not in our
interest to send information to a central place. Federated
learning is deployed to resolve the privacy concerns since it
uses a decentralized learning approach by training different
sets at different BSs. Hence, it allows the BSs to train their
ESNs and then share the trained networks. Moreover, since
ESN is a RNN, it can analyze the data related to VR users’
proactively with an additional advantage over RNN due to
reduced computational complexity. ESN trains the output
matrix only, so as to reduce the training complexity of the
traditional federated learning algorithm. To sum up, the aim
is to find the optimal output matrix and predict the users’
mobility patterns precisely.

Federated ESN algorithm has four components (as Sec.
III-C2 presents earlier): agents, input, output, and a local
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ESN model. The input of this system is a vector which
contains users’ orientations at specific time t. The output is a
vector that contains users’ predicted locations for future time
slots that a federated ESN learning algorithm can predict.
The local ESN model creates a relationship between BSs
and the predictions of the users’ locations and orientations.
It has a weighted input matrix W in

j , weighted output matrix
W out

j , and recurrent matrix Wj . The values of the input and
recurrent matrix are generated randomly, and the values of
the output matrix depend on training the input matrix.

Moving to training the ESN to determine the users’ mo-
bility patterns and locations, ESN predicts such patterns
and locations based on the input, &ij;t, which denotes the
prediction of BS j for user i orientation and location at time
t, and the neurons state that is given by:

�j;t = Wj�j;t�1 +W in
j &ij;t: (26)

The training purpose that finds the output matrix is given by:

minimize
W out

1

2

0
@

BX

j=1

kW outHT
j �Ejk2

1
A+

�

2
kW outk;

(27)
where Hj and Ej are matrices that contain the system’s
input and the neurons state (i.e., &ij;t�j;t), and the location
and orientation of the each user (i.e., eij;t) in each time slot,
respectively. We can formally define the two matrices as

Hj =

2
64
&ij;1�j;1

...
&ij;T �j;T

3
75 ; (28)

Ej =
�
eij;1; : : : ; eij;T

�
; (29)

respectively, where T is a pre-defined discrete-time index.
The weighted output matrix computed in (27) is used to

predict the users’ information without the full knowledge of
their movements as to minimize BIPs. More details about the
updated matrix and the pseudocode are available in [33]. Fi-
nally, simulation results in [33] show that the federated ESN
learning algorithm can outperform the centralized ESN by
16% gains (of total BIPs) and other deep learning algorithms
by 26% gains.

2) Cache-enabled UAVs
With the exponential growth of the number of connected
devices, the world is shifting toward advanced technologies
including IoT, wireless VR, etc. The immense mobile data
demand puts a strain on the next generation of wireless
cellular networks. Moreover, the next generation of mobile
data is expected to be user-centric, where the network must
be cognitive and self-organized given the users’ data traffic
and mobility patterns. Towards achieving such a network,
references [76] and [77] propose utilizing unmanned-aerial-
vehicles (UAVs) to support the demand for high data rate
communication and enhance the capacity and coverage of

wireless networks, in particular, CRANs with a human in the
loop (HITL) model. The central cloud processor of CRANs
manages the resources of the network while learning the
information of users’ behavior and mobility patterns. Mean-
while, UAVs help predicting, tracking, and caching users’
movements and content request distribution. The works in
[76] and [77] consider practical factors that affect the perfor-
mance of the network. For instance, [77] considers a dynamic
network with ultra-dense users, which predicts the user-
centric behavioral patterns and content popularity by using
UAVs for caching purposes. It also takes into account the
complexity of the high traffic data and records past historical
data traffic patterns to accurately predict the behavior of the
users. The contribution of the work [77], then, is to maximize
the users’ QoEs by deploying cache-enabled UAVs, while
minimizing the total transmit power of the UAVs. The predic-
tion of content distribution and behavioral patterns of users at
the level of UAVs is done by utilizing a conceptor-based ESN
algorithm, where the conceptors facilitate the cloud to create
patterns from users’ behavior and learn them independently
to improve the accuracy of the prediction, as illustrated next.

a: System model

The authors in [77] consider a DL of a CRAN network ofR 2
R remote-radio-heads (RHHs) to serve a set N that has N
mobile users. Also, a set U of U UAVs equipped with cache
storage units. The UAVs are deployed as an aerial RRHs
with air-to-ground transmission using mmWave frequency.
The system also considers a set of contents denoted by �
required by all users stored in the content server, where the
elements of � are of equal size . At each period of � , a user
is only allowed to request one content, where the maximum
transition time duration of each content is represented by �� .
The stored content at each UAV is refreshed every T duration
of time, done off-peak hours. The optimal location of each
UAV is determined based on the mobility and behavioral
pattern of users to support meeting QoE requirements. The
patterns of each user also determine the cached content at the
level of UAVs. For the sake of simplicity, we denote �t as a
single time interval after discretizing � , where t is the chosen
small interval, and F is the number of intervals, such that
F�t = �� . The authors in [77] define the average path loss
between UAV u and user i at a time interval of t as

PL(�t;�;u;�t;�;i) = P (LLoS
(t;ui))L

LoS
(t;ui)+

P (LNLoS
(t;ui))L

NLoS
(t;ui);

(30)

where �t;�;u is the three-dimensional coordinates at a time t
of UAV u 2 U, �t;�;i is the two-dimensional, and user i 2
N . Also, LLoS

(t;ui) is the path loss of a line-of-sight (LoS) link
between UAV u and user i at a time t, and P (LLoS

(t;ui)) is the
probability of having a LoS connection which is dependent
on the nature of the environment, the density and location
of the UAV. The other term is a non-line-of-sight (NLoS)
communication link, where P (LNLoS

(t;ui)) = 1�P (LLoS
(t;ui)), and

the path loss for LoS and NLoS links, are defined as
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L(t;ui) = Lfs(d) + 10� log(dt;ui(�t;�;u;�t;�;i)) + �: (31)

Here, Lfs(d) is the path loss for free space propagation
with d as distance. We denote the path loss exponent of LoS
and NLoS links by �, and the random shadowing effect by
�. Finally, dt;ui(�t;�;u;�t;�;i) is the distance between UAV
u and user i at time t.

b: Problem Formulation
To best formulate the optimization problem of maximizing
the users’ QoE while minimizing the transmission power of
UAVs, we define the minimum UAV transmission power to
meet QoE requirements when user i receives content � in
(32):

Pmin
tx(t;ui)(�t;�;u;  i�; �) = �2

�
2
Nu i�
W � 1

�

PL(�t;�;u;�t;�;i);
(32)

where �2 is the variance of the additive white Gaussian
channel, Nu is the number of users associated with UAV u,
 i� is the minimum required rate to maximize the QoE, and
W is the total bandwidth available for each UAV. Note that
W is divided equally among all UAVs in the network. The
equation (32) demonstrates how the transmission power of
each UAV depends on the minimum necessary rate to meet
QoE requirements, the transmitted content, and the location
of the UAV. The optimization problem of interest includes not
only maximizing the QoE while minimizing the transmission
power of the UAV, but also predicting users’ location and
content request distribution, the best content to cache and the
optimal position of UAV. The formulation of the problem is
as follows

minimize
Cu;U�;u;�t;�;u

TX

�=1

X

u2U

X

i2N�;u

F�;iX

t=1

Pmin
tx(t;ui)(�t;�;u;  i�; �)

subject to A�;u � Amin; u 2 U; (33a)
i 6= j; i; j 2 Cu; Cu � �; u 2 U; (33b)

Pmin
tx(t;�;ui) = (0; Pmax]; i 2 N ; u 2 U:

(33c)

where F�;i is the number of intervals needed for user i to
receive a certain content during the time index � , and A�;u is
the altitude of UAV u at time � . Here, (33) captures the goals
of the problem of interest as it complies with QoE and power
requirements and incorporatew caching constraints, where
Pmin

tx(t;�;ui) is the minimum transmission power at interval t
during period � of a UAV u to user i. On the other hand,
the requested content in (32) is of user’s i at time slot � , and
N�;u is the subset of users associated with UAV u at period
� . Also, (33a) ensures that the altitude of the UAV is above a
predefined minimum value Amin, while (33b) maintains the
cached content C to be single and unique per each cache
storage at UAV. Finally, (33c) guarantees the minimization
of UAV’s power transmission. To solve (33), one needs an

algorithm to predict and find the content request distribution
and mobility pattern of users. The prediction allows finding
the caching content at the UAV, UAV-user association, and
the optimal position of UAVs, which boosts the QoE of the
network. Towards this end, the authors in [77] propose a
conceptors-based ESN algorithm to solve (33) by separating
the content request and users’ mobility into several patterns
and learning them separately for accurate prediction results.
Next, we briefly explain the proposed algorithm that solves
(33).

c: Conceptor-based ESNs for content and mobility
predictions
ESN presents a suitable framework for prediction problems
as it performs non-linear systems forecasting innately. The
inputs of ESNs are stored in the state of the reservoir, and
the prediction of future inputs can be derived using a simple
linear combination from that state. In this case, the inputs
to the reservoir would be the context information of users
(i.e., time, week, gender, device type, age, etc.) and the
output would be the mobility and content request distribution
predictions after combining the reservoir with the trained
output matrix. The ESN prediction algorithm outperforms in
terms of computation complexity the rest of deep learning
techniques, as it does not require significant training data.
The prediction of ESN, however, only considers one pattern
for each user, which inspires the need to utilize conceptors
to characterize the input reservoir. The use of conceptors
here allows creating several prediction patterns for each
user without interference between the patterns. The usage of
conceptors in this scope boosts the accuracy of the predic-
tion algorithm. Since the patterns prediction is user-centric,
the design of conceptor ESN based algorithm differs from
content request distribution and mobility pattern prediction.
Table 4 introduces the components of each pattern prediction.
The conceptor of a prediction pattern in [77] is given as:

Mi
j = Xi

j(X
i
j + ��2I)�1; (34)

where � is a fixed parameter intelligently chosen for accurate
learning purposes, and where Xi

j = E[zit;jz
iT

t;j ] is the state
correlation matrix for zit;j reservoir state of the prediction
pattern i at time t.

The proposed conceptors ESN-based algorithm undergo
two stages to converge: training and predicting. The training
data are used to calculate the conceptors and train the output
weighted matrix using ridge regression in an offline manner
to approximate the prediction function. During the prediction
stage, Mi

j which is the input simulation matrix, and weighted
output matrix are used to obtain the corresponding predic-
tions. Also, conceptors of a specific pattern control the update
states of the reservoir, and so can change the prediction
of different patterns for the same architecture. In general,
the conceptors ESN-based algorithm uses distinct nonlinear
systems to learn each prediction pattern, which allows this
algorithm to predict users’ behavior in different time periods.
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Component Content request distribution prediction Mobility pattern prediction

Agent
The cloud, through the cloud’s pool of base-band
units (BBUs) which is implementing a conceptor
ESN algorithms

BBUs implementing a conceptor ESN
algorithms.

Input A vector representation of each user j’s
contextual information at an interval t

A vector representation of each user j’s current
location and context at an interval t

Output A vector representing the probabilities of user j
requesting a certain content � at a time t

A vector representing the predicted location of
the user j in the next time slots

ESN model

A dynamic reservoir, containing an input weight
matrix and the recurrent matrix, combines with
the input vector of user j to store its contextual
history. Then, the output weighted matrix is
trained with the reservoir to approximate the
prediction function

Similar to the content request distribution
prediction, except that it stores users’ location
and context history.

Conceptors

A conceptor trains one prediction pattern (i.e.,
one content request distribution) by collecting
users’ context information and the relevant
content request during the same time interval, for
different weeks

A conceptor trains one prediction pattern by
collecting users’ mobility in each day during a
week.

TABLE 4: Components of a conceptors ESN-based prediction algorithm.

We refer interested reader to read Sec. III and Sec. IV of
[77] for detailed mathematical derivation and modeling of the
algorithm.

The simulation results for the proposed conceptors ESN
algorithm use data from Youku of China network video index
for content request prediction and mobility data from Beijing
University of Posts and Telecommunication (refer to [77] for
more details) as training. The capacity of recording history
input data to the ESN reservoir decreases when the number
of the learned pattern increases, as the capacity of record-
ing input data using conceptors ESN is limited. When two
patterns are similar, however, the occupied space is less than
when two patterns are distinct. In other words, the conceptors
ESN algorithm compares between acquired data and new
data. Also, the caching property of the proposed algorithm
improves its ability to compensate for the front-haul low
rate to satisfy the QoE requirements. The results in [77]
show that caching content helps reducing the required rate to
reach the QoE threshold. On the other hand, optimizing the
position of the UAV during transmission with users improves
the power transmission by 20% (assuming a network of 80
users). Similarly, caching data improves power transmission
performance by almost 33%.

3) Interim Conclusion

The applications illustrated above highlight how specific-
purpose complex optimization problems can be tackled us-
ing both ESN and federated-ESN learning-based techniques,
which help reducing the training complexity and algorithmic
convergence time. For problems where the weights of re-
wards and penalties are of practical interest, one would adopt
other reinforcement learning techniques, as discussed next.

C. REINFORCEMENT LEARNING APPLICATIONS

Reinforcement learning (RL), as Sec. III establishes, is a
learning-based method that depends on the concept of re-
wards and penalties during the learning process. Although
RL itself is not a deep learning solution, we refer to it
as a learning-based technique. Moreover, one may change
the depth of RL to obtain deep learning solution, which is
referred to as deep-reinforcement learning (DRL), as further
studied in this section.

RL is particularly useful for applications where having
a sense of environment is necessary. This subsection lists
some wireless communication applications where utilizing
RL was required to reach an optimal solution for a particular
optimization problem. For example, in [55], the authors use
the Q-learning algorithm, which falls under the umbrella
of RL. In the context of the system setup considered in
[55], the Q-learning algorithm reaches optimality in real-
time after learning the network and optimizing aerial base-
station (BS) placement based on previous experiences. RL
is not only applicable for discrete optimization problems
but is also utilized for continuous optimization problems
such as radio resource management in [56]. In [56], the RL
solves the optimization problem of tuning the indoor BS
transmission power and guarantees achieving end-user QoE
against network impairments in real-time.

On the other hand, [57] proposes using Deep-RL (DRL)
to overcome resource management challenges caused by
network dynamicity, resource diversity, and resource man-
agement coupling with mode selection. Hence, DRL solves
the optimization of long term power consumption in the
network, taking into account the dynamics of edge cache
states. Recently, DRL has proved its capabilities of reaching
an optimal solution in even more complex systems, such
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as IRS communication systems. For example, the authors
in [82] design a standalone IRS communication system,
where DRL is employed to maximize the achievable rate and
reduce overhead by learning the interaction matrices in an
unsupervised fashion, thus reducing the complexity of the
optimization problem at hand. DRL in this work enables
having an IRS standalone system architecture, which is a step
towards realizing harmonic co-existence between heteroge-
neous wireless systems. Furthermore, the work in [83] also
uses DRL in the context of IRS-assisted MISO systems. The
authors propose a joint active and passive beamforming using
DRL to maximize the system’s throughput by formulating the
sum-rate as the reward to train the DRL model.

1) Aerial BS Placement
With the increasing interest in characterizing next generation
of wireless systems, realizing a universal connectivity and re-
liable QoS for wireless networks become a necessity. Aerial
BSs, a new emerging technology, promises to enhance the
performance of the network. An aerial BS comes in handy
to support the terrestrial BSs when they are unable to meet
the demands of the network (e.g., when there is a congestion,
or when the terrestrial BSs experiences temporary blockage).
Some implementation challenges include finding optimal
placement of aerial BS, taking into account the movement
of users, and solving the aerial BS placement optimization
problem using heuristic algorithms. Such optimization taking
into account users’ movements results in long processing
time which introduce processing delay, and impose high
computational complexity, making some solutions imprac-
tical in real-life. In [55], the authors propose utilizing Q-
learning algorithm to overcome these challenges, as the next
subsections describe.

a: System model
Reference [55] considers a downlink cellular network with
several macro-BSs and a single aerial BS. The network
consists of a IN number of users served by a B number of
macro-BSs. A user is served if QoS � QoSthreshold, where
QoSij denotes the QoS of the link between the ith user and
jth macro-BS, and QoSthreshold is the minimum allowed QoS
in the network. At the initial time Tst, the authors assume
that all links satisfy the serving requirement, but as time
passes and users move, QoS changes gradually. Constant
movement of the aerial BS is costly. Therefore, [55] assumes
that the aerial BS stays immobile for at least an interval Tmin.
The challenge then becomes to find the optimal placement
of the aerial BS while ensuring the network QoS is greater
than QoSthreshold. The way to tackle this problem and guar-
antee that the network’s QoS meets the requirements is by
predicting the movements of users before calculating their
associations’ configuration and optimizing the 3D position
of the aerial BS. The authors adopt a random walk model
as the ground users movements model, and guarantee that
the QoS for each user is greater than the assigned threshold.
Also, in this system model, each user chooses the associate

BSs according to the maximum SINR link. As users move,
they change their BSs associations accordingly, either with
a terrestrial or an aerial BS. The goal of finding an optimal
placement of an aerial BS is to ensure the maximization of
the total throughput of the network, where the rate of a user i
can be determined as:

Rij = log2(1 + SINRij); (35)

where SINRij is the signal to interference plus noise ratio for
the link between the i-th user and j-th BS. SINRij can be
defined as

SINRij =
PrijPN

k=1k 6=j Ik + �2
; (36)

where Ik is the interference of the co-channels between BSs,
the received power is denoted as Pr, and �2 is the noise of
the channel.

b: Problem Formulation
The aerial BS placement problem focuses on finding the
placement of the aerial BS by maximizing the throughput of
the network, subject to area constraints. Such problem can be
mathematically formulated as follows

maximize
x�;y�;a�

BX

j=1

NX

i=1

RijLij

subject to
NX

j=1

Lij = 1;

Lij 2 f0; 1g;
xmin < x� < xmax;

ymin < y� < ymax;

amin < a� < amax;

(37)

whereN is the number of users andB is the number of aerial
BSs, the parameters xmin; xmax; ymin; ymax; amin; amax denote
the 3D possible positioning space where the aerial BS could
be located. � is the assigned value of each aerial BS. Lij = 1
when the i-th user is assigned to the j-th BS and Lij = 0
otherwise.

The problem (37) is an NP-hard problem due to the mixed
discrete-continuous nature of the problem. To solve this
problem (37), the authors in [55] utilize Q-learning algorithm
[55], which is proved to converge to an optimal solution. In
the next subsection, we explain how using the reinforcement
learning algorithm, Q-learning, solves (37) and the reason
why RL is suitable in the aerial BS setting of [55].

c: Q-Learning for Aerial-BS Positioning
For a dynamic network with multiple BSs and an aerial BS,
the authors in [55] propose using an active learning method
to maximize the QoS of the network, and therefore, the
total throughput (35). The used algorithm is one of the most
efficient RL methods, known as Q-learning. The agent in
this case is the solver (could be thought of as the aerial BS
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itself), and the problem to be solved is to position the aerial
BS in the optimal position to maximize the throughput of
the system. The learning agent in Q-learning first takes an
action a& 2 A = a1; a2; :::; am, which triggers a new state
s� 2 S = s1; s2; :::; sm, then the agent calculates the reward
r� of the action it undertakes. The agent then learns from
the previously calculated rewards and chooses the action with
highest reward for a certain state. The Q-learning algorithm is
proved to converge to an optimal solution in a finite number
of iterations.

According to [55], the learning agent places the aerial BS
in the optimal 3D position to maximize the QoS in an interval
of Tmin, the learning parameters are defined according to the
system model of the network. The agent takes an action from
the class of actions defined as the six different movements
of the aerial BS in a 3D plane. The learning changes the
position of the aerial BS when QoSij < QoSthreshold due to
the movement of the users, which is defined as the events
of the state. As the agent chooses an action a& , it changes
the position of the aerial BS and allows the agent to move
to the next state s� . The decision making strategy which the
agent follows at each state in [55] is � � greedy, where the
agent chooses between exploring (where the agent collects
more information and tests the networks, and is allowed
to neglect local optimal results) and exploiting (where the
agent utilizes the knowledge matrix Q, and takes the opti-
mum action accordingly). In conclusion, the implemented Q-
learning algorithm can be described in the following steps.
First, initialize the time T = ts, and assign the current QoS
to be QoSthreshold. as users moves and their associations with
BSs changes, the system calculates the updates QoS, if the
QoSt is less than the required QoS when only ground BSs
are utilized, the Q-learning algorithm runs. The algorithm uti-
lizes the knowledge matrix Q(s; a) of the previous iteration
to initialize the Q matrix for the current iteration to speed up
the converges time. The Q matrix at time t can be defined as

Q(st; at) = � [rt+1 + max (Q(st+1; a)) 
�Q(st; at))] ;
(38)

where � is the learning rate, 
 is the discount factor and
defines the speed and accuracy of convergence. The reward
of each possible action r is given as

rt = QoSt � QoSt�1: (39)

In conclusion, utilizing Q-learning to optimize the placement
of an aerial BS to maximize the throughput of the system is
proved to be indeed an efficient technique. Figure 5 in [55]
shows that utilizing one aerial BS with an optimum position
would enhance the performance of the wireless network.
Also, Fig. 7 in [55] shows the rewards improvement after
every iteration and depicts empirical evidence that after a
sufficient time the algorithm converges to an optimal point.

2) Wireless Offloading and Resource Management
The emergence of IoT is opening the doors for a new era
of machine-to-machine and machine-to-human interactions.
The rapid development of this technology is the fundamental
step towards achieving intelligent and autonomous control
systems. Yet, IoT devices are of limited battery and com-
putational capacity. To overcome this limitation, wireless
power transfer (WPT) technology is a practical alternative,
which enables charging wireless devices (WDs) over the air.
Another possible solution is mobile-edge computing (MEC),
which can enhance the computational performance of WDs
and reduce the latency and energy consumption by enabling
offload computing to the nearby edge cloud in a cellular
network.

In [84], the authors maximize the data processing capa-
bilities by optimizing the wireless resource allocation and
task offloading decision. The optimization is mixed-integer
programming (MIP), and is challenging especially in a multi-
user setting. The optimization problem can be solved us-
ing numerical algorithms (e.g., branch-and-bound, dynamic
programming); however, such algorithms introduce addi-
tional computational complexity which increases exponen-
tially with network size. Another approach to solve this MIP
optimization problem is to utilize heuristic local search which
has less complexity compared to aforementioned numerical
algorithms. The solution quality, however, is not guaranteed
for low-computational complexity heuristic search. In fact,
both numerical and heuristic algorithms require considerable
amount of iteration, and so in real-time communication ap-
plications both methods fail to converge to a local optimal
solution. To overcome the computational complexity and
time delay ML algorithms are used, reference [84] proposes
solving MIP problem using deep reinforcement learning
technique to maximize the weighted sum computation rate of
WDs and optimize the energy consumption along with task
offloading decisions. Next, we briefly highlight the system
model, the optimization problem, and the proposed technique
to solve it.

a: System model
In [84], the authors consider a wireless power MEC network
with a stable power supplied radio frequency (RF) energy
broadcasting access point (AP). The network also consists
of a n single-antenna-and-rechargeable-battery WDs such
that N = 1; 2; :::; n. In this network, a binary computation
offloading policy is considered, whereby each WDs can do
the computation locally or offload it to the AP. The AP’s com-
putational capacity is higher than WDs’. The binary indicator
{i 2 0; 1, if {i = 1 indicates that the i-th WD offloads its
computation tasks to the AP and does a local computation
otherwise. Finally, the WPT and computation offloading are
assumed to be performed in the same frequency band for
the implementation of the time-division-multiplexing circuit
by each WD. It is assumed that consecutive frames exist
by dividing the system time equally, each with duration of
T . A time frame of mT is the amount of time required for
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WPT, where m 2 [0; 1]. During WPT, a WD can harvest
broadcasted RF energy of

Ei = �PhimT; (40)

where � 2 (0; 1) denotes energy harvesting efficiency, and hi
is the wireless channel gain between the AP and the i-th WD.

The WD, which does its computation locally, can harvest
energy from AP too. For a computation time 0 � ti � T ,
the WD can process an amount of ( fiti� ) bits, where ti 2
[0; T ], and fi;� > 0 are the processor’s computing speed in
(cycles/second) and the number of cycles needed to process
one bit, respectively. For computation energy efficiency of
�i, the energy consumption during the local computing can
be expressed as

�if
3
i ti � Ei; (41)

where (41) shows that the maximum processed data within
the time and energy constraints (T and Ei) is obtained when
a WD exhausts the the harvested energy and computes for
the whole duration of the time frame (i.e., t�i = T , and f�i =�
Ei
�iT

� 1
3

). Based on this discussion, one can derive the local
computation rate as

R�L;i(m) =
f�i t
�
i

�T
: (42)

On the other hand, for a WD in the offloading mode, a
WD offloads to the AP only after every harvesting due to
the nature of time-division-multiplexing. A �iT denotes the
offloading time, such that �i 2 [0; 1], and i denotes the i-
th user. In [84], the authors have assumed that AP has a
negligible task computation and download time. The WPT
and task offloading are allocated throughout the tagged time
frame. The maximum processed data, then, is obtained when
a WD exhausts its harvested energy on task offloading i.e.,
P �i = ( Ei�iT ), and the computation rate is therefore expressed
as

R�O;i(m; �i) =
W�i
vu

log2

�
1 +

�Ph2
im

�iN0

�
; (43)

where W is the data offloading bandwidth, vu is a nor-
malization factor and N0 is the receiver’s noise power. In
(42) and (43), all parameters are considered fixed, except
for the wireless channel gain hi;8i 2 N which is time
varying parameter in the considered period. Therefore, in a
tagged frame time, the weighted sum computation rate for
the considered system is defined as

Q(h;{; � ;m) ,
NX

i=1

!i
�
(1� {i)R�L;i(m) + {iR�O;i(m; �i)

�
;

(44)

where h = fhiji 2 Ng;{ = f{iji 2 Ng; � = f�iji 2 Ng,
and !i > 0 is the wight assigned to the i-th WD. Next, we
define and formulate the optimization problem according to
the system model.

b: Problem Formulation
The goal in [84] is to maximize the weighted sum compu-
tation rate for all WDs by optimizing the task offloading
decision and wireless resource allocation. Using (44), the
optimization problem for each time frame can be expressed
as

maximize
{;� ;m

Q(h;{; � ;m) (45a)

subject to
NX

i=1

�i +m � 1; (45b)

m � 0; �i � 0; 8i 2 N ; (45c)
{i 2 f0; 1g: (45d)

The optimization problem presented in (45) is a mixed-
integer non-convex optimization problem, which is hard to
solve. Yet, the problem can be simplified into a convex
optimization problem for a given { as follows.

maximize
� ;m

Q(h;{; � ;m) (46a)

subject to
NX

i=1

�i +m � 1; (46b)

m � 0; �i � 0; 8i 2 N : (46c)

Therefore, The optimization problem (45) can be broken
down into two problems: resource allocation problem (46)
and offloading decision. The resource allocation problem
(46) can be solved efficiently using a bisection search over
the dual variable in O(N) complexity. On the other hand, the
offloading decision is hard to solve and requires a heuristic
searching methods over 2N possible decisions which con-
sumes a large number of iterations before converging to the
optimal solution, thus is infeasible for real-time systems. To
address the offloading decision problem, the authors in [84]
use deep reinforcement learning which solves the problem
with a fast convergence speed. In what follows, we break
down the working concept behind Deep Reinforcement based
Online Offloading algorithm and show some simulation re-
sults.

c: Deep Reinforcement based Online Offloading Algorithm
In [84], the authors propose solving the MIP, non-convex
problem in (45) by devising a deep reinforcement learn-
ing online offloading algorithm (DROO). Since [84] uses
reinforcement learning, it iterates between generating an
offloading action and updating the offloading policy. The first
stage (generating an offloading action) uses DNN, by char-
acterizing a weighing parameter which connects the hidden
neurons denoted by �. This stage starts at the t-th time frame
by taking an input of ht and outputs a relaxed offloading
action {̂t 2 f0; 1gN based on the current offloading policy
��, where the � represents the offloading policy function
denoted as

� : h 7 �! {�: (47)

The relaxed action {̂t is then quantized into K binary
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FIGURE 14: Evaluation of DROO convergence for 30 WDs
and 30K time frames.

offloading actions. A best action {�t is then selected by
solving (46), and therefore, the network memorizes the new
state-pair (ht;{�t ) and receives a reward of Q�(ht;{�t ). For
the second stage (updating the offloading policy), the DNN
updates its parameter to �t+1 and the policy is subsequently
updated to �t+1 to be used in the next time frame. The
algorithm keeps alternating between the two stages as the
DNN improves its policy ��t by learning from the state-
action pairs in the memory. It is necessary to note that due
to memory constraints, DNN learns from recent and high-
quality solution samples and deletes the rest. After enough
number of iterations, DROO approaches the optimal solution.
We refer the interested reader to section III-B and III-C of
[84] for further details of the two stages. To evaluate the
convergence performance of DROO, we define a normalized
computation rate as

Q̂(h;{) =
Q�(h;{)

max{0Q�(h;{0)
; (48)

where {0 2 f0; 1gN and the optimal solution in the de-
nominator is obtained by enumerating over 2N offloading
actions. We plot the normalized computation rate for DROO
algorithm in Fig. 14 for 30 WDs in a 30000 time frames,
using the same parameters introduced in [84]. In Fig. 14 the
blue shadow represents the maximum and minimum values
of Q̂ for the last 50 time frames, and the blue curve represents
its average over the last 50 frames. Figure 14 shows how
the normalized computation rate converges after 7000 time
frames, and the variance of approaches zero as the time
increases after that point. We can notice that the achieved
average Q̂ becomes over 0.95 after 7000 time frames. We
refer the interested readers to check section IV in [84] for a
detailed evaluation.

3) Interim Conclusion
The RL applications illustrated above are best suitable
in resource management optimization problems where the
weights of rewards and penalties are of practical interest.
In data-driven problems where the distributed learning is a
necessity, FL technique becomes a viable alternative that
provides a privacy-preserving framework, as discussed in the

next subsection.

D. FEDERATED LEARNING APPLICATIONS

FL technique is emerging as a useful distributed, privacy-
preserving framework, as discussed earlier In Sec. III-C4. In
[85], the authors point out to importance of FL in managing
large-scale IoT wireless networks. Similarly, [86] highlights
guidelines on the use of FL in wireless communication
optimization problems. For example, [87] enables FL at
the network edge for resource management in a distributed
manner, where the authors showed the capability of FL to
model the interaction between end-users and edge servers
efficiently, without having to migrate the data.

In what follows, we present one recent work [61] that
utilizes FL to solve optimization problems in the context of
vehicular communications, where security and distributivity
are considered as important aspects of data processing. Ref-
erence [61] proposes achieving ultra-reliable-low-latency ve-
hicular communication using FL. The following subsection
then presents the work in [61] and discusses the applicability
of FL for such a model.

1) Vehicular communications

With the rapid growth of vehicles on the road, the con-
gestion and traffic accidents are also increasing. One pro-
posed solution to minimize accidents is to enable vehicle-
to-vehicle (V2V) communication through which intelligent
and autonomous transportation systems are introduced. Such
systems would not only expand the field of view of the driver
but would also provide a convenient driving experience. To
achieve an intelligent transportation system, we must ensure
the availability of highly reliable V2V links with no delay
by developing an ultra-reliable-low-latency vehicular com-
munication (URLLVC) system. In [61], the authors propose
utilizing FL to provide an efficient URLLVC system. The
proposed FL-based algorithm solves a joint transmit power
and resource allocation optimization problem subject to the
requirement of URLLC. Next, we discuss the system model
which [61] considers to explain the optimization problem and
how FL is utilized to tackle such a problem.

a: System model

Consider a set N = 1; 2; : : : ; n; : : : N of vehicle users
(VUEs) pairs communicating with one another. Each VUE
uses a road-side unit (RSU) to allocate a set of B that has
B resource blocks (RBs). The RBs are partitioned over the
network into set Z zones where a pair of VUEs can reuse the
same RBs with almost no interference. At each time slot t, a
VUE pair in zone z(t; n), where z 2 Z , is only allowed to
use the subset Bz(t;n) � B of RBs. For a VUE transmitter
(vTx) n to transmit a message to a corresponding receiver
(vRx) n at time t, the data queue can be defined as follows

Qn(t+ 1) = max (0; (Qn(t) + vn(t)� �n(t))) ; (49)
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where vn(t) is a randomly generated data bit at vTx n, and
�n(t) is the transmission rate which is defined as

�n(t) =
X

b2B

W log2

�
1 +

hbn(t)pbn(t)

Ibn(t) +WN0

�
; (50)

where pbn; I
b
n, and hbn and are the transmit power vector, the

interference introduced from other vTxs, and the channel
gain vector, respectively. The bandwidth of each RB is de-
fined as W , and N0 is the spectral density of noise power. In
[61], the reliability is defined as ensuring the stability of the
data queue and maintaining the outages below a threshold as
follows

E[Qn] = lim
T!1

1

T

TX

t=1

Qn(t) <1; 8n 2 N ;

P (Qn(t) � Qth) � �; 8n 2 N ;8t;
(51)

where � is a probability threshold for the defined condition.
For some extreme scenarios where the length of (49) is

longer than a predefined threshold of Qth, the reliability
constraints of (51) cannot address it adequately. This happens
in cases of high latency in the network, and so the occurrence
of such extreme scenarios is critical to achieving URLLVC
and must be addressed properly. Therefore, assuming L(t)
represents the occurrence of the mentioned scenario at time
t, VUE pairs can keep the extreme scenarios below Qth by
imposing the following constraints

lim
T!1

PT
t=1(Qn(t)�Qth)1(t)PT

t=1 1(t)

� E[L(t)]; (52)

lim
T!1

PT
t=1(Qn(t)�Qth)2

1(t)PT
t=1 1(t)

� E[L(t)2]; (53)

where 1(t) is an indicator function which equals to zero when
Qn(t) falls below the required threshold, and equals to one
otherwise. Next, we show how the authors in [61] formulate
the optimization problem of a joint network-wide transmit
power and resource allocation for enabling URLLVC.

b: Problem Formulation
The optimization problem which ensures achieving URL-
LVC by minimizing the network-wide power consumption of
VUEs while keeping high reliability is formulated as follows
[61]

minimize
[pn(t)]8t8n2N

lim
T!1

1

T

TX

t=1

X

n2N
1Tpn(t) (54a)

subject to (49); (51); (52); (53); (54b)

pn(t) � 0;1Tpn(t) � Pbudget; 8n 2 N :
(54c)

In (54c), Pbudget is the budget transmission power. The con-
straints of (54) ensure satisfying the requirement of URLLVC

while also controlling the extreme scenarios (queue over-
flows). The optimization problem described is challenging to
solve, due to several reasons. First, decision making at a time
t requires some knowledge of future networks states. Sec-
ond, in (53), L distribution characteristics are not available.
Finally, using a centralized approach to solve (54) results
in an undesired additional signaling overhead due to the
exchange of CSI and queue state information (QSI). There-
fore, utilizing a distributed approach which does not require
huge coordination with the network is crucial to achieving
URLLVC. The authors in [61] then propose a distributed
approach which reformulates (54) by decoupling (54b) over
VUE pairs using extreme value theorem (EVT) and modeling
the distribution of L = Qn(t) < Qth using generalized
Pareto distribution (GPD). Therefore, the conditional prob-
ability distribution parameters of L can be estimated locally
at each VUE with the assistance of RSU. The local estimation
of the parameters results makes it redundant to share QSI
over the network, which minimizes the additional overheads.
The problem reformulation, therefore, decouples (54b) and
(54c) and imposes them locally at every VUE pair.

We refer interested readers to Sec. III of [61] for a detailed
analytical description of the problem reformulation, where
section III shows how to effectively decouple the constraints
of the modified stochastic optimization problem in (54) using
Lyapunov optimization. Next, we demonstrate a distributed
mechanism of estimating GPD parameters to find an optimal
solution.

c: Learning the Parameters of the Maximum Queue
Distribution
The way to tackle the power allocation optimization prob-
lem of IV-D1b is by precisely estimating the distribution
parameters, as the optimization problem depends on the
excess queue distribution. The parameters estimation can be
done using a central entity. However, the central estimation
would impose extra signaling overheads resulting in severe
performance degradation. Furthermore, with the increase of
network density the centralized approach causes network
congestion as the sample size grows and the VUEs upload
their samples to the RSU. Therefore, utilizing a centralized
RSU not only puts the privacy of the QSI into risk but also
introduces high latency, making this approach impractical
for URLLVC. Reference [61] proposes a distributed learning
technique where VUEs are not required to upload their local
QSI with RSUs. VUE can use stochastic variance reduced
gradient decent (SVRGD) to evaluate their parameters lo-
cally. VUEs then update their local estimation by sharing
their learning model for each QSI sample to the RSU. Then,
the RSU averages all models over the networks and calculates
global GPD parameters to create a global model to share with
the network.

Finally, to evaluate the performance of FL to achieve
URLLC in V2V network, we refer the readers to Fig. (4-
10) of [61] section V. We summarize the section in the
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following. The parameters estimation of FL algorithm are
approximately equal to parameters estimated using a cen-
tralized algorithm. Moreover, the reliability of the network
(which depends on the number of VUEs) is evaluated for both
algorithms. Reference [61] proves that the reliability of a cen-
tralized approach for several VUEs< 72 for a 250m�250m
network is better than of an FL-based algorithm. However,
when the number of VUEs is > 72, the federated-based
learning approach outperforms the centralized algorithm.
Furthermore, FL algorithm exhibits better performance in
terms of reduced outages (i.e., reliability gains) over the
centralized approach, especially when the number of VUEs
is � 84 with 36% as the FL algorithm has less RSU-to-VUE
communication delay. Finally, the exchanged data with RSU
for FL approach is about 27% less than of the centralized
when the number of VUEs is < 28. That is due to the small
size of the data sample in the network, and therefore, the cen-
tralized approach works efficiently with fewer data samples.
Yet, for denser networks, the reduction of exchanged data
improves for FL by up to 79% as compared to the classical
centralized approach.

2) Interim Conclusion
The FL framework presented above promises to be an active
area of research for a variety of future algorithmic appli-
cations, especially those requiring distributed, yet privacy-
preserving, implementations. The theoretical and numerical
insights of federated learning are, in fact, expected to be at
forefront of future research directions, as highlighted in the
next section.

V. FUTURE RESEARCH DIRECTIONS
Having discussed the variants of deep learning techniques,
the framework which enables solving complex optimization
problems, followed by several applications in communica-
tions and signal processing, we hereby present select of
prospect research directions in the field. In what follows,
we promote the use of deep learning to solve optimization
problems at the intersection of communications and sensing,
in the context of next generations of mobile networks and
vehicular networks, in underwater optical communications,
and lastly on the interplay between federated learning and
distributed optimization.

A. SENSING AT THZ BANDS
Among the many critical wireless sensor networks function-
alities is monitoring air quality by detecting the molecular
compositions of different gases in the air. Sensors can be
further used to monitor physical parameters, such as temper-
ature and displacement, and also for medical diagnostic pur-
poses. Gas sensing is of great importance for many industrial
and environmental applications. In particular, sensing at the
THz band, allows specific absorption spectral characteristics
of molecules to serve as fingerprints for specific gaseous
compositions. Therefore, the molecular composition of a
medium can be detected using time domain spectroscopy,

and so a large class of complex optimization problems can be
concluded in the process, such as minimizing the Euclidean
distance between the predicted gasses’ compositions and the
true compositions. Deep learning methods can herein be used
because of the random nature of gasses compositions and the
large amount of isotopologues included in the atmosphere.
Some of the potential optimization parameters that need to be
optimized is the operating frequency, the gas isotopes poten-
tial presence and composition (if any), the range of frequency
search, etc. Investigating such optimization problems using
the deep learning variants presented in this paper would be
of valuable use in several future use-cases and applications.

B. VEHICLE-TO-EVERYTHING
Cellular vehicle-to-everything (C-V2X) promises to trans-
form information and safety services both by connecting
vehicles and by enabling the development of intelligent trans-
port systems (ITS). Vehicle-to-everything (V2X) is already a
mainstream reality, and has attracted a large attention in EU,
US, China, and many other countries. Many research areas
must be investigated to make V2X intelligent, one of which
is vehicle behavior analysis and prediction that includes deep
learning for wireless traffic prediction. Moreover, data-driven
intelligent resource management and hybrid optimization
for secure information transmission are needed. They can
boost many new types of V2X services including HD map,
autonomous driving, and real-time video transmission. Tradi-
tional vehicular networks can hardly meet the high capacity,
high security, and ultra-low latency requirements. Therefore,
deep learning and reinforcement learning are mostly suitable
for vehicular communications. The vehicle’s high mobil-
ity and uneven distribution of user requirements make the
deployment and network access very challenging. There is
a need to jointly consider the spatiotempral distribution of
wireless traffic, real-time network condition and road topolo-
gies. This enables the trajectory of vehicles’ prediction, the
deployment of base stations, and the optimization of the
association mechanisms, which promises to be an important
future research direction.

C. MASSIVE-CONNECTIVITY IN 6G NETWORKS
Wireless data traffic has experienced rapid growth in the
past few years. Emerging communication technologies, such
spacial networks (i.e., satellite-air-ground communications),
intelligent reflecting surfaces, and THz band communica-
tions promise to the fulfill the high data rate demands of
future generations of wireless communications. Along the
same direction, massive-connectivity has emerged as a strong
candidate to solve the world digital divide problem. There are
several potential applications for employing deep learning
techniques in such systems, as handling the massive number
of network elements and their dynamics would require tech-
niques of automated analytical modeling, such as the ones
provided by deep learning variants. Unsupervised learning
strategies would then be required to estimate the radio chan-
nel quality and thus designing efficient transmission tech-
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niques while optimizing the large number of directed inde-
pendent paths. In particular, efficient beamforming schemes
are required to overcome the high path loss and power
limitations, whenever needed. Other problems of interest
would include adaptive power allocation, optimized multi-
carrier waveforms, dynamic clustering, and user association
strategies, all of which highlight the future important role of
deep learning techniques in optimizing 6G networks.

D. UNDERWATER OPTICAL WIRELESS SENSOR
NETWORK
With the rapid growth of underwater human activities, the de-
mand for a communication link which supports high data rate
and low latency communication increases. Optical wireless
sensor networks grabbed the attention of researchers for their
high potentiality of achieving a broadband communication
link in the harsh underwater environment. The new develop-
ing technology of optical wireless sensor networks, however,
faces significant challenges to achieve highly reliable links to
meet the requirements of low latency communication. That
is, for such a network, the optimization problem becomes
mixed-integer-programming, to devise a proper routing pro-
tocol which minimizes the bit error rate by optimizing the de-
lay and network-wide power transmission. Utilizing heuristic
search for such an optimization problem causes the latency
of the network to go below the requirement of URLLC.
Moreover, the objective function of the optimization prob-
lem does not have a closed-form expression; see [88] and
references therein. In other words, the objective function
which aims to minimize the bit-error-rate is expressed in a
recursive fashion, which adds up to the complexity of the
problem. Therefore, the future use of learning-based method
would enable optimizing underwater optical communications
for various applications, through the proper use of workable
frameworks of practical values.

E. INTERPLAY BETWEEN FEDERATED LEARNING AND
DISTRIBUTED OPTIMIZATION
As mentioned earlier in the paper, FL has been recently
showing a strong merit at distributively solving massive
data problems dubbed with security and privacy concerns
[61] [62]. This is particularly the case since FL modelling
enables utilizing massively distributed data without direct
access to training data. When leveraged to the optimization
paradigm, the distributed learning model in FL, also known
as federated optimization [89], becomes closely related to
the classical distributed optimization framework [90]. While
FL remains an online data-driven method empowered by on-
device intelligence, the general focus of classical distributed
optimization techniques is on deriving numerically efficient
optimization algorithms which can be implemented in a
distributed fashion across agents, with a reasonable amount
of information exchange, e.g., see [91], [92] and references
therein. Towards this direction, an interesting future research
aspect is to investigate the theoretical and numerical resem-
blance and discrepancy of FL versus distributed optimization.

While reference [93] already strikes such a comparison in the
particular case of non-constrained minimization of a finite
sum of functions, the general characterization of the trade-off
between complexity and performance in FL versus numerical
distributed constrained optimization remains an open issue
for future research.
Along the same direction, the applications of federated learn-
ing to future distributed communication networks is a topic
of growing interest; see [94] and references therein. Future
research directions, therefore, would include investigating
the theoretical and numerical prospects of federated learning
in the context of optimizing future 6G communication net-
works, especially those related to large intelligent surfaces
[95], integrated satellite-air-ground networks [96], and ultra-
massive MIMO systems [97].

F. OTHER POTENTIAL LEARNING-BASED TECHNIQUES
While the current paper focuses on specific learning-based
techniques for their recent highlights in solving optimization
problems in the context of contemporary problems in com-
munications and signal processing, the literature provides a
rich portfolio of other potential learning-driven optimization
solutions, e.g., [18]–[20], [98]. The applications of such
solutions in the context of today’s complex systems would
prove to be a fertile future research direction, especially given
the breadth and depth of the existing literature on Hopfield
networks [18], the numerical convergence guarantees of the
methods in [19], [20], and the autonomous and dynamic
capabilities of meta-learning [98]. Applying such techniques
to future variants of the problems presented in Sec. IV would,
particularly, be valuable additions to the field, both from
practical and theoretical perspectives.

VI. CONCLUSION
The interplay between learning-driven techniques and opti-
mization theory is expected to cope with the ever-complex
nature of smart system design, including smart cities, Internet
of everything, Internet of space things, autonomous systems,
etc. This paper focuses on utilizing learning-based variants
for solving optimization problems. The paper first overviews
how learning-based variants, ranging from neural networks
variants to interactive learning and federated learning, can
be used to solve complex and analytically intractable opti-
mization problems. The paper particularly overviews when
learning-based algorithms are useful at solving particular
optimizing problems, especially those of random, dynamic,
and mathematically complex nature. The paper then illus-
trates several optimization problems within communication
and signal processing applications, and show how they can
be solved using one of learning-based variants, mainly deep
feedforward neural networks, echo-state networks, reinforce-
ment learning, and federated learning. The applications that
section IV overviews include wireless scheduling, wireless
offloading and resource management, power control, aerial
base station placement, virtual reality, and vehicular net-
works. Lastly, the paper sheds light on some future re-
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search directions, where the dynamicity and randomness of
the underlying optimization problems make learning-driven
techniques a necessity, namely in sensing at THz bands,
cellular vehicle-to-everything, 6G communication networks,
underwater optical networks, and distributed optimization.
To the best of the authors’ knowledge, this is the first paper of
its kind which overviews the usage of the variants of learning-
based techniques for solving optimization problems from a
holistic perspective, and sheds light on recent applications in
the communications and signal processing disciplines. This
overview article is one step forward towards establishing
a framework of adopting the learning-based practical tech-
niques in the optimization theory and applications paradigm,
which promises to be a vital area for a multitude of future
research directions.
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