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Abstract

Aerial relays have been regarded as an alternative and promising solution to extend and improve satellite-terrestrial communications, as the probability of line-of-sight transmissions increases compared with adopting terrestrial relays. In this paper, a cooperative satellite-aerial-terrestrial system including a satellite transmitter (S), a group of terrestrial receivers (D), and an aerial relay (R) is considered. Specifically, considering the randomness of S and D and employing stochastic geometry, the coverage probability of R-D links in non-interference and interference scenarios is studied, and the outage performance of S-R link is investigated by deriving an approximated expression for the outage probability. Moreover, an optimization problem in terms of the transmit power and the transmission time over S-R and R-D links is formulated and solved to obtain the optimal end-to-end energy efficiency for the considered system. Finally, some numerical results are provided to validate our proposed analysis models, as well as to study the optimal energy efficiency performance of the considered system.
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I. INTRODUCTION

Benefiting from its inherent merits, including large-scale footprint, long communication distance, abundant frequency resource, fast deployment and little dependence on terrestrial facilities, satellite communication has already served as an irreplaceable role in long-distance communications (e.g., television broadcasting), location and navigation, and disaster relief (e.g., weather forecasting). However, direct communication links from the satellite to the ground terminals may not be always available, due to deep fading (e.g., the shadows created by buildings and mountains).

To solve the aforementioned problems, cooperative transmission has been introduced and integrated into satellite networks as an effective strategy to extend the coverage of satellite communications as well as to increase the energy efficiency [1]. For example, generally, ground stations have been considered to play as relays to aid the communications between the satellite and terrestrial terminals, which can not only raise the coverage level of satellite signals but also provide diversity gain to improve the receiving quality at terrestrial terminals.

So far, there are plenty of researches presented to design and study cooperative satellite-terrestrial communications (CSTC) involving ground relays in terms of bit/symbol error performance [2]–[10], outage performance [11]–[13], and physical layer security (PLS) [14]–[18].

As an important performance index to quantitatively reflect the event that the transmitted bits/symbols are correctly received at the destination, bit/symbol error probabilities have been investigated for CSTC systems. In integrated satellite and terrestrial networks, the average symbol error rate (ASER) of two transmission modes with co-channel interference under composite multipath/shadowing fading was studied in [2]. The closed-form expression was derived for the SER of $M$-ary phase-shift keying (MPSK) in a two-way amplify-and-forward (AF) satellite system by using a moment-generating function (MGF)-based approach [3]. The transmission of orthogonal space-time block codes over a shadowed Rician land mobile satellite link was investigated in [4], by deriving the expressions of MGF, SER, diversity order, and average capacity. The ASER of MPSK was analyzed for an AF hybrid CSTC network in the presence of co-channel interference [5]. The performance of an AF hybrid satellite-terrestrial relay network was investigated by deriving an approximate closed-form expression for ergodic capacity and the analytical lower bound expressions for OP and ASER [6]. The ASER of a hybrid satellite-terrestrial decode-and-forward (DF) relay network was evaluated in [7] while considering the effect of co-channel interference. The approximate ASER of MPSK was analyzed for hybrid satellite-terrestrial free space optical AF cooperative link [8]. The ASER was studied for AF relaying hybrid satellite-terrestrial links, while the
channel of the terrestrial link between the relay and destination is assumed to suffer Nakagami-\(m\) fading [9]. The authors of [10] evaluated the symbol error probability performance of a hybrid/integrated CSTC network, while MPSK and \(M\)-ary quadrature amplitude modulation is employed.

Some other researchers paid their attention to the outage performance of CSTC systems to investigate the benefits brought by the relays. In [11], outage probability (OP) and ergodic capacity were studied for downlink hybrid satellite-terrestrial relay networks with a cooperative non-orthogonal multiple access scheme. Closed-form expressions were derived in [12] for the OP of both primary and secondary networks in a hybrid satellite-terrestrial spectrum sharing system. The application of random linear network coding was studied for cooperative coverage extension in land mobile satellite vehicular networks [13].

It has been proved that, since the information delivery process is extended, the probability that the transmitted information is overheard by eavesdroppers will unavoidably increase when relays are introduced. Then, it is meaningful and necessary to study the impacts of the relays on the information security of CSTC systems. The PLS of a downlink hybrid satellite-terrestrial relay network was in [14], while [15] studied the PLS performance of a hybrid satellite and free-space optical cooperative system. The authors of [16] investigated secure communication in a coexistence system of a satellite-terrestrial network and a cellular network through PLS techniques. Ref. [17] investigated the secure transmission for cognitive satellite-terrestrial networks where the terrestrial base station serving as a green interference resource is introduced to enhance the security of the satellite link. The authors of [18] investigated the secure transmission in a cognitive satellite-terrestrial network with a multi-antenna eavesdropper, where the interference from terrestrial base stations is introduced to enhance the security of the satellite link.

Recently, aerial relays, e.g., low-altitude platforms (LAPs) including unmanned aerial vehicles (UAV), balloons and blimps, which operate at varying altitudes in the range of a few dozen meters to a few kilometers, can also assist the communications between the satellite and terrestrial users, leading to cooperative satellite-aerial-terrestrial communication (CSATC) systems. Compared with terrestrial relays, aerial relays are more capable of providing reliable and fast coverage for hazardous scenarios without terrestrial access infrastructure while suffering natural disasters such as floods and earthquakes, and cases of poor communication quality incurred by the lack of line-of-sight (LOS) or deep shadowing, as LOS transmissions can be achieved with high probability by using aerial relays. On the other hand, aerial relays can help some terrestrial terminals (e.g., wireless sensors), which suffer hardware constraints and then cannot directly communicate with the satellite, set up communication links with the satellite. Hence, aerial relays are an alternative choice to realize dependable satellite-terrestrial communications. The authors of [19] studied the joint relay selection and power allocation for an orthogonal frequency division multiple
access-based hybrid CSATC networks.

Then, one can see that there is almost a blank on the study of CSATC systems. Though researchers have well studied CSTC systems, none of them has considered the randomness of the positions of the satellite and destinations. So, inspired by these observations and similar to our previous work [20], the main purpose of this paper is to investigate the impacts of the randomness of the positions of terrestrial terminals and the satellite to fully understand the performance of CSATC systems, as well as to offer a useful reference to the readers who are interested in studying satellite communication systems.

In this study, a CSATC system consisting of a satellite transmitter (S), a group of terrestrial receivers (D), and a LAP (R) acting as a relay. While employing stochastic geometry theory, the coverage performance of R-D links and the outage performance of S-R link are respectively studied. Then, an optimal problem for transmit power and transmission time allocations is formulated to achieve the optimal end-to-end (e2e) energy efficiency performance. In a word, logically, the two main tasks of this work is first to understand how system parameters affect the system performance (i.e., coverage and outage performance), and then to optimize the system performance (i.e., energy efficiency).

Technically speaking, compared with existing works on traditional terrestrial cooperative systems, Shadowed-Rician (SR) model presented in [21] is considered in this work, and other than existing works on satellite-terrestrial communication systems, the impact of the randomness of the position of the satellite in three-dimensional space on the performance of the considered system is first studied.

The main contributions of this paper are summarized as follows:

1) The probability density function (PDF) or/and cumulative distribution function (CDF) of the signal-to-noise-ratio (SNR)/signal-to-interference (SIR) over S-R/R-D links are characterized while considering the impacts of both small-scale fading and the randomness of the positions of the terminals;

2) The approximated analytical expressions for the coverage probability (CP) of R-D links are derived for non-interference and interference scenarios, respectively;

3) The approximated analytical expression for the OP over S-R link is presented while considering that the satellite is randomly distributed;

4) The optimal energy efficiency problem is formulated and solved via optimizing the transmit power and time allocation over the two hops to realize the optimal e2e energy efficiency performance of the considered CSATC system.

The rest of this paper is organized as follows. In Section II, the considered CSATC system is described. In Section III and IV, the coverage and outage analyses are conducted for R-D and S-R links, respectively. An optimal energy efficiency problem is formulated and solved in Section V. In Section VI, numerical
results are presented and discussed. Finally, the paper is concluded with some remarks in Section VII.

II. SYSTEM MODEL

In this work, a CSATC system, which consists of a satellite transmitter (S), an aerial relay (R), and a group of terrestrial receivers ($D_i$, $1 \leq i \leq N$), is considered, as shown in Fig. 1. Specifically, S delivers its information to terrestrial receivers via the help of R, due to the deep fading between S and D, and the hardware limitations of terrestrial receivers (e.g., wireless sensors and common mobile phones) on realizing large-size radio-frequency receiving front end. DF relay scheme is adopted at R to process and forward the received signals from S.

For tractability purposes, in this work we also treat the coverage area of R on the ground as a circle, $S$, with radius, $L$, where the projection of R, O, is located at the centre of the circle. The location of terrestrial receivers is modeled as a homogeneous Poisson Point process (PPP) with density $\vartheta$. The number of terrestrial receivers, which denoted by $N$ ($N \leq 1$), is Poisson distributed i.e., $P\{N = k\} = \left(\frac{\mu_S^k}{k!}\right) \exp(-\mu_S)$, where $\mu_S = \pi L^2 \vartheta$ is the mean measure. Then, the $N$ ($N \leq 1$) terrestrial receivers can be modeled as a set of independently and identically distributed points in the circle, $S$, denoted by $\mathcal{W}$. Therefore, the distance between terrestrial receivers and the projection of R (namely, O) can be
calculated from $\mathcal{W}$, the probability density function (PDF) of which can be given by \cite{22}, \cite{23}
\begin{equation}
  f_{\mathcal{W}}(w) = \frac{\vartheta}{\mu(S)} = \frac{1}{\pi L^2}.
\end{equation}

Furthermore, in this work SR model \cite{21} is adopted to describe the statistical distribution of the satellite link from S to R, which has been proved to be an accurate, practical and applicable tool to evaluate the performance of the satellite propagation environments in various frequency bands, e.g., the UHF-band, L-band, S-band, Ku-band and Ka-band\footnote{In this work, a LAP serves as the aerial relay, the height of which ranges from a few dozen meters to a few kilometers. Then, when the height of the LAP is low, the received signal will suffer both multi-path fading and large-scale fading/shadowing simultaneously; When the height of the LAP is high, the received signal may only experience LOS shadow fading. SR channel model is adopted here to address the channel fading of S-R link, as it is capable of describing the scenarios of pure LOS fading and mixed fading of multi-path fading and shadow fading \cite{21}.}

Without loss of generality, the PDF of the power gain, $|h_{SR}|^2$, over S-R link in SR fading is given as \cite{21}
\begin{equation}
  f_{|h_{SR}|^2}(x) = \alpha \exp(-\beta x) \, _1F_1(m; 1; \delta x), \, x \geq 0,
\end{equation}
where $\alpha = \left(\frac{2m}{2m+1}\right)^m / (2b)$, $\beta = \frac{1}{2b}$, and $\delta = \frac{\Omega}{2b(2m+1)}$, $\Omega$ and $2b$ are the average power of the LOS and multi-path components, respectively, $m$ is the fading severity parameter\footnote{When $m = 0$, it represents the LOS case; when $0 < m < \infty$, it stands for the case of both small-scale fading and LOS; when $m = \infty$, it denotes the case without LOS.}, and $_1F_1(\cdot; \cdot; \cdot)$ is the confluent hypergeometric function of the first kind.

Then, it is easy to obtain the received SNR at R as
\begin{equation}
  \gamma_{SR} = \frac{P_S \, |h_{SR}|^2}{\sigma^2 \, d_0^{n_1}} = \frac{\lambda_S}{d_0^{n_1}},
\end{equation}
where $\lambda_S = P_S |h_{SR}|^2 / \sigma^2$, $P_S$ and $\sigma^2$ are the transmit power at S and the average power of the additive white Gaussian noise (AWGN) at R\footnote{In this work, for simplification purposes, it is assumed that the average power of the AWGN at all terminals is same, namely, $\sigma^2$.}, $d_0$ is the distance between S and R, $n_1$ is the path-loss factor over S-R link.

By variable substitution, the PDF and CDF of $\lambda_S$ can be presented as
\begin{equation}
  f_{\lambda_S}(x) = \alpha \sum_{k=0}^{m-1} \frac{\xi(k)}{\lambda^{k+1}} x^k \exp \left(-\frac{\beta - \delta}{\lambda} x\right),
\end{equation}
and
\[ F_{\lambda}(x) = 1 - \alpha \sum_{k=0}^{m-1} \zeta(k) \lambda^{k+1} \sum_{p=0}^{k} \frac{k!}{p!} \left( \frac{\beta - \delta}{\lambda} \right)^{-(k+1-p)} \times x^p \exp \left( -\frac{\beta - \delta}{\lambda} x \right), \]

respectively, where \( \bar{\lambda} = \frac{P_S}{\sigma^2} \), \( \zeta(k) = \frac{(-1)^k(1-m)\delta^k}{(k)!} \) and \( (t)_k = t(t+1) \cdots (t+k-1) \) is the Pochhammer symbol [24].

Similarly, the instantaneous received SNR at the \( i \)th terrestrial receiver \( (D_i, 1 \leq i \leq N) \), can be written as:

\[ \gamma_R = \frac{P_R |h_{RD}|^2}{\sigma^2 d_i^{n_2}} = \frac{\lambda_R}{d_i^{n_2}}, \]

where \( \lambda_R = \frac{P_R |h_{RD}|^2}{\sigma^2} \). \( P_R \) is the transmit power at \( R \), \( d_i \) is the distance between \( R \) and the \( i \)th terrestrial receiver, \( n_2 \) is the path-loss factor over \( R-D_i \) link, and \( h_{RD} \) is the channel gain of \( R-D_i \) link.

In this work, we assume that the channel among \( R \) and the \( i \)th terrestrial receiver follows Rician distribution. Then, the PDF and CDF of \( \lambda_R \) can be given as [25]

\[ f_{\lambda_R}(x) = \frac{(1 + K)}{\Omega_R} \exp \left( -K - \frac{x(1 + K)}{\Omega_R} \right) \times I_0 \left( 2 \sqrt{\frac{K(1 + K)x}{\Omega_R}} \right), x \geq 0 \]

(7)

and

\[ F_{\lambda_R}(x) = 1 - Q_1 \left( \sqrt{2K}, \sqrt{\frac{2(1 + K)x}{\Omega_R}} \right), \]

(8)

respectively, where \( \Omega_R \) is the variance of the signal, \( K \) is the Ricci factor, which corresponds to the ratio of the power of the LOS (specular) component to the average power of the scattered component, \( I_0(\cdot) \) is modified Bessel function of order 0, \( Q_1(a, b) = \int_b^\infty x \exp \left( -\frac{x^2 + a^2}{2} \right) I_0(ax) \, dx \) is Marcum-Q function.

III. COVERAGE ANALYSIS

In this section, coverage analysis will be carried out under two cases, namely, the ones with/without interference. Also, without loss of generality, we take the \( i \)th terrestrial receiver, \( D_i \), as the target to study the coverage performance.

\(^{4}\)In this following parts, we adopt \( D \) instead of \( D_i \) in equations by ignoring the subscript for simplification.
A. Non-Interference Scenario

As one of the most important metrics to evaluate the performance of wireless networks (especially for some application scenarios, e.g., battlefield and hot-spots), CP is defined as the probability that a typical user can achieve some threshold of SNR/SINR. In this section, we will analyze the coverage performance of R-D link, while considering the randomness of the positions of terrestrial receivers. Moreover, in this subsection.

In this work, without loss of generality, the $i$th terrestrial receiver, $D_i$ ($1 \leq i \leq N$), is considered as the target for the following analysis.

Then, CP can be written as

$$p_c = \Pr \{ \gamma_{RD} \geq \gamma_{th} \}$$

$$= 1 - \Pr \{ \lambda_R \leq \gamma_{th} d_i^{n_2} \}$$

$$= Q_1 \left( \sqrt{2K}, \sqrt{\frac{2(1 + K) \gamma_{th}}{\Omega_R}} d_i^{-n_2} \right), \quad (9)$$

where $\gamma_{th}$ is the predefined threshold.

Using (1), we can derive the CDF of $r_i$ ($1 \leq i \leq N$) as

$$F_{r_i}(x) = \int_0^x \int_0^{\frac{\pi}{2}} \frac{1}{\pi L^2} r dr d\theta = \frac{x^2}{L^2}. \quad (10)$$

Therefore, the PDF of $r_i$ ($1 \leq i \leq N$) can be obtained as $f_{r_i}(x) = \frac{2x}{L^2}$, $0 \leq x \leq L$. Further we can achieve the PDF of $d_i = \sqrt{H_1^2 + r_i^2}$ ($1 \leq i \leq N$) as $f_{d_i}(x) = \frac{2x}{L^2}$, $H_1 \leq x \leq \sqrt{H_1^2 + L^2}$.

Considering the randomness of the position of $D_i$, CP can be further calculated as

$$p_c = \int_{H_1}^{\sqrt{H_1^2 + L^2}} Q_1 \left( \sqrt{2K}, \sqrt{\frac{2(1 + K) \gamma_{th}}{\Omega_R}} d_i^{-n_2} \right) f_{d_i}(x) dx$$

$$= \frac{2}{L^2} \int_{H_1}^{\sqrt{H_1^2 + L^2}} x Q_1 \left( \sqrt{2K}, \sqrt{\frac{2(1 + K) \gamma_{th}}{\Omega_R}} \right) dx. \quad (11)$$

As suggested in [26], Marcum $Q$-function can be approximated as$^5$

$$Q_1(a, b) \approx \exp \left( -e^{v(a)} b^{u(a)} \right), \quad (12)$$

$^5$As suggested by Fig. 3 in [26], the approximation of Marcum $Q$-function given by (12) is robust with respect to changes in $a$ from 1 to 5 and can adequately represent the mass of the Marcum $Q$-function while $b$ ranging from 0 to 10.
where \( \mu(a) = 2.174 - 0.592a + 0.593a^2 - 0.092a^3 + 0.005a^4 \) and \( \nu(a) = -0.840 + 0.327a - 0.740a^2 + 0.083a^3 - 0.004a^4 \).

Then, we can obtain

\[
Q_1 \left( \sqrt{2K}, \sqrt{\frac{2(1 + K) \gamma_{th}^n}{\Omega_R} x^{n_2}} \right) \approx \exp \left( -e^\nu \Theta x^{n_2} \right),
\]

(13)

where \( \Theta = \frac{2(1+K)\gamma_{th}}{\Omega_R}, \mu = 2.174 - 0.937\sqrt{K} + 1.186K - 0.260K^{\frac{3}{2}} + 0.010K^2 \) and \( \nu = -0.840 + 0.809\sqrt{K} - 1.480K + 0.235K^{\frac{3}{2}} - 0.008K^2 \).

Using (13) into (11), the CP for non-interference scenario can be derived as

\[
p_c \approx \frac{2}{L^2} \sqrt{H_1^2 + L^2} \int_{H_1} x \exp \left( -e^\nu \Theta x^{n_2} \right) dx
\]

\[
= \frac{4}{L^2 n_2 \mu} e^{-\frac{4\mu}{n_2}} \Theta^{-\frac{2}{n_2}} \int_{y_{\min}}^{y_{\max}} y^{\frac{4}{n_2} - 1} \exp (-y) dy
\]

\[
= \frac{4}{L^2 n_2 \mu} e^{-\frac{4\mu}{n_2}} \Theta^{-\frac{2}{n_2}} \left[ \Gamma \left( \frac{4}{n_2 \mu}, y_{\min} \right) - \Gamma \left( \frac{4}{n_2 \mu}, y_{\max} \right) \right],
\]

(14)

where in the second line we let \( y = e^\nu \Theta x^{n_2} \), \( y_{\max} = e^\nu \Theta \left( H_1^2 + L^2 \right)^{\frac{n_2}{n}} \), \( y_{\min} = e^\nu \Theta H_1^{\frac{n_2}{n}} \), and \( \Gamma(a, x) = \int_x^\infty t^{a-1} \exp (-t) dt \) is the upper incomplete gamma function.

B. Interference Scenario

In the subsection, we will study the coverage performance of the target system in the presence of a grounded interfering source.

In this work, we assume there is an interfering node existing in the neighbor area of the target terminal, \( D_i \), while \( R \) delivering information bits to \( D_i \). This assumption is reasonable and practical, as satellite-terrestrial communications are mainly designed for the scenarios with or even without limited traditional terrestrial communication facilities, e.g., rural areas and battlefields. For example, a macrocellular typically spans a few kilometers to tens of kilometers to provide radio coverage for rural areas. Then, it is meaningful to assume that there is only one interfering node for our considered CSATC systems.

As shown in Fig. 2, it is assumed that the interfering node, I, is uniformly distributed in the circle with original O and radius \( T \) (\( T > L \)). In order to facilitate the following analysis, we denote the polar
coordinates of $D_i$ and $I$ as $(0, r_i)$ and $(\theta, r_I)$, respectively. Then, the distance between $D_i$ and $I$ can be written as 

\[ u_i = \sqrt{r_i^2 + r_I^2 - 2r_i r_I \cos \theta}. \]

Furthermore, the PDF of $r_I$ and $\theta$ can be easily given as

\[ f_{r_I}(x) = \begin{cases} \frac{1}{T}, & \text{if } 0 \leq x \leq T; \\ 0, & \text{else} \end{cases} \quad (15) \]

and

\[ f_{\theta}(x) = \frac{1}{2\pi}, \quad (16) \]

respectively.

Thus, under this case the received signal at $D_i$ can be given as

\[ y_{RD} = \sqrt{\frac{P_R}{d_{RD}^n} h_{RD} x_{RD}} + \sqrt{\frac{P_I}{\eta_i^2} h_{ID} x_I} + z, \quad (17) \]

where $P_I$ is the transmit power at $I$, $h_{ID}$ is the channel gain of the interfering I-$D_i$ link (in this work Rayleigh fading is considered for terrestrial communications, namely, $f_{|h_{ID}|^2}(x) = \lambda_I \exp(-\lambda_I x)$, $1/\lambda_I$ is the mean of $|h_{ID}|^2$), $x_i$ is the transmitted bits from $I$, $z$ is the complex Gaussian noise at $D_i$ with average power, $\sigma^2$. As the interfering power is normally much larger than the one of AWGN, in the following we adopt SIR to address and study the effect of interfering signal on the coverage performance of the considered system.
So, the received SIR at $D_i$ can be derived as
\[
\gamma_{RD} = \frac{P_R|h_{RD}|^2}{d_i^{n_2}}
\]
\[
= \frac{P_R|h_{RD}|^2 u_i^{n_2}}{P_I|h_{ID}|^2 d_i^{n_2}}
\]
\[
= \frac{P_R|h_{RD}|^2 r_i^2 + r_i^2 - 2r_i r_I \cos \theta}{P_I|h_{ID}|^2 r_i^2 + H_i^2},
\]
(18)

where the path loss factor $n_2 = 2$ is only considered in this work for tractability.

**Lemma 1.** Let $Z = \frac{P_R|h_{RD}|^2}{P_I|h_{ID}|^2}$, the CDF of $Z$ can be written as
\[
F_Z(z) = \frac{1}{\Gamma_1} \left( \frac{\Gamma_3}{z} \right)^{-1} F_1 \left( 1; 1; \Gamma_4 \left( \frac{\Gamma_3}{z} \right)^{-1} \right),
\]
(19)

where $\Gamma_1 = 1 + \frac{K}{\Omega_X} \exp(-K)$, $\Gamma_2 = 1 + \frac{K}{\Omega_X}$, $\Gamma_3 = \frac{\lambda I}{P_R}$, and $\Gamma_4 = \frac{K(1+K)}{\Omega_X}$.

**Proof:** Let $X = |h_{RD}|^2$ and $Y = \frac{P_I}{P_R}|h_{ID}|^2$. As $f_{|h_{ID}|^2}(x) = \lambda I \exp(-\lambda I x)$, one can have the CDF of $Y$ as $F_Y(y) = 1 - \exp \left( -\frac{\lambda I}{P_R} y \right)$.

Similarly, the PDF of $X = |h_{RD}|^2$ can be given as
\[
f_X(x) = \frac{(1 + K)}{\Omega_X} \exp \left( -K - \frac{x (1 + K)}{\Omega_X} \right)
\]
\[
\times I_0 \left( 2 \sqrt{\frac{K (1 + K) x}{\Omega_X}} \right), \quad x \geq 0,
\]
(20)

where $\Omega_X = \Omega \sigma^2 / P_R$ is the variance of $X$.

It is easy to write the CDF of $Z$ as
\[
F_Z(z) = \Pr \left\{ Z = \frac{X}{Y} \leq z \right\}
\]
\[
= 1 - \Pr \left\{ Y \leq \frac{X}{z} \right\}
\]
\[
= \exp \left( -\frac{\lambda I}{P_R} \frac{X}{z} \right),
\]
(21)
Then, using [27, Eq. (2.15.5.4)], the CDF of \( Z = \frac{X}{Y} \) can be further derived as

\[
F_Z(z) = \int_0^\infty \exp \left( -\frac{\lambda_I P_R x}{P_1} \right) f_X(x) \, dx
\]

\[
= \frac{(1+K)}{\Omega_X} \int_0^\infty \exp \left( -K - \left( \frac{1+K}{\Omega_X} + \frac{1}{z} \frac{\lambda_I P_R}{P_1} \right) x \right) \times I_0 \left( 2 \sqrt{\frac{K (1+K)}{\Omega_X} x} \right) \, dx
\]

\[
t = \sqrt{T} \int_0^\infty t \exp \left( -\left( \Gamma_2 + \frac{\Gamma_3}{z} \right) t^2 \right) I_0 (2\Gamma_4^2 t) \, dt
\]

\[
= \Gamma_1 \left( \Gamma_2 + \frac{\Gamma_3}{z} \right)^{-1} F_1 \left( 1; 1; \Gamma_4 \left( \Gamma_2 + \frac{\Gamma_3}{z} \right)^{-1} \right),
\]

(22)

where \( \Gamma_1 = \frac{1+K}{\Omega_X} \exp (-K) \), \( \Gamma_2 = \frac{1+K}{\Omega_X} \), \( \Gamma_3 = \frac{\lambda_I P_R}{P_1} \), and \( \Gamma_4 = \frac{K(1+K)}{\Omega_X} \).

Then, the proof is completed. 

**Lemma 2.** When terminal \( D_i \) is uniformly distributed in the circle with original \( O \) and radius \( L \), and interfering node \( I \) is uniformly distributed in the circle with original \( O \) and radius \( T \), the CDF of \( \gamma_{RD} \) can be derived as

\[
F_{\gamma_{RD}}(x) = \frac{\Gamma_1}{4\pi} \sum_g \sum_j \sum_k \Theta_g j k 1_F_1 \left( 1; 1; \Gamma_4 \Theta_g j k \right),
\]

(23)

where \( \sum_g \sum_j \sum_k \) denotes \( \sum_{g=1}^G \sum_{j=1}^H \sum_{k=1}^J \), \( \eta_g = \cos \left( \frac{2g-1}{2G} \pi \right) \), \( \eta_j = \frac{\pi}{H} \), \( \eta_k = \cos \left( \frac{2k-1}{2H} \pi \right) \), \( \nu_j = \frac{\pi}{H} \), \( \nu_k = \cos \left( \frac{2k-1}{2H} \pi \right) \), \( \zeta_j = \cos \left( \frac{2j-1}{2H} \pi \right) \), \( \zeta_k = \cos \left( \frac{2k-1}{2H} \pi \right) \), \( \lambda_k = \frac{\pi}{H} \), and \( \Theta_g j k \) is given by

\[
\left( \Gamma_2 + \frac{\Gamma_3 \eta_j^2 (\zeta_j + 1)^2 + \eta_k^2 (\zeta_k + 1)^2 - 2\eta_j \eta_k \zeta_j (\zeta_j + 1)(\zeta_k + 1)}{\eta_j^2 (\zeta_k + 1)^2 + \eta_k^2 (\zeta_j + 1)^2} \right)^{-1}.
\]

**Proof:** Please refer to Appendix I.

**Theorem 1.** Using Lemma 2, the CP for interference scenarios can be presented as

\[
p_c = \Pr \{ \gamma_{RD} \geq \gamma_{th} \}
\]

\[
= 1 - F_{\gamma_{RD}} (\gamma_{th})
\]

(24)

**Proof:** It is easy to obtain (24) by using the relationship between CP and the CDF.
IV. OUTAGE ANALYSIS FOR S-R LINK

In this section, we will investigate the impact of the randomness of the satellites position on the outage performance of the information transmissions over S-R link. It is assumed that S works in the circular orbit with the earth’s center, E, which is a sphere with radius, $R_E = 6371$ km.

As shown in Fig. 3, the satellite, S, is assumed to be uniformly distributed in the space, which is a part that the spherical cone with radius $U_1$ minus the one with radius $U_2$ ($U_1 > U_2$). The two spherical cones are respectively with radius $U_1$ and $U_2$, as well as with sphere central, E, and the same apex angle, $\Psi/2$. The distance between R and E is $H_R$, which can be written as $H_R = H_1 + R_E$. For example, as low earth orbit (LEO) satellites normally revolve at an altitude from the earth’s surface between 160 to 2000 km, then one can have $U_1 = 8371$ km and $U_2 = 6531$ km.

In order to facilitate the following analysis, spherical coordinates are adopted, while E is set as the original. Then, the coordinate of S can be presented as $(r_S, \theta, \psi)$, where $U_2 \leq r_S \leq U_1$, $0 \leq \theta \leq \Psi/2$ and $0 \leq \psi \leq 2\pi$, and the coordinate of R can be written as $(H_R, 0, 0)$, where $R_E \leq H_R \leq R_E + H_{\text{max},R}$ and $H_{\text{max},R}$ is the maximum height of R.

Therefore, the distance between S and R, $d_0$, can be presented as

$$d_0 = \sqrt{r_S^2 + H_R^2 - 2r_SH_R \cos \theta}.$$ \hspace{1cm} (25)

$^6\Psi$ is the apex angle determined by the distribution space of S in which S is able to successfully communicate with R. Hence, we can see that, for practical scenarios, $\Psi$ is decided some system parameters over S-R link, e.g., the transmit power at S, the antenna gains at S and R, the receiver sensitivity at R, the power levels of the noise and interference at R, etc.
So it is obvious that \( U_2 - H_R = d_{0,\min} \leq d_0 \leq d_{0,\max} = \sqrt{U_1^2 + H_R^2 - 2U_1 H_R \cos \frac{\Psi}{2}} \). In the following, we consider the case that path-loss factor is 2 to simplify the analysis.

**Theorem 2.** When the position of \( R \) is fixed and \( S \) is uniformly distributed in the space shown in Fig. 3, the PDF of \( d_0^2 \) can be derived as

\[
\begin{align*}
    f_{d_0^2}(x) &= \frac{3}{4H_R} \frac{1}{1 - \cos \frac{\Psi}{2}} \frac{1}{U_2^2 - U_1^2} \left[ \omega^2(x) - \rho^2(x) \right] \\
    &= \tau \left[ \omega^2(x) - \rho^2(x) \right],
\end{align*}
\]

where \( \omega(x) = \min \{U_1, H_R + \sqrt{x}\}, \rho(x) = \max \{U_2, H_R \cos \frac{\Psi}{2} + \sqrt{x - H_R^2 \sin^2 \frac{\Psi}{2}}\} \), \( \tau = \frac{3}{4H_R} \frac{1}{1 - \cos \frac{\Psi}{2}} \frac{1}{U_1^2 - U_2^2} \), and \( x - H_R^2 \cos^2 \frac{\Psi}{2} \geq 0 \).

**Proof:** Please refer to Appendix II.

Using (3) and (5), the OP for S-R link can be given as

\[
\begin{align*}
P_{\text{out,SR}} &= \Pr \{ \gamma_{SR} \leq \gamma_{\text{out}} \} \\
    &= \Pr \left\{ \frac{P_S |h_{SR}|^2}{\sigma^2 d_0^2} = \frac{\lambda_S}{d_0^2} \leq \gamma_{\text{out}} \right\} \\
    &= 1 - \alpha \sum_{k=0}^{m-1} \frac{\zeta(k)}{\lambda^{k+1}} \sum_{p=0}^{k} \frac{k!}{p!} \left( \frac{\beta - \delta}{\lambda} \right)^{(k+1-p)} \\
    &\quad \times \gamma_{\text{out}}^p d_0^{2p} \exp \left( \frac{\beta - \delta}{\lambda} \gamma_{\text{out}} d_0^2 \right).
\end{align*}
\]

where \( \gamma_{\text{out}} \) is the threshold for the outage events.

Taking the randomness of \( d_0^2 \) into account and using Theorem 2, the OP for S-R link can be presented as

\[
\begin{align*}
P_{\text{out,SR}} &= 1 - \alpha \sum_{k=0}^{m-1} \frac{\zeta(k)}{\lambda^{k+1}} \sum_{p=0}^{k} \frac{k!}{p!} \left( \frac{\beta - \delta}{\lambda} \right)^{(k+1-p)} \\
    &\quad \times \gamma_{\text{out}}^p \int_{d_0^2}^{d_{0,\max}} x^p \exp (-\Delta x) f_{d_0^2}(x) \, dx \\
    &= 1 - \alpha \tau \sum_{k=0}^{m-1} \frac{\zeta(k)}{\lambda^{k+1}} \sum_{p=0}^{k} \frac{k!}{p!} \left( \frac{\beta - \delta}{\lambda} \right)^{(k+1-p)} \\
    &\quad \times \gamma_{\text{out}}^p \int_{d_0^2}^{d_{0,\max}} x^p \left[ \omega^2(x) - \rho^2(x) \right] \exp (-\Delta x) \, dx.
\end{align*}
\]
where $\Delta = \frac{\beta - \delta}{\lambda} \gamma_{\text{out}}$.

Again, employing Chebyshev-Gauss quadrature in the first case, the OP for S-R link can be finally written as (29) on the top of next page, where $b_1 = \frac{d_2,\text{max} - d_2,\text{min}}{2}$, $b_2 = \frac{d_2,\text{max} + d_2,\text{min}}{2}$, $\chi_i = \cos \left( \frac{2j-1}{2Q} \pi \right)$ and $\varpi_i = \frac{\pi}{Q}$.

**Corollary 1.** When DF scheme is adopted at R, the e2e OP for S-R-D_i link can be finally obtained as

$$P_{e2e} = 1 - p_c (1 - P_{\text{out},SR}),$$

where $p_c$ is presented as (14) and (24) for non-interference and interference scenarios, respectively, and $P_{\text{out},SR}$ is given as (29).

V. THE E2E ENERGY EFFICIENCY OPTIMIZATION

It is well-known that satellites and aerial relays are resource-constrained systems, especially suffering rigid power budget to realize the designed operating life. Though satellites are normally equipped with solar panels to charge the batteries, the energy renewing process is restricted by the satellites’ orbiting movements. Therefore, it is vital for the considered CSATC systems to efficiently and effectively exploit the limited power resource at both satellites and aerial relays.

As presented in Fig. 1, intuitively, there exists an optimal transmit power and transmission time allocation over S-R and R-D_i hops to achieve optimal e2e energy efficiency for the considered CSATC system. Because the transmit power and transmission time over S-R and R-D_i hops are directly related to the total energy and time consumption to realize the delivery of the same amount of information bits over both S-R and R-D_i hops. Then, in this section, we will present an optimization problem in terms
of the transmit power and transmission time over S-R and R-D_i hops to realize the optimal e2e energy efficiency performance of S-R-D_i link.

Furthermore, in this study, we only concern the energy consumed on transmitting information bits and ignore that spent on processing the signals (e.g., encoding and decoding), as radio frequency communications have been proved as the main parts of energy consumption at the terminals.

A. Problem Formation

Similar to [28], in this work energy efficiency is adopted to evaluate the efficiency of the energy consumption on delivering the information bits, which is defined as the number of delivered bits over S-R-D_i link with unit-joule consumption. Therefore, the following optimization problem is considered: How to optimally allocate the transmit power and transmission time over S-R and R-D_i links so that the energy efficiency of the considered system is maximized.

$$\text{OPT} - 1 : \max_{P, T} \eta = \frac{D_{SD}}{P_ST_S + P_RT_R}$$

Subject to

$$C1 : T_SB_S \log_2(1 + P_S \gamma_{SR}) = D_{SD},$$

$$C2 : T_RB_R \log_2(1 + P_R \gamma_{RD}) = D_{SD},$$

$$C3 : T_S + T_R \leq T,$$

$$C4 : T_S \geq \frac{D_{SD}}{B_S \log_2(1 + P_{S_{\text{max}}} \gamma_{SR})},$$

$$C5 : T_R \geq \frac{D_{SD}}{B_R \log_2(1 + P_{R_{\text{max}}} \gamma_{RD})},$$

where $P = \{P_S, P_R\}$ is the power allocation policy, and $T = \{T_S, T_R\}$ is the time allocation policy. $P_{S_{\text{max}}}$ and $P_{R_{\text{max}}}$ denotes the maximum transmit power at S and R, respectively. $\gamma_{SR} = \frac{|h_{SR}|^2}{\sigma^2 d_{SR}^2}$, $\gamma_{RD} = \frac{|h_{RD}|^2}{\sigma^2 d_{RD}^2}$ for non-interference case, and $\gamma_{RD} = \frac{|h_{RD}|^2}{P|h_{ID}|^2 d_{ID}^2}$ for interference case. C1 and C2 are the transmission rate constraints, which guarantee the amount of the transmitted data over the two hops is equal to the requirement, $D_{SD}$. C3 restricts that the total transmission time for the two hops is bounded by the maximum time $T$ for the e2e transmission. C4 and C5 ensures the low bounds of the transmission time for the two hops, respectively. The coupling between $P$ with $T$ results in an obstacle to address the problem OPT – 1. However, by exploiting Lemma 3 in the following, we can derive the optimal solution by solving the convex optimization problem OPT – 2 as follows
OPT − 2:

\[
\min_{T} \eta_{t} = \frac{T_{S}}{\gamma_{SR}} g \left( \frac{D_{SD}}{T_{S}}, B_{S} \right) + \frac{T_{R}}{\gamma_{RD}} g \left( \frac{D_{SD}}{T_{R}}, B_{R} \right)
\] (32)

Subject to C3, C4, and C5.

Lemma 3. We can derive the solution of problem OPT − 1 by solving the convex optimization problem OPT − 2.

Proof: We first define a function \( g(x, B) = 2 \pi - 1 \). Then, \( P_{S} = \frac{1}{\gamma_{SR}} g \left( \frac{D_{SD}}{T_{S}}, B_{S} \right) \) and \( P_{R} = \frac{1}{\gamma_{RD}} g \left( \frac{D_{SD}}{T_{R}}, B_{R} \right) \).

Further, we can rewrite the objective function of OPT − 1 as

\[
\max_{P, T} \frac{D_{SD}}{\gamma_{SR}} g \left( \frac{D_{SD}}{T_{S}}, B_{S} \right) + \frac{D_{RD}}{\gamma_{RD}} g \left( \frac{D_{SD}}{T_{R}}, B_{R} \right)
\] (33)

It is obvious that the maximum energy efficiency \( \eta^{*} \) is equal to \( \frac{D_{SD}}{\eta} \).

Since the second derivative of \( g(x, B) \), i.e., \( \frac{d^{2}g(x, B)}{dx^{2}} \), is always non-negative, \( g(x, B) \) is a convex function w.r.t \( x \). The perspective function of \( g(x, B) \) i.e., \( xg \left( \frac{1}{x}, B \right) \) is also a convex function [29]. Thus, the objective function of OPT − 2 is the sum of two convex functions, and the constraints are linear. As a result, the transformed problem OPT − 2 is a convex optimization problem w.r.t \( T \).

B. Solution of the Problem OPT-2

The Lagrangian function of the problem OPT − 2 is given by

\[
L(\lambda, T_{S}, T_{R}) = \frac{T_{S}}{\gamma_{SR}} g \left( \frac{D_{SD}}{T_{S}}, B_{S} \right) + \frac{T_{R}}{\gamma_{RD}} g \left( \frac{D_{SD}}{T_{R}}, B_{R} \right) + \lambda (T_{S} + T_{R} - T),
\] (34)

where \( \lambda \) is the Lagrangian multiplier corresponds to the total time constraint.

Then, the dual problem of (34) can be presented as

\[
\max_{\lambda \geq 0} \min_{T} L(\lambda, T_{S}, T_{R}).
\] (35)

By solving the dual problem (35), we can derive the solution of problem (32). To this end, we first solve the inner problem for fixed \( \lambda \) and then update the Lagrangian multiplier \( \lambda \) by subgradient method until the Lagrangian multiplier converges.

June 23, 2020 DRAFT
Using KKT conditions, the time allocation policy for the first phase transmission, i.e., from S to R, is given by

$$T^*_S = \begin{bmatrix} \hat{T}_S \\ T_{S_{\min}} \end{bmatrix},$$

(36)

where \([x]_\mu\) is an operator which is defined as \(\max(a, x)\), \(T_{S_{\min}} = \frac{D_{SD}}{B_S \log_2(1+P_{S_{\max}}^{\gamma_{SR}})}\), and \(\hat{T}_S\) denotes the solution of the following equation

$$1 - \frac{\ln 2 D_{SD}}{T_S B_S} = (1 - \gamma_{SR}\lambda) \left(1 - \frac{1}{2}\right)^{\frac{D_{SD}}{T_S B_S}}.$$  

(37)

Similarly, the time allocation policy for the second phase transmission, i.e., from S to \(D_i\), is given by

$$T^*_R = \begin{bmatrix} \hat{T}_R \\ T_{R_{\min}} \end{bmatrix},$$

(38)

where \(T_{R_{\min}} = \frac{D_{SD}}{B_R \log_2(1+P_{R_{\max}}^{\gamma_{RD}})}\), and \(\hat{T}_R\) denotes the solution of the following equation

$$1 - \frac{\ln 2 D_{SD}}{T_R B_R} = (1 - \gamma_{RD}\lambda) \left(1 - \frac{1}{2}\right)^{\frac{D_{SD}}{T_R B_R}}.$$  

(39)

Since (37) and (39) are transcendental equations, which do not have a closed-form solution generally, we can use some numerical methods (e.g., Newton method) to find the approximate solution. Moreover, there are some packets on various platforms to solve such a simple form transcendental equation, such as Mathematica.

As for the high-level problem of (35), we update the Lagrangian multiplier via the subgradient method

$$\lambda(j+1) = \begin{bmatrix} \lambda(j) + \phi(j) \left(T_S + T_R - T\right) \end{bmatrix}_0,$$

(40)

where \(j \geq 0\) denotes the iteration index, and \(\phi(j)\) represents the positive diminishing step size.

The pseudocode of the proposed algorithm is shown in Algorithm 1. The proposed iterative algorithm consists of only one loop, it has a polynomial time complexity, i.e., \(O(N)\).
Algorithm 1 Iterative Algorithm for OPT-2 Problem

1: **Initialization:** Initialize $\lambda(0)$, and sets $j = 0$

2: **repeat**

3: Calculate $T_S^*$ and $T_R^*$ based on (36) and (38)

4: Update $\lambda(j)$ by using (40);

5: $j = j + 1$

6: **until** Sequence $\lambda$ converges

7: Calculate the $\eta_t^*$ by (32)

8: **return** $T_S^*$, $T_R^*$ and $\eta^* = \frac{D_{th}}{\eta_t^*}$

VI. NUMERICAL RESULTS

In this section, numerical results will be provided to study the performance of the considered system, as well as to verify the proposed analytical models and optimal designs. In the following, we use $D$ instead of $D_i$ for simplification, and path-loss factors for S-R and R-D links are set as 2. Furthermore, we run $1 \times 10^6$ times of the realizations of the considered system and $1 \times 10^6$ trials of Monte-Carlo simulations, to model the randomness of the positions of the considered terminals and channel gains over each link.
A. Coverage Performance Over S-R Link

In this subsection, $\gamma_{th} = 0$ dB, and two scenarios, non-interference and interference scenarios, will be studied for various the average channel power gain of R-D link ($\Omega_R$), respectively.

1) Non-interference scenarios: Main parameters adopted in this case are set as: $P_R = 1$ dB, $K = -10$ dB, $L = 20$ km, and $H_1 = 5$ km.

In Figs. 4 and 5, the CP over R-D links are presented for various of $H_1$ and $L$, respectively. One can see that in both figures CP can be improved while $\Omega_R$ increasing. Because a large $\Omega_R$ presents a large average power of the received signal, which means that the received SNR at D increases.

Also, it is obvious that a small $H_1/L$ leads to a large CP. This observation comes from the fact that a small $H_1$ denotes a low path-loss for the signal transmitted over R-D link, and a small $L$ shows a small distributed area for D, leading to small path-loss over R-D link.

2) Interference Scenarios: Main parameters adopted in this case are set as: $G = H = J = 50$, $P_R = 1$ dB, $K = -10$ dB, $L = 5$ km, $H_1 = 5$ km, and $T = 30$ km.

Fig. 6 shows the impact of the size of the distribution area for the interfering node on the coverage performance of the considered system. we can observe that the CP with a large $T$ outperforms the one with a small $T$. It can be explained that a large $T$ represents a large distribution area for the interfering node, which exhibits a large probability of large path-loss over the interfering link.

In Fig. 7, the influence of $H_1$ on the coverage performance of the considered system is presented for the interference scenario. It is easy to find out that $H_1$ shows a negative effect on the coverage performance of the considered system, as the CP with a low $H_1$ outperforms the one with a large $H_1$. This finding

Fig. 5: CP over R-D link for various $L$. 
can also be explained by the reason proposed for the observations in Fig. 4.

Furthermore, one can clearly find that simulation and numerical results agree with each other very well, which verifies the accuracy of the proposed analytical model presented in Section III.

**B. Outage Performance**

In this subsection, we set $\gamma_{\text{out}} = 0$ dB, $\Psi = \pi/3$, $m = 2$, $R_E = 6371$ km, $U_1 = 8371$ km and $U_2 = 6531$ km, and the outage performance over S-R link and the e2e outage performance of the considered system will be investigated for various the average power of the LOS components over S-R link ($\Omega$) and various the average channel power gain of R-D link ($\Omega_R$), respectively.
1) OP over S-R link: Main parameters adopted here are set as: $P_S = 30$ dB, $b = 10$ dB, $P = 50$.

In Fig. 8, the outage performance over S-R link is studied for various $H_1$. It can be seen that the height of R, $H_1$, exhibits quite a weak impact on the outage performance over S-R link since the differences among the OP for various $H_1$ from 5 km to 20 km is very narrow (roughly on the orders of $10^{-3}$, as suggested by Fig. 8). Since the distance of S-R link is on the order of hundreds to thousands of kilometers, the variations of the height of R, $H_1$, from tens to thousands of meters cannot produce a significant effect on the outage performance over S-R link.

Fig. 9 presents the outage performance over S-R link for various $\Psi$, while $\Omega$ increasing. Obviously, $\Psi$ shows a negative impact on the outage performance over S-R link, as a large $\Psi$ means a large distribution space for S, resulting in large path-loss for S-R link.

The influence of the transmit power at S, $P_S$, on the outage performance over S-R link is depicted in Fig. 10. As expected, $P_S$ exhibits a positive effect, since increasing $P_S$ can definitely improve the received SNR at R with no doubts.

Moreover, as presented in Figs. 8-10, the OP over S-R link is improved, while $\Omega$ increasing. Because $\Omega$ represents the average power of the LOS components of the received signal at R.

Finally, we can also easily see that simulation and numerical results match well with each other, which confirms the correctness of the proposed analytical model presented in Section IV.

2) The e2e OP: In this part, we will present some simulation results of the e2e outage performance of the considered system shown in Fig. 1. Main parameters adopted in this part are set as: $H_1 = 10$ km,
As depicted in Figs. 11 and 12, the size of the distribution area of D, $L$, shows a negative influence on the e2e OP of the considered system in both interference and non-interference scenarios, since a small $L$ means a large probability of small path-loss over R-D link.

In Fig. 11, we can see that increasing the range of the distribution area of the interfering node can improve the e2e OP of the considered system, as the probability that the interfering distance from the interfering node to D increases will enlarge, leading to the decreased interfering power and further the
Fig. 11: The e2e OP for interference scenarios with various combinations of $L$ and $T$.

Fig. 12: The e2e OP for non-interference scenarios with various $L$.

improved SIR at D.

C. Optimal Energy Efficiency Design

In this subsection, we will present the e2e energy efficiency for non-interference and interference scenarios by using the proposed optimization method, which is given in Section V. The main parameters adopted here are set as $\sigma^2 = -64$ dB, $d_0 = 1500$ km, $L = 15$ km, $R_E = 6371$ km, $U_1 = 8371$ km, $U_2 = 6531$ km, $P_{S_{\max}} = 50$ W, and $P_{R_{\max}} = 10$ W. In the following two figures, for simplification...
purpose, we adopt "NI" and "IS" to represent non-interference and interference scenarios, respectively.

We first evaluate the system performance for the proposed algorithm in terms of convergence. Fig. 13 depicts the evolution of energy efficiency for different permutations of $L$ and $H$. We can observe that the proposed Algorithm 1 achieves convergence within five iterations.

As observed in Figs. 14 and 15, energy efficiency gets worse while the height of the aerial relay, $H_1$, increases in both non-interference and interference scenarios. Because a large $H_1$ will result in large path-loss over R-D link, which leads to increased energy consumption for the information transmissions.
over R-D link. Moreover, it is obvious that the energy efficiency in the non-interference scenario is much higher than that in the interference scenario. This finding can be easily understood by the fact that more energy consumption is needed in the interference scenario to overcome the negative impact of the interfering signal on the information transmission over R-D link.

In Fig. 14, one can see that the energy efficiency with a small $L$ outperforms that with a large $L$ in both non-interference and interference scenarios. This observation can also be explained by the reason provided in the previous paragraph. Namely, a large $L$ will also incur large path-loss over R-D link, and
more energy is required to realize the information delivery over R-D link.

From Fig. 15, we can easily find that the energy efficiency with a small $d_0$ outperforms that with a large $d_0$ in both considered scenarios. Because a large $d_0$ means a large transmission distance over S-R link, resulting in large path-loss over S-R link. Furthermore, it is seen from Fig. 15 that the energy efficiency for various $d_0$ in the interference scenario is similar. Especially, when the height of R is too large (e.g., $H_1 > 20$ km), the differences among the energy efficiency for various $d_0$ are on the order of $10^7$ bits/Joule. This observation can be explained the fact that the path loss over S-R link will dominate the main power consumption over S-R-D link when $d_0$ is sufficiently large, e.g., the value of $d_0$ ranges from 1600 km to 1800 km considered in Fig. 15, which is quite larger than the one of $H_1$ ranging from 5 km to 30 km.

Fig. 16 indicates that the energy efficiency of the system increases with $T$ increasing in every considered scenario. With the time $T$ increasing, both satellite and relay can adopt a lower transmit power to achieve a better energy efficiency performance. For fixed $T$, the energy efficiency for non-interference scenario is one order higher than that for interference scenario.

It can be observed from Fig. 17 that the maximum power allowance (i.e., $P_{S_{\text{max}}}$) has a negligible impact on the energy efficiency of the target system. This observation can be explained as follows: the long-distance transmission over S-R link, which is normally on the order of 1000 km, leads to negligible improvements on the path-loss of S-R link, e.g., the path-loss of S-R link ranges from $3.5 \times 10^{-11}$ to $6 \times 10^{-11}$ when the maximum power allowance at S increases from 35 W to 60 W and path-loss factor.

![Fig. 17: The optimal energy efficiency for various $P_{S_{\text{max}}}$.]
is 2, and further exhibits no obvious influence on the transmission capacity of S-R link and the energy efficiency of the whole system. With our practical simulation setup, we find that the solution to the optimization problem always works in a reasonable region of the power allowance.

VII. CONCLUSION

In this paper, we first have studied the outage performance of a CSATC system with DF relay scheme and derived the approximated analytical expressions for the coverage probability over R-D link and the e2e OP in both non-interference and interference scenarios, while considering the randomness of the positions of the satellite and the terrestrial receivers. Next, the e2e energy efficiency of the considered system has been optimized by employing the proposed optimization model.

Observing from the numerical results, some remarks can be achieved as follows:

1) The radius of the coverage space of the aerial relay shows a negative impact on the coverage/outage/energy efficiency performance in both non-interference and interference scenarios.

2) The radius of the distribution area of the interfering node exhibits a positive influence on the coverage/outage/energy efficiency performance.

3) The height of the aerial relay shows a clear negative effect on the coverage performance over R-D link and a weak impact on the outage performance over S-R link.

4) Adjusting the height of aerial relay cannot always improve the e2e outage/energy efficiency performance of the considered system, which has a performance limitation arisen from the transmission distance from the satellite to the aerial relay. Because the transmission distance over S-R link is quite larger than that over R-D link.

5) The size of the distribution space of the satellite shows an obvious negative effect on the outage performance over S-R link.

6) Increasing the transmit power at the satellite is not an efficient way to improve the performance of the whole system, due to the huge path-loss arisen from the long-distance transmission over S-R link normally on the order of thousands of kilometers.

APPENDIX: PROOF OF LEMMA 2

Let \( t = \cos \theta \) (\(-1 \leq t \leq 1\)), we have \( \theta = \arccos y \). Then, the PDF of \( \cos \theta \) can be written as

\[
\begin{align*}
    f_{\cos \theta} (t) &= \frac{2}{2\pi} \left| -\frac{1}{1-t^2} \right| \\
    &= \frac{1}{\pi \sqrt{1 - t^2}}. \quad (41)
\end{align*}
\]
Therefore, considering the randomness of the position of $\cos \theta$ and using Chebyshev-Gauss quadrature in the first case, which is presented as $\int_{-1}^{1} f(x) \sqrt{1-x^2} \, dx \approx \sum_{i=1}^{W_r} w_i f(x_i)$ with $x_i = \cos \left( \frac{2i-1}{2T} \pi \right)$ and the weight $w_i = \frac{\pi}{T}$, the CDF of $\gamma_{RD}$ can be rewritten as

$$F_{\gamma_{RD}}(x) = \Gamma_1 \int_{-1}^{1} \left( \frac{x}{r_i^2 + H_1^2} + \frac{r_i^2 + r_f^2 - 2r_ir_f t}{r_i^2 + H_1^2} \right)^{-1} \times \frac{\Gamma_1}{\pi} \sum_{g=1}^{G} \varphi_g \left( \frac{\Gamma_1 - 1}{\Gamma_1} \right) \times f_{\cos \theta}(t) \, dt$$

$$= \frac{\Gamma_1}{\pi} \sum_{g=1}^{G} \varphi_g \left( \frac{\Gamma_1 - 1}{\Gamma_1} \right) \times f_{\cos \theta}(t) \, dt$$

$$= \frac{\Gamma_1}{\pi} \sum_{g=1}^{G} \varphi_g \left( \frac{\Gamma_1 - 1}{\Gamma_1} \right) \times f_{\cos \theta}(t) \, dt$$

$$= \frac{\Gamma_1}{\pi} \sum_{g=1}^{G} \varphi_g \left( \frac{\Gamma_1 - 1}{\Gamma_1} \right) \times f_{\cos \theta}(t) \, dt$$

$$= \frac{\Gamma_1}{\pi} \sum_{g=1}^{G} \varphi_g \left( \frac{\Gamma_1 - 1}{\Gamma_1} \right) \times f_{\cos \theta}(t) \, dt$$

$$= \frac{\Gamma_1}{\pi} \sum_{g=1}^{G} \varphi_g \left( \frac{\Gamma_1 - 1}{\Gamma_1} \right) \times f_{\cos \theta}(t) \, dt$$

where $\varphi_g = \cos \left( \frac{2g-1}{2T} \pi \right)$ and $\varphi_g = \pi_2 \varphi_1$.

As shown in Fig. 2, $D_i$ is uniformly distributed in the circle with original O and radius $L$, the PDF of $r_i$ can be given as

$$f_{r_i}(x) = \begin{cases} \frac{2x}{L^2}, & \text{if } 0 \leq x \leq L; \\ 0, & \text{else} \end{cases} \quad (43)$$

Similarly, the PDF of $r_f$ can be written as

$$f_{r_f}(x) = \begin{cases} \frac{2x}{T^2}, & \text{if } 0 \leq x \leq T; \\ 0, & \text{else} \end{cases} \quad (44)$$

Similarly, taking the randomness of the position of I into account and applying Chebyshev-Gauss quadrature in the first case, the CDF of $\gamma_{RD}$ can be presented as (45), shown on the top of this page, where $\eta_1 \equiv \frac{T}{2}$, $\zeta_j \equiv \cos \left( \frac{2j-1}{2T} \pi \right)$, and $\nu_j \equiv \frac{\pi}{2T}$.

Again, considering the randomness of the position of $D_i$ and using Chebyshev-Gauss quadrature in the first case, the CDF of $\gamma_{RD}$ can be further derived as (46), shown on the top of next page, where $\eta_2 \equiv \frac{L}{2}$, $\kappa_i \equiv \cos \left( \frac{2i-1}{2T} \pi \right)$, $\iota_i \equiv \frac{\pi}{2}$, and $\Theta_{g,j,k}(x) = \left( \frac{H_1}{H_1^2 + (\kappa_i + 1)^2 + \eta_g \eta_1 \zeta_j \zeta_{j+1} (\kappa_i + 1) (\kappa_{j+1} + 1)} \right)^{-1}$.

To facilitate the presentation, we adopt the following notations:

$$\sum_{g=1}^{G} \sum_{j=1}^{J} \sum_{k=1}^{K} \zeta_j \sqrt{1 - \nu_j^2 (\zeta_j + 1)} \sum_{k=1}^{K} \kappa_k \sqrt{1 - \kappa_k^2 (\kappa_k + 1)}$$

Then, the CDF of $\gamma_{RD}$ can be finally presented as (23).

So, the proof of Lemma 2 is finished.
F_{\gamma R} (x) = \frac{2\Gamma_1}{\pi T^2} \sum_{g=1}^{G} \vartheta_g \int_0^T z \left( \Gamma_2 + \frac{\Gamma_3 r_i^2 + z^2 - 2r_i z \varsigma_g}{r_i^2 + H_1^2} \right)^{-1} \left( 1; 1; \Gamma_4 \left( \Gamma_2 + \frac{\Gamma_3 r_i^2 + z^2 - 2r_i z \varsigma_g}{r_i^2 + H_1^2} \right)^{-1} \right) dz \\
= \frac{\Gamma_1}{2\pi} \sum_{g=1}^{G} \vartheta_g \sum_{j=1}^{H} \zeta_j \sqrt{1 - \nu_j^2 (\zeta_j + 1)} \left( \Gamma_2 + \frac{\Gamma_3 r_i^2 + \eta_1^2 (\zeta_j + 1)^2 - 2\eta_1 r_i (\zeta_j + 1) \varsigma_g}{r_i^2 + H_1^2} \right)^{-1} \\
\times \frac{1}{1; 1; \Gamma_4 \left( \Gamma_2 + \frac{\Gamma_3 r_i^2 + \eta_1^2 (\zeta_j + 1)^2 - 2\eta_1 r_i (\zeta_j + 1) \varsigma_g}{r_i^2 + H_1^2} \right)^{-1}} \\
\times 1 \left( 1; 1; \Gamma_4 \left( \Gamma_2 + \frac{\Gamma_3 r_i^2 + \eta_1^2 (\zeta_j + 1)^2 - 2\eta_1 r_i (\zeta_j + 1) \varsigma_g}{r_i^2 + H_1^2} \right)^{-1} \right) \mathcal{F}_r (z) dz \\
= \frac{\Gamma_1}{4\pi} \sum_{g=1}^{G} \vartheta_g \sum_{j=1}^{H} \zeta_j \sqrt{1 - \nu_j^2 (\zeta_j + 1)} \int_{-1}^{1} (y + 1) \\
\times \left( \Gamma_2 + \frac{\Gamma_3 \eta_2^2 (y + 1)^2 + \eta_1^2 (\zeta_j + 1)^2 - 2\eta_1 \eta_2 \varsigma_g (\zeta_j + 1) (y + 1)}{\eta_2^2 (y + 1)^2 + H_1^2} \right)^{-1} \\
\times \frac{1}{1; 1; \Gamma_4 \left( \Gamma_2 + \frac{\Gamma_3 \eta_2^2 (y + 1)^2 + \eta_1^2 (\zeta_j + 1)^2 - 2\eta_1 \eta_2 \varsigma_g (\zeta_j + 1) (y + 1)}{\eta_2^2 (y + 1)^2 + H_1^2} \right)^{-1}} dy \\
= \frac{\Gamma_1}{4\pi} \sum_{g=1}^{G} \vartheta_g \sum_{j=1}^{H} \zeta_j \sqrt{1 - \nu_j^2 (\zeta_j + 1)} \sum_{k=1}^{J} \nu_k \sqrt{1 - \kappa_k^2 (\kappa_k + 1)} \Theta_{g,j,k} (x) \mathcal{F}_1 (1; 1; \Gamma_4 \Theta_{g,j,k} (x)) \\
\times \mathcal{F}_r (z) dz \\
\times \frac{1}{1; 1; \Gamma_4 \left( \Gamma_2 + \frac{\Gamma_3 \eta_2^2 (y + 1)^2 + \eta_1^2 (\zeta_j + 1)^2 - 2\eta_1 \eta_2 \varsigma_g (\zeta_j + 1) (y + 1)}{\eta_2^2 (y + 1)^2 + H_1^2} \right)^{-1}} dy \\
(46) \\

VIII. APPENDIX II: PROOF OF THEOREM 2 

The volume of target space shown in Fig. 3, namely, the volume of the difference space between the spherical cones with radius \( U_1 \) and \( U_2 \) can be expressed as 

\[
V = \frac{2\pi}{3} \left( 1 - \cos \frac{\Psi}{2} \right) \left( U_1^3 - U_2^3 \right) .
\]  

(47) 

Thus, employing the method adopted in Appendix A of [30], and considering that \( S \) is uniformly
distributed, the CDF of $\theta$ can be given as
\[
F_{\theta}(x) = \int_{U_2}^{U_1} \int_0^{2\pi} \int_0^\infty \frac{1}{V} \sin \theta d\theta d\phi d\xi (d)
= \frac{1}{V^2} \left( U_1^3 - U_2^3 \right) (1 - \cos x)
= \begin{cases}
\frac{1 - \cos x}{1 - \cos \frac{\Psi}{2}}; & \text{if } 0 \leq x \leq \frac{\Psi}{2} \\
0; & \text{else}
\end{cases}.
\]

(48)

So, it is easy to have the PDF of $\theta$ as
\[
f_{\theta}(x) = \frac{\sin x}{1 - \cos \frac{\Psi}{2}}.
\]

(49)

Similarly, employing the method adopted in Appendix A of [30], and considering that $S$ is uniformly distributed, the PDF of $r_S$ can be written as
\[
f_{r_S}(x) = \begin{cases}
\frac{2x^2}{U_1^3 - U_2^3}; & \text{if } U_2 \leq x \leq U_1 \\
0; & \text{else}
\end{cases}.
\]

(50)

Thus, the joint PDF of $r_S$ and $\theta$ can be presented as
\[
f_{r_S, \theta}(x, y) = \frac{3x^2}{U_1^3 - U_2^3} \frac{\sin y}{1 - \cos \frac{\Psi}{2}},
\]

where $0 \leq \theta \leq \Psi/2$ and $U_2 \leq x \leq U_1$.

Since $d_0 = \sqrt{r_S^2 + H_R^2 - 2r_SH_R \cos \theta}$, one can have
\[
\frac{\partial (d_0^2, r_S)}{\partial (r_S, \theta)} = \begin{vmatrix}
2r_S - 2H_R \cos \theta & 2r_S H_R \sin \theta \\
1 & 0
\end{vmatrix}
= 2r_S H_R \sin \theta.
\]

(52)

Then, the joint PDF of $d_0^2$ and $r_S$ can be written as
\[
f_{d_0^2, r_S}(x, y) = \frac{f_{r_S, \theta}(x, y)}{\left| \frac{\partial (d_0^2, r_S)}{\partial (r_S, \theta)} \right|}
= \frac{1}{2H_R} \frac{1}{1 - \cos \frac{\Psi}{2}} \frac{3y}{U_1^3 - U_2^3},
\]

where $U_2 \leq y \leq U_1$ and $\cos \frac{\Psi}{2} \leq \frac{y^2 + H_R^2 - x}{2yH_R} \leq 1$. 

June 23, 2020 DRAFT
So, we can calculate the PDF of $d_0^2$ as

$$f_{d_0^2}(x) = \frac{3}{4H_R} \frac{1}{1 - \cos \frac{\Psi}{2}} \frac{1}{U_1^3 - U_2^3} \left[ \omega^2(x) - \rho^2(x) \right]$$

$$= \tau \left[ \omega^2(x) - \rho^2(x) \right], \quad \text{(54)}$$

where $\omega(x) = \min \{ U_1, H_R + \sqrt{x} \}$, $\rho(x) = \max \left\{ U_2, H_R \cos \frac{\Psi}{2} + \sqrt{x - H_R^2 \sin^2 \frac{\Psi}{2}} \right\}$, $\tau = \frac{3}{4H_R} \frac{1}{1 - \cos \frac{\Psi}{2}} \frac{1}{U_1^3 - U_2^3}$ and $x - H_R^2 \cos^2 \frac{\Psi}{2} \geq 0$.

With this result, the proof of Theorem 2 is completed.
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