Abstract—In this paper, an effective algorithm for selecting the design parameters in the modulating functions-based method (MFBM) is introduced. The appropriate selection of these parameters improves the performance of the estimation approach and reduces the computational cost. The effectiveness and robustness of the algorithm are shown through numerical simulations in a noisy environment.
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I. INTRODUCTION

Parameters of differential equation (DE) models are often unknown and are usually estimated from available measurements. However, measurements are usually noisy in practice. Hence, differentiating them is a well-known ill-posed problem. In other words, differentiating measurements that are corrupted with small errors may lead to a large error in the solution. In addition, some estimation methods, such as optimization-based methods, require solving the DE system. However, analytic solutions of some DEs are not always easy to compute. Thus, solutions of these equations are usually approximated numerically, this increases the difficulty of solving estimation problems in DEs, especially in the case of higher-order nonlinear DEs.

Modulating functions-based method (MFBM) is among the recent active and effective methods for real-time estimation of input, states, and parameters of systems governed by DEs [1]–[6]. The MFBM consists of a kernel-based linear integral operator in which the kernel is given by certain functions called modulating functions. Then by using integration by parts, the derivatives of the measurements are transferred to the ones of the modulating functions, which are known analytically. Hence, numerical instabilities coming from differentiating the noisy measurements are avoided. Moreover, the estimation problem can be reformulated as the resolution of an algebraic system of equations and hence can avoid solving the DE. In addition, the MFBM provides a non-asymptotic solution of the estimation problem with excellent robustness properties, hence is interesting in many real processes. Further, the MFBM is independent of the initial (and boundary if any) conditions which are unknowns in many applications. The features of the MFBM are similar to those in the algebraic estimation methods [7]. In addition, the MFBM can be considered as a generalization of the algebraic estimation method in some cases (see, e.g., [8]). Very recently, an intelligent proportional-integral-derivative controller has been combined with the MFBM to enhance the performance and the robustness of the controlled system [9]. For more details about the MFBM, the reader can refer to [10] and [11].

The analyze on the selection of modulating functions is important to improve the estimation results, for example, the study of choosing design parameters. However, tuning the design parameters is not a trivial and systematic task as it depends on the considered estimation problem, on the noise corrupting the measurements, and on many other factors such as the number of grids used in the discrete case. The works in [12]–[14] provide a way for selecting these parameters in signal estimation problems. For parameters estimation problems, the authors in [15] described the statistical properties of the modulating functions solution, and then used them to provide a guideline for choosing the number of modulating functions, which is one of the MFBM design parameters.

Compared to [15], the contributions of this paper can be summarized as follows.

- A sensitivity analysis of the modulating functions’ position and width is studied.
- Based on that, an effective algorithm for selecting all the design parameters of the modulating functions, i.e. constructing the modulating functions, is provided. Consequently, the performance of the method is enhanced.
- A strategy for selecting the minimum number (which is equal to the number of unknowns) of appropriate modulating functions is proposed. Hence, the computational load is reduced by reducing the size of the constructed algebraic system to a square one. As a result, the solution to the estimation problem is provided by the solution of the reduced square one.

The effectiveness of the algorithm is illustrated on a high-order nonlinear partial differential equation which is the fifth-order Korteweg–de Vries (fKdV) equation. The algorithm presented in this paper can be used offline but an extension to real-time estimation will be investigated in future work.

II. PRELIMINARIES

Throughout this work, the symbols $\mathbb{N}^*$, $\mathbb{R}$, and $\mathbb{R}^*$ denote the sets of positive integers, real numbers, and non-zero real numbers, respectively. The definition and some properties of modulating functions are presented in this section.
where the source term. 

\( T \) is the space variable, \( t \) is the time variable, and \( f(x,t) \) is the forcing function.

Lemma 1. Let \( \bar{P} \) be a differential operator defined on \( C^0([0,L]) \) such that \( \bar{P} u(x) = \sum_{s=1}^{n} b_s(x) \frac{d^{(s-1)}}{dx^{(s-1)}} u(x) \), where \( x \in [0,L] \), \( u \in C^0([0,L]) \), and \( b_s(x) \), for \( s = 1, \ldots, \bar{n} \), are sufficiently smooth functions. If \( \phi(x) \) is a modulating function of order \( l \) \((\bar{n} \geq l)\) on \([0,L]\), then

\[
\int_0^L \bar{P} u(x) \phi(x) \, dx = \int_0^L u(x) \bar{Q}^l \phi(x) \, dx,
\]

where \( \bar{Q}^l \phi(x) = \sum_{s=1}^{\bar{n}} (-1)^s \frac{d^{(s-1)}}{dx^{(s-1)}} [b_s(x) \phi(x)] \).

Proof. The application of the integration by parts formula to (2) leads to the following equation:

\[
\int_0^L \bar{P} u(x) \phi(x) \, dx = \left. \sum_{s=1}^{\bar{n}} \phi(x) b_s(x) \frac{d^{(s-1)}}{dx^{(s-1)}} u(x) \right|_{x=0}^{x=L} - \sum_{s=1}^{\bar{n}} \int_0^L \frac{d^{(s-1)}}{dx^{(s-1)}} u(x) \frac{d}{dx} [b_s(x) \phi(x)] \, dx.
\]

In the Right Hand Side (R.H.S) of (3), the first term equals to zero from (1b). Using successive integration by parts and using the property in (1b) leads to the R.H.S of (2). \( \square \)

The application of Lemma 1 will lead to an important advantage of using modulating functions which is the transfer of the derivatives from \( u \) to modulating functions. This reduces the instability of the estimation results as \( u \) is usually unknown and noisy. Moreover, the integral operators used in the MFBM ensure good robustness properties of the method.

III. COEFFICIENTS ESTIMATION USING THE MODULATING FUNCTIONS-BASED METHOD

A. Problem Formulation

Consider the following form for one-dimensional partial differential equations defined on \( \Omega := (0,L) \times (0,T) \):

\[
\mathbf{T} u(x,t) + \mathbf{P} u(x,t) = f(x,t),
\]

with appropriate initial and boundary conditions, where \( x \) is the space variable, \( t \) is the time variable, and \( f(x,t) \) is the source term. \( \mathbf{T} \) and \( \mathbf{P} \) are temporal and spatial partial differential operators such that:

\[
\mathbf{T} u(x,t) = \sum_{r=0}^{\bar{m}} c_r \frac{\partial^r u(x,t)}{\partial t^r},
\]

and

\[
\mathbf{P} u(x,t) = \sum_{s=0}^{\bar{p}} b_{s,j} \frac{\partial^s u(x,t)}{\partial x^s},
\]

where \( c_r \in \mathbb{R} \) for \( r = 0, \ldots, \bar{m} \), and \( b_{s,j} \) for \( s = 0, \ldots, \bar{n} \), \( j = 1, \ldots, p \), are constant coefficients. The estimation problem under investigation in this paper can be formulated as follows:

EP: Given \( \{c_r, \frac{\partial^r u(x,t)}{\partial t^r}\}_{r=0}^{\bar{m}}, \{b_{s,j}\}_{s=0}^{\bar{n}} \) at a fixed time \( t^* \), find \( b_{s,j} \) for \( s = 0, \ldots, \bar{n}, j = 1, \ldots, p \).

B. Estimation Procedure

The MFBM solution to the estimation problem EP is given in the following proposition.

Proposition 1. Let \( b_{s,j} \), for \( s = 0, \ldots, \bar{n}, j = 1, \ldots, p \), be unknown coefficients in (4), and let \( \{\phi_m(x)\}_{m=1}^{M} \) be a class of linearly independent modulating functions of order at least \( \bar{n} \) such that \( M \geq \tilde{p}(\bar{n} + 1) \). Then, the unknown coefficients can be obtained by solving the linear system:

\[
\mathbf{A} \Gamma = \mathbf{K},
\]

where \( \mathbf{A} = [A_0, A_1, \ldots, A_{\bar{n}}] \in \mathbb{R}^{M \times (\bar{n}+1)} \) such that the entries of the matrix \( A_s \) and the vector \( K \) are given by:

\[
(a_s)_{mj} = (-1)^s \int_0^L u^j(x,t^*) \frac{d^s \phi_m(x)}{dx^s} \, dx,
\]

and \( \Gamma \) is the vector of unknown coefficients.

Proof. First, multiplying (4), at fixed time \( t^* \), by the modulating functions \( \phi_m(x) \), for \( m = 1, 2, \ldots, M \), and integrating over the space interval lead to:

\[
\int_0^L \mathbf{P} u(x,t^*) \phi_m(x) \, dx + \int_0^L \mathbf{T} u(x,t^*) \phi_m(x) \, dx = \int_0^L f(x,t^*) \phi_m(x) \, dx.
\]

Then, applying Lemma 1 to the second term in (10) gives:

\[
\sum_{s=0}^{\bar{n}} \sum_{j=1}^{p} (-1)^s b_{s,j} \int_0^L u^j(x,t^*) \frac{d^s \phi_m(x)}{dx^s} \, dx
\]

\[
= \int_0^L f(x,t^*) \phi_m(x) \, dx - \int_0^L \mathbf{P} u(x,t^*) \phi_m(x) \, dx - \int_0^L \mathbf{T} u(x,t^*) \phi_m(x) \, dx.
\]

The L.H.S of (11) represents the multiplication of the \( m \)th row of \( \mathbf{A} \) and the unknown vector \( \Gamma \) while the R.H.S is the \( m \)th entry of the vector \( K \). \( \square \)

The solvability of (7) and the well-posedness of the MFBM solution have been discussed in [11] and [17].

The lower bound of the number of the modulating functions \( M \) is equal to the number of unknowns. However, it has been shown in [11] that \( M \) needs to be increased in some problems to give the method more robustness against corrupting noises.

The next section investigates why using more modulating functions enhances the robustness feature.

IV. MODULATING FUNCTIONS’ PARAMETERS SELECTION STRATEGY

A. Preliminary tests

We investigate here how a function and its derivatives modulate the measurement \( u(x,t^*) \). More precisely, we examine the signals that come from the products of the modulating functions and their derivatives with the measurements, as these products are involved in the system matrices; and study their
behavior with respect to \( \phi_1, \phi_2, \ldots, \phi_M \). To this end, a set of synthetic data is generated using the following values: \( L = 60 \), \( T = 50 \), and \( N_x = N_t = 6001 \), where \( N_x \) and \( N_t \) are space and time grid sizes, respectively.

Normalized power modulating functions are used in this paper, which have the following form:

\[
\phi(x) = \frac{\bar{\phi}(x)}{\|\bar{\phi}(x)\|_{L^2}}, \tag{12}
\]

with

\[
\|\bar{\phi}(x)\|_{L^2} = \left( \int_0^L |\bar{\phi}(x)|^2 \, dx \right)^{\frac{1}{2}}, \tag{13}
\]

and

\[
\bar{\phi}(x) = (L - x)^{q_1} x^{q_2}, \tag{14}
\]

where the exponents \( q_1, q_2 \in \mathbb{R}^+ \) are degrees of freedom (design parameters) which tune the order of the modulating functions. The order of the modulating function in (12) is \( l = \min\{q_1, q_2\} \). For the modulating functions, 56 functions have been generated from (12) as follows:

\[
\phi_m(x) = \frac{\bar{\phi}_m(x)}{\|\bar{\phi}_m(x)\|_{L^2}}, \tag{15}
\]

with

\[
\bar{\phi}_m(x) = (L - x)^{13+m} x^{70-m}, \tag{16}
\]

for \( m = 1, \ldots, 56 \). To clarify the idea, let the measurement be, e.g., a signal that is almost zero outside a finite interval, as shown in the top-sub-figure in Fig. 1. The other sub-figures in Fig. 1 depict: first column, the modulating functions \( \phi_m \) for different values of \( m \); second column: the signals come from the product between \( \phi_m \) and the measurement \( u(x, t^*) \). The following observations on Fig. 1 are noteworthy:

- The important information in the measurement \( u(x, t^*) \) is localized in the first third of the space interval.
- The non-zero part of the first modulating function \( \phi_1(x) \) is approximately at the last third of the space interval, and then it starts moving to the left as \( m \) increases.
- When the non-zero part of the modulating function is in a position totally different from the one of the measurement, then the product is a highly noisy signal which does not contain useful information, see, e.g., the plot of \( \phi_{50} u(x, t^*) \) in Fig. 1. Hence, it will negatively affect the estimation.
- When the non-zero parts of the modulating function and the measurement are relatively in the same interval, then the product is an informative signal that has almost zero noise outside the interval, see, e.g., the plot of \( \phi_{50} u(x, t^*) \) in Fig. 1. Thus, these well-positioned modulating functions will certainly improve the effectiveness of the method.

From the above observations, we understand why usually using the minimum number of modulating functions in estimation problems did not provide good estimation results, and hence increasing \( M \) was necessary. In other words, increasing the number of modulating functions usually increases the number of modulating functions that have well-localized non-zero parts and hence increases the robustness with respect to noises.

The localization of the non-zero parts of the normalized power modulating functions can be explained by figuring out the effect of \( q_1 \) and \( q_2 \) in (12); as \( q_1 \) becomes bigger than \( q_2 \), the non-zero part of the modulating function goes to the left of the interval, and vice versa. The exponents \( q_1 \) and \( q_2 \) not only affect the position of the non-zero part of the modulating function but also its width, see Fig. 2. Thus, in our paper, we...
present how to construct well-localized modulating functions, and hence using the minimal set of modulating functions can be enough.

**Remark 1.** If \( \phi(x) \) is a modulating function of order \( l = \bar{n} \) and almost zero outside a finite interval, then \( \phi^{(p)}(x) \) for \( p = 0, \ldots, \bar{n} - 1 \), are almost zero outside the interval. However, since the matrix \( A \) in (7) involves \( \phi^{(q)}(x) \) multiplied by the measurement, the previous observations suggest choosing \( l \geq \bar{n} + 1 \) to ensure that \( \phi^{(q)}(x) \) is also almost zero outside the interval.

### B. Selection of Modulating Functions’ Design Parameters

It is worth to note that the center of the non-zero part of the normalized power modulating function given in (12) is mathematically given by:

\[
x_c = \arg\max_x \phi(x) = \frac{Lq_2}{q_1 + q_2},
\]

see Fig. 2. We propose Algorithm IV.1 as a systematic way to construct a modulating function that has a non-zero part with a specified center \( x_c \) and almost vanishes at a desired value \( x_{\Delta} \) (e.g., at any of the small green points that are shown in the \( x \)-axis of Fig. 2) through tuning \( q_1 \) and \( q_2 \).

To examine the effectiveness of this algorithm, it is used to construct three modulating functions that have different centers, e.g., \( x_{c_1} = 20, x_{c_2} = 30 \) and \( x_{c_3} = 40 \) (let \( X_c = \{20, 30, 40\} \) and almost vanish at, e.g., \( x_{\Delta_1} = 5, x_{\Delta_2} = 15 \) and \( x_{\Delta_3} = 30 \), respectively (\( X_{\Delta} = \{5, 15, 30\} \)). Algorithm IV.1 gives the following values for \( q_1 \) and \( q_2 \) in the three modulating functions: \( q_1 = \{12, 15, 26.5\} \) and \( q_2 = \{6, 15, 53\} \); see Fig. 3. The figure demonstrates the reliability of the algorithm.

### C. Proposed Selection Strategy

Based on the previous observations on Fig. 1 (given in Subsection IV-A), only appropriate modulating functions should be used in the estimation. This will not only enhance the performance of the method, but also will give the possibility to reduce \( M \) (i.e. reduce the size of the linear system), and hence reduce the computational load. We propose to use Algorithm IV.1 for constructing modulating functions based on the non-zero parts of the measurements. In other words, the non-zero parts of the modulating functions will be chosen to be localized around the informative parts (non zero part) of the measured signals. However, there is a large number of possible choices for the center \( x_c \) and the vanishing point \( x_{\Delta} \). Thus, we propose a strategy (Strategy 1) using the estimator variance given in [15] to select a set of well-localized modulating functions. First, we recall some notations and define new ones which are used in Strategy 1:

- \( X_c \) is the set that contains different possible values for the centers \( x_{c_i} \) of the modulating functions,
- \( X_{\Delta} \) is the set that contains the corresponding suitable vanishing points \( x_{\Delta_i} \),
- \( I_c \) represents the size of \( X_c \),
- \( I_u \) represents the desired number of modulating functions such that \( 0 \leq I_u \leq I_c \) (Here we would like to have \( I_u \) equals to the number of unknowns to obtain a square system)
- \( I_b \) represents the number of \( I_u \)-combinations of the set \( X_c \); hence, \( I_b \) is equal to the binomial coefficient \( \binom{I_c}{I_u} \),
- \( X_{c_i}^1, i = 1, 2, \ldots, I_b \), represents the combination subsets

![Algorithm IV.1: Modulating Functions’ Construction Algorithm](image)

**Algorithm IV.1: Modulating Functions’ Construction Algorithm**

**Input:** \( x_c : \text{center}, x_{\Delta} : \text{vanishing point}, \epsilon : \text{small value}, 0 < \epsilon \ll 1, \bar{n} : \text{spatial derivative’s order}^1, q_2 = \bar{n} \)

**Step 1:** \( q_2 = q_2 + 1 \)

**Step 2:** Compute \( q_1 = \frac{q_2(L - x_c)}{x_c} \)

**Step 3:**

- if \( q_1 \geq \bar{n} + 1 \) then
  - if \( \phi(x_{\Delta}) \leq \epsilon \) then
    - **Output:** \( q_1 \) and \( q_2 \);
  - else
    - Return Back to Step 1;
  - else
    - Return Back to Step 1;

![Fig. 2: Normalized power modulating functions with respect to different powers \( q_1 \) and \( q_2 \).](image)

![Fig. 3: Implementation of Algorithm IV.1 to construct modulating functions that have centers at \( X_c = [20, 30, 40] \) and vanish at \( X_{\Delta} = [5, 15, 30] \).](image)

---

^1If a time-dependent modulating function is used, then \( \bar{n} \) in the algorithm refers to the temporal derivative’s order.
TABLE I: Relative estimation errors for the coefficients $\alpha_1, \alpha_2$, and $\alpha_3$ in the fKdV equation when using the first $r$ modulating functions; $M = 56$ and $q = 13$. 

| $r$ | $|\alpha_1 - \alpha_1^\prime| \times 100$ | $|\alpha_2 - \alpha_2^\prime| \times 100$ | $|\alpha_3 - \alpha_3^\prime| \times 100$ |
|-----|--------------------------------|--------------------------------|--------------------------------|
| 10  | 102.87                        | 51.299                         | 56.081                         |
| 20  | 186.16                        | 118.55                         | 109.09                         |
| 30  | 73.516                        | 69.418                         | 166.12                         |
| 40  | 37.111                        | 22.973                         | 127.75                         |
| 45  | 2.0481                        | 3.7241                         | 29.395                         |
| 50  | 0.38058                       | 2.576                          | 2.8871                         |
| 56  | 0.53939                       | 3.4406                         | 8.6231                         |

of the set $X_c$.

- $X_c^*$ represents the combination subset that contains good values for the center $x_c$ (hence, good modulating functions).

**Strategy 1.**

1) Apply Algorithm IV.1 to construct $I_c$ modulating functions, $\{\phi_m\}_{m=1}^{|I_c|}$, based on the values in $X_c$ and $X_\Delta$.

2) Compute the estimator variance of the combination subsets $X_c^*$, $i = 1, 2, \ldots, I_b$.

3) Select the combination subset that gives the minimum variance:

$$X_c^* = \arg\min_{X_c^*, i = 1, \ldots, I_b} \text{trace}(\text{Var}[\hat{\Gamma}]).$$

**D. Examination of Strategy 1**

In [15], the authors use the MFBM to estimate the coefficients $\alpha_1$, $\alpha_2$, and $\alpha_3$ in the fifth order Korteweg–de Vrie (fKdV) equation:

$$u_t(x, t) + \alpha_1 u_x^2(x, t) + \alpha_2 u_{xxx}(x, t) - \alpha_3 u_{xxxxx}(x, t) = 0,$$

where $u(x, t^i)$ and $u_t(x, t^i)$ are the measurements. In addition, they described, for the first time, the modulating function estimator variance for this estimation problem. Hence, we will use this estimation problem with its estimator variance to examine Strategy 1.

The exact solution of the fKdV Eq. (19) is given by [18]:

$$u(x, t) = \frac{1}{\alpha_3} \left( \frac{\delta}{\gamma} \right)^2 \text{sech}^4 \left[ \frac{\sqrt{\delta}}{4} \left( x - \frac{9}{4} \alpha_3 \delta^2 t - x_0 \right) \right],$$

where $\delta = \frac{4\alpha_2}{13\alpha_3}$, $\gamma = \frac{4}{\alpha_3} \sqrt{\frac{\alpha_1}{105}}$, and $x_0$ is any constant. (20) has a soliton peak at $x_0$ and no dips at the foot of the main peak.

1) **Example 1**: $\alpha_1 = \alpha_2 = \alpha_3 = 1$

Using this academic example, we first confirm the observations given in Subsection IV-A by showing in Table I the estimation’s relative errors using the first 10, 20, 30, 40, 45, 50, and 56 modulating functions. Now if we implement the idea of this paper, then based on the measurements’ plots, which are shown in Fig. 4, the following values for the centers and the vanishing points are valid: $X_c = 10, 11, \ldots, 20$ and $X_\Delta = X_c + 7$, and noise level= 10%.

2) **Example 2**: $\alpha_1 = \frac{105}{16}$, $\alpha_2 = \frac{13}{4}$, $\alpha_3 = 1$

Based on the measurements of this example which are shown in Fig. 5, the following values for the centers and the vanishing points are chosen: $X_c = 12, 13, \ldots, 28$ and $X_\Delta = X_c + 5$. Strategy 1 gives $X_c^* = \{16, 17, 21\}$. The relative errors of the estimation are given in Table III.

3) **Example 3**: $\alpha_1 = 5$, $\alpha_2 = 3$, $\alpha_3 = 4$

The measurements are depicted in Fig. 7. From the figure, we

**TABLE II: Relative estimation errors in Example 1 using Strategy 1.**

| Noise (%) | $|\alpha_1 - \alpha_1^\prime| \times 100$ | $|\alpha_2 - \alpha_2^\prime| \times 100$ | $|\alpha_3 - \alpha_3^\prime| \times 100$ |
|-----------|--------------------------------|--------------------------------|--------------------------------|
| 0         | 7.7716e-13                     | 4.1078e-13                     | 1.3212e-12                     |
| 1         | 0.0039529                      | 2.1162e-05                     | 0.36086                        |
| 3         | 0.011386                       | 0.0013892                      | 1.0678                         |
| 5         | 0.018171                       | 0.004777                       | 1.7253                         |
| 10        | 0.032154                       | 0.022213                       | 3.39                           |
modulating functions is chosen. The number of the modulating functions in the set is equal to the number of unknowns, which simplifies the problem into solving a square algebraic system. The good performance of the proposed strategy has been demonstrated numerically. In a future work, the proposed algorithm will be extended for real-time estimation.
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