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Abstract Object detection results have been rapidly

improved over a short period of time with the devel-

opment of deep convolutional neural networks (DC-

NNs). Although impressive results have been achieved

on large/medium sized objects, the performance on small

objects is far from satisfactory and one of remaining

open challenges is detecting small object in unconstrained

conditions (e.g. COCO and WIDER FACE benchmarks).

The reason is that small objects usually lack sufficient

detailed appearance information, which can distinguish

them from the backgrounds or similar objects. To deal

with the small object detection problem, in this paper,

we propose an end-to-end multi-task generative adver-

sarial network (MTGAN), which is a general frame-

work. In the MTGAN, the generator is a super-resolution

network, which can up-sample small blurred images
into fine-scale ones and recover detailed information for

more accurate detection. The discriminator is a multi-

task network, which describes each inputted image patch

with a real/fake score, object category scores, and bound-
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ing box regression offsets. Furthermore, to make the

generator recover more details for easier detection, the

classification and regression losses in the discriminator

are back-propagated into the generator during train-

ing process. Extensive experiments on the challenging

COCO and WIDER FACE datasets demonstrate the ef-

fectiveness of the proposed method in restoring a clear

super-resolved image from a blurred small one, and

show that the detection performance, especially for small

sized objects, improves over state-of-the-art methods by

a large margin.
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1 Introduction

Object detection is a fundamental and important prob-

lem in computer vision. It is usually a key step towards

many real-world applications, including image retrieval,

intelligent surveillance, autonomous driving, etc. Ob-

ject detection has been extensively studied over the past

few decades and huge progress has been made with the

emergence of deep convolutional neural networks (DC-

NNs). Currently, there are two main frameworks for

CNN-based object detection: (i) the one-stage frame-

work, such as YOLO (Redmon et al., 2016a) and SSD

(Liu et al., 2016), which applies an object classifier and

a location regressor in a dense manner without object-

ness pruning; and (ii) the two-stage framework, such

as Faster-RCNN (Ren et al., 2015), RFCN (Dai et al.,

2016) and FPN (Lin et al., 2017), which first extracts

object proposals followed by per-proposal classification

and regression.
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Fig. 1 The overall error analysis on the performance of the FPN detector (Lin et al., 2017) over all categories on the large,
medium, and small subsets of the COCO dataset (Lin et al., 2014), respectively. The plots in each sub-image are a series
of precision-recall curves under different evaluation settings defined in (Lin et al., 2014). The definition of legends in each
sub-image can be found on the official website of COCO dataset 2. From the comparisons, we can see that there is a large gap
between the performance of small and large/medium sized objects.

Object detectors of both of the two frameworks have

achieved impressive results on the objects of large/medium

size in large-scale detection benchmarks (e.g. the COCO

dataset (Lin et al., 2014)) as shown in Figure 1(a) and

1(b). However, the performance on small sized objects

(defined as in (Lin et al., 2014)) is far from satisfactory

as shown in Figure 1(c). From the comparisons, we can

see that there is a large gap between the performance

of small and large/medium sized objects. The main dif-

ficulty for small object detection (SOD) is that small

objects lack appearance information, which is needed

to distinguish them from background (or similar cat-

egories) and to achieve better localization. To achieve

better detection performance on these small objects,

some methods have been proposed in recent years. For

example, SSD (Liu et al., 2016) exploits the intermedi-

ate conv feature maps to represent small objects. How-

ever, the shallow fine-grained conv feature maps are less

discriminative, which leads to many false positive re-

sults. On the other hand, FPN (Lin et al., 2017) uses the

feature pyramid to represent objects at different scales,

in which low-resolution feature maps with strong se-

mantic information are up-sampled and fused with the

high-resolution feature maps with weak semantic infor-

mation. However, direct up-sampling operation might

generate artifacts, which may degrade detection perfor-

mance.

To deal with the small object detection problem,

we propose a unified end-to-end convolutional neural

network based on the classical generative adversarial

network (GAN) framework, which can be incorporated

into any existing object detector. Following the struc-

ture of the seminal GAN work (Goodfellow et al., 2014;

Ledig et al., 2017), there are two sub-networks in our

proposed framework: a generator network and a dis-

2 http://cocodataset.org/#detection-eval

criminator network. In the generator network, a super-

resolution network (SRN) is introduced to up-sample a

small object image to a larger scale one. Compared to

directly re-sizing the image with bi-linear interpolation,

SRN can generate images of higher quality and less ar-

tifacts at large up-scaling factors (4× in our current

implementation). In the discriminator network, we in-

troduce the classification and regression branches for

the task of object detection. The real natural high-

resolution and fake generated super-resolution images

pass through the discriminator network that jointly dis-

tinguishes whether they are real natural high-resolution

or fake generated super-resolution images, determines

which classes they belong to, and refines the predicted

bounding boxes. In Section 4, the ablation study ex-

periments prove that adding regression branch is im-

portant for achieving superior performance, especially

for the small cases. More importantly, the classification

and regression losses are further back propagated to the

generator network, which encourages the generator to

produce higher quality images for easier classification

and better localization.

Following the optimization strategy in classic gen-

erative adversarial network (Goodfellow et al., 2014),

the generator network and discriminator network are

optimized in an alternating manner and trained in an

end-to-end way. The proposed loss functions will be pre-

sented in Section 3.

Contributions. This paper makes the following four

main contributions. (1) A novel unified end-to-end multi-

task generative adversarial network (MTGAN) for small

object detection is proposed, which can be incorpo-

rated with any existing detector. (2) In the MTGAN,

the generator network produces super-resolved images

and the multi-task discriminator network is introduced

to distinguish the real natural high-resolution images
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from fake generated super-resolution ones, to predict

object categories, and to regress bounding-boxes simul-

taneously. More importantly, the classification and re-

gression losses are back-propagated to further guide

the generator network to produce high-quality super-

resolution images for easier classification and better

localization. (3) We validate the proposed MTGAN

within the object detection pipeline on two popular

challenging benchmarks (i.e. COCO (Lin et al., 2014)

and WIDER FACE (Yang et al., 2016)), where de-

tection performance improves a lot over several pre-

vious state-of-the-art baseline detectors, primarily for

the small objects. (4) Finally, the proposed MTGAN

presents good generalization ability across different data-

sets, and more experimental analysis are conducted to

further demonstrate the effectiveness of the proposed

MTGAN framework.

This paper is an extension version of our prelim-

inary works accepted by CVPR18 (Bai et al., 2018a)

and ECCV18 (Bai et al., 2018b). The major new contri-

butions are that we change the architecture of the pro-

posed networks in (Bai et al., 2018a), and additional ex-

periments on the face detection dataset are conducted

to demonstrate the generalization ability of the pro-

posed method in (Bai et al., 2018b). Moreover, more

experimental analysis are provided to verify the effec-

tiveness of our proposed method. In summary, main

changes contained in this paper are described as fol-

lows:

- Compare with (Bai et al., 2018a), we change the back-

bone network of the discriminator from VGG16 to

ResNet50, which can learn stronger features for the

inputted high-resolution/super-resolved patches. More-

over, to further refine the locations of the RoIs gen-

erated from the baseline detector, we add a regres-

sion branch in the discriminative network, which is

parallel with the adversarial branch and classifica-

tion branch. Meanwhile, the regression loss is further

back-propagated to the loss function of the genera-

tor network to recover fine details for those super-

resolved images.

- Compare with (Bai et al., 2018b), we evaluate the

proposed MTGAN framework for face detection on

one of the most challenge face detection benchmark,

i.e. WIDER FACE (Yang et al., 2016). We train

the networks on the standard official training subset

and evaluate the achieved model on the validation

and test subsets. New state-of-the-art performance

is reported when comparing with the contemporane-

ous face detectors, which demonstrates the effective-

ness and the generalization ability of the proposed

method.

- Finally, to further demonstrate the effectiveness of

the proposed MTGAN framework, additional analy-

sis and extensive experimental validation are included

in this journal version. For instance, we replace the

proposed super-resolution (i.e. generator) network with

a simple bi-linear up-sampling method and further

compare our proposed MTGAN with the plain R-

CNN, integrate the results from different stages to

verify if it can further improve the final performance,

and further analyze the error types of the achieved

performance.

The rest of the paper is organized as follows. We

review the related work in Section 2. In Section 3, the

detailed architecture of our GAN based small object de-

tection framework and the objective function of the pro-

posed framework are described. In Section 4, we present

some experiments and ablation studies on two bench-

marks (i.e. COCO and WIDER FACE), which contain

a large number of small objects and are widely used re-

cently in the task of object detection.Finally, the con-

clusions are provided in Section 5.

2 Related Work

2.1 General Object & Small-Object Detection

As a classic topic, numerous object detection systems

have been proposed during the past decade or so. Tra-

ditional object detection methods are based on hand-

crafted features and the deformable part model (DPM).

Due to the limited representation of handcrafted fea-

tures, traditional object detectors register subpar per-

formance, particularly on small sized objects.

In recent years, superior performance in image clas-

sification and scene recognition has been achieved with

the resurgence of deep convolutional neural networks

(DCNNs) (Krizhevsky et al., 2012a; Simonyan and Zis-

serman, 2014; Zhou et al., 2014). Similarly, the perfor-

mance of object detection (Cai and Vasconcelos, 2018;

Bai et al., 2018b; Zhang et al., 2018b,c, 2019d) has been

significantly boosted due to richer appearance and spa-

tial representations, which are learned by CNNs (Gir-

shick et al., 2014) from large scale image datasets. In

general, a CNN-based object detector can be simply

categorized as belonging to one of two frameworks: the

two stage framework and the one stage framework.

The region-based CNN (RCNN) (Girshick et al.,

2014) can be considered as a milestone of the two stage

framework for object detection and it has achieved state-

of-the-art detection performance. In RCNN, each region

proposal is processed separately, which is very time-

consuming. After that, ROI-Pooling is introduced in
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Fast-RCNN (Girshick, 2015), which can share the com-
putation between the proposal extraction and classi�-
cation steps, thus improving the e�ciency greatly. By
learning both of these stages end-to-end, Faster RCNN
(Ren et al., 2015) has registered further improvement
in both detection performance and computational e�-
ciency. However, all detectors of this framework show
unsatisfactory performance on small sized objects in
the COCO benchmark, since they do not have any ex-
plicit strategy to deal with such small objects. To detect
small objects better, FPN (Lin et al., 2017) combines
the semantically strong low-resolution features with se-
mantically weak high-resolution features via a top-down
pathway and lateral connections, in which the learned
conv feature maps are expected to contain strong se-
mantic information for small objects. Because of this,
FPN shows superior performance over Faster RCNN
for the task of detecting small objects. However, the
low-resolution feature maps in FPN are up-sampled to
create the feature pyramid, a process which tends to
introduce artifacts to the features and consequently de-
grades the detection performance. Compared to FPN,
our proposed method employs the super-resolution net-
work to generate images with high-resolution (4� up-
scaling) from images with low-resolution, thus, avoiding
the artifact problem caused by the up-sampling opera-
tor in FPN.

In the one stage framework (Redmon et al., 2016b;
Redmon and Farhadi, 2017a; Fu et al., 2017), the de-
tector directly classi�es anchors into speci�c classes and
regresses bounding boxes in a dense manner. For exam-
ple, in SSD (Liu et al., 2016) (a typical one-stage de-
tector), the low-level intermediate conv feature maps of
high-resolution are used to detect small objects. How-
ever, these conv features usually only capture basic
visual patterns void of strong semantic information,
which may lead to many false positive results. Com-
pared to SSD-like detectors, our discriminator uses deep
strong semantic features to better represent small ob-
jects, thus, reducing the false positive rate.

2.2 Face & Small-face Detection

Existing face detectors can also be broadly divided into
two categories: handcrafted feature based methods (Vi-
ola and Jones, 2004; Yan et al., 2014, 2013; Zhang et al.,
2017c) and CNN-based methods (Cai et al., 2016; Jiang
and Learned-Miller, 2017; Wan et al., 2016; Zhu et al.,
2017a; Bai and Ghanem, 2017; Bai et al., 2018a; Wang
et al., 2017a; Li et al., 2018; Wen et al., 2019). For con-
venience of comparison with our methods, in this paper,
we just review the CNN-based methods.

Driven by the great success of RCNN, some works
(Jiang and Learned-Miller, 2017; Wan et al., 2016; Zhu
et al., 2017a; Tang et al., 2018; Chi et al., 2018; Zhang
et al., 2017a, 2019b) employ this framework to detect
faces, and impressive performance have been achieved
on the simple benchmarks(e.g.FDDB (Jain and Learned-
Miller, 2010)). However, performance drops dramati-
cally on the more challenging benchmarks (e.g.WIDER
FACE (Yang et al., 2016)), which contain lots of small
faces. To overcome the problem of detecting small faces,
traditional methods (Jiang and Learned-Miller, 2017;
Wan et al., 2016; Zhu et al., 2017a) re-size input images
to di�erent scales during training and testing, which in-
evitably increases the GPU memory and computation
costs. Furthermore, the re-size method often generates
the images with large structural distortions when the
target faces are too small. In general, detecting small
objects requires �ne scale representation, and some meth-
ods (Bai and Ghanem, 2017; Bell et al., 2016a) with skip
connections have been proposed for this purpose, which
combines �ne-grained conv feature maps from shallow
layers with coarse semantic features from deep layers to
represent objects more precisely. However, simply in-
corporating all feature maps from di�erent layers may
not yield performance improvement. In fact, using these
skip connections might decrease detection performance
in some cases.

Another common method for small objects detec-
tion is using the contextual information to �nd these
small cases. For instance, CMS-RCNN (Zhu et al., 2017a)
imitates human vision system and uses explicit body
contextual information in the proposed network for de-
tecting the small faces. (Hu and Ramanan, 2017a) ex-
plores scale in-variance, image resolution and contex-
tual reasoning in the task of detecting tiny faces, and
shows that contextual information is crucial for detect-
ing small and blurring faces in the wild. SSH (Najibi
et al., 2017) proposes a simple context module to in-
crease the e�ective receptive �eld on the conv layers
for detecting the small targets. (Tang et al., 2018) in-
troduces an context-assisted anchor-based method to
utilize supervised information on learning contextual
features for detecting small, blurred and partially oc-
cluded faces in the unconstrained conditions. However,
using the contextual information may introduce some
false positive results (e.g. a nose may be recognized as
a face) and will increase the computational cost.

Compared to these methods, our proposed method
�rst exploits the generator network to generate clear
and �ne faces with high resolution (4� up-scaling), and
then the discriminator network is trained to distinguish
the target faces from the input images.




