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Abstract—Index modulation multiple access (IM-MA) is recently proposed to exploit the IM concept to the uplink multiple access system, where multiple users transmit their own signals via the selected time slots. However, the computational complexity of the optimal maximum-likelihood (ML) detection in IM-MA is tremendously high when the number of users or time slots is large. In this letter, we propose a low-complexity detection method for IM-MA, which is inspired by the log likelihood ratio (LLR) algorithm. In addition, because of the heavy search burden for all LLR values, we further propose a suboptimal method to determine the permutation set, which records the number of users allocated to each time slot. Simulation results and the complexity analysis verify that the proposed detection performs closely to the optimal ML detection with reduced computational complexity.
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I. INTRODUCTION

INDEX modulation (IM) is an efficient transmission technique, which carries the additional information bits through indices of active medias [1]–[8], where the medias can be orthogonal frequency division multiplexing (OFDM) subcarriers in the frequency domain [9], transmit or receive antennas in the spatial domain [10], spreading codes in the code domain [11], time slots or pulses in the time domain [12], [13], etc. Because only partial resource is used to convey signals and the remaining resource keeps idle, IM results in high energy efficiency (EE) and reduced inter-channel interference (ICI).

Due to the high EE and anti-interference property, IM technique has been widely used in cognitive radio (CR) networks [14], cooperative networks [15], [16], and multiple access (MA) schemes [12], [17], [19]. In [14], the inactive subcarriers of orthogonal frequency division multiplexing with index modulation (OFDM-IM) are utilized to transmit the secondary user’s signals in CR networks. In [15], the mapping scenario between information bits and subcarrier activation patterns (SAPs) is adaptively chosen for OFDM-IM relay networks. In order to improve the system performance, multiple relays are employed for OFDM-IM relay systems in [16]. Recently, the index modulation multiple access (IM-MA) scheme is proposed to facilitate the uplink multi-user MA system in [12], which leads to better performance than that of the conventional orthogonal MA scheme. Note that the carrier in IM-MA can also be time slot, frequency band, spread code, etc., as indicated in [17]. To enhance the spectral efficiency (SE) of IM-MA, the quadrature IM [18] is then proposed for MA in [19]. Note that different users may transmit their signals through the same carrier in IM-MA, which leads to an exhausted search when adopting the optimal maximum-likelihood (ML) detection at the base station (BS) side.

To solve the problem of the high detection complexity in IM-MA, we propose a low-complexity near-ML detection method, which is designed based on the log likelihood ratio (LLR) algorithm. Note that the transmission carrier or media for IM-MA is considered as time slots in this letter, and the proposed low-complexity detection can be easily applied to other IM-MA schemes treating the frequency band or linear block code as the transmission media. In the proposed detection, the LLR values are first calculated for all N time slots and total K users. Since each time slot might contain zero user, one user, and up to all K users, there exist (K + 1) LLR values corresponding to different numbers of users for each time slot. After obtaining the LLR matrix that includes all LLR values, we aim to find the largest K entries so as to generate a permutation set, which determines the number of users allocated to each time slot. However, the resulting permutation set might be illegal if the number of users corresponding to the obtained permutation set is greater than K. On the other hand, finding the largest K values from all legal permutation set is catastrophic with a large value of N or K. To mitigate this problem, we then propose a search algorithm to rapidly obtain the legal permutation set. The computational complexity of the proposed detection is shown to be much lower than that of the optimal ML detection. Besides, simulation results show that the proposed detection performs closely to the optimal ML detection with a negligible performance loss.

The rest of the letter is organized as follows. Section II introduces the optimal ML detection for IM-MA. The implementation and the computational complexity of the proposed detection are discussed in Section III. Simulation results are discussed in Section IV, and finally this letter is concluded in Section V.

Notations: (·)T and (·)H indicate the transpose and Hermi-
tian transpose operations, respectively, $|\cdot|$ and $C(\cdot, \cdot)$ denote the Frobenius norm and the binomial operation of the enclosed argument, respectively. $\text{diag}\{x\}$ stands for a diagonal matrix whose diagonal elements are drawn from $x$. $E\{\cdot\}$ denotes the expectation operation. The probability density function (PDF) of an enclosed random variable is denoted by $f(\cdot)$.

II. IM-MA WITH ML DETECTION

We consider a multi-user system with $K$ users and one BS with $N$ orthogonal time slots for uplink transmission. In IM-MA, the incoming $m = \log_2(NM)$ bits for each user are divided into two parts. The first part of $\log_2 N$ bits is used to select an instant time index vector, while the second part of $\log_2(M)$ bits is utilized to generate the modulated symbol from the $M$-ary quadrature amplitude modulation (QAM)/phase shift keying (PSK) constellation. Note that $N$ should be a power of two for facilitating the signal transmission. The transmitted signal vector for the $k$-th user in $N$ time slots is given by

$$x_k = [0, \ldots, s_k, \ldots, 0]^T,$$

with

$$I_k = [0, \ldots, 1, \ldots, 0]^T,$$

where $s_k$ denotes the modulated symbol generated by $\log_2(M)$ bits, $I_k$ represents the time index vector and the position of the non-zero element “1” in $I_k$ is decided by the incoming $\log_2(N)$ bits.

For clarity and illustration purposes, we provide an example for the IM-MA scheme with $K = 4$, $N = 4$ and 4QAM ($M = 4$). The information bits for all users ($m = 4$) are assumed to be $[1101, 0101, 1011, 0110]$. For user 1 with $[1101]$, the first 2 bits $[11]$ are used to select the 4-th time slot ($I_1 = [0001]$) and the last 2 bits $[01]$ are mapped into the modulated symbol $(s_1 = -1 + j)$, which results in the transmitted signal vector $x_1 = 1_1 \times s_1 = [0, 0, 0, -1 + j]^T$. Similarly, the information bits $[0101]$ for user 2, $[1011]$ for user 3, and $[0110]$ for user 4 generate the transmitted signal vectors $x_2 = [0, -1 + j, 0, 0]^T$, $x_3 = [0, 0, 1 - j, 0]^T$ and $x_4 = [0, -1 - j, 0, 0]^T$, respectively.

Let the $N \times 1$ vector $h_k$ denote the block fading channel vector following the complex Gaussian distribution with zero mean and unit variance between the $k$-th user and BS. The received signal vector at the BS side is given by

$$y = \sum_{k=1}^{K} \text{diag}\{h_k\} x_k + n = \text{diag}\{HX\} + n,$$

where $H = [h_1, \ldots, h_K]$, $X = [x_1, \ldots, x_K]^T$, $n$ of dimensions $N \times 1$ denotes the complex Gaussian noise with zero mean and covariance $\sigma^2$. The optimal ML detection at the BS is implemented as [12]

$$\{s_k\}_{k=1}^{K} = \arg\min_{s_k \in \mathcal{X}} \|y - \sum_{k=1}^{K} \text{diag}\{h_k\} x_k\|^2,$$

where $\mathcal{X}$ is the candidate set containing all possible signal vectors. From (4), we can see that the optimal ML detection necessitates a holistic search over all possible candidates of $x_k$ with $k = \{1, \ldots, K\}$ for all users, which leads to high computational complexity of $O(NM)^K$, and becomes impractical for large values of $N$, $K$, and $M$.

III. PROPOSED DETECTION METHOD

In this section, we propose a low-complexity detection method, which largely reduces the computational complexity of the optimal ML detection.

A. Proposed Joint LLR Detection

Inspired by the conventional LLR detection in [9], we propose a tailored LLR detection method as follows. Since each time slot may contain $p$ users with $p \in \{0, 1, \ldots, K\}$, the exact LLR value for the $n$-th time slot containing $p$ users can be calculated by

$$L(p, n) = \ln \frac{\Pr(A_{p,n})}{\Pr(A_{p,n}^c)} = \ln \frac{\Pr(A_{p,n})f(y|A_{p,n})}{\Pr(A_{p,n})f(y|A_{p,n}^c)},$$

where $y(n)$ denotes the $n$-th element of $y$, $A_{p,n}$ denotes the event that $p$ users are allocated to the $n$-th time slot with the probability $\Pr(A_{p,n}) = (1/N)^p((N-1)/N)^{K-p}$, and $A_{p,n}^c$ represents the complementary event of $A_{p,n}$. The conditional PDF $f(y|A_{p,n})$ is shown in (6) at the top of the next page.

After calculating all LLR values, we then obtain the LLR matrix as

$$L = \begin{bmatrix}
L(0, 1) & L(0, 2) & \cdots & L(0, N) \\
L(1, 1) & L(1, 2) & \cdots & L(1, N) \\
\vdots & \vdots & \ddots & \vdots \\
L(K, 1) & L(K, 2) & \cdots & L(K, N)
\end{bmatrix}. \tag{7}
$$

It should be noted that the larger value among $L$ is, the more likely the corresponding event is to happen. For instance, if $L(3,2)$ is the largest value in $L$, it indicates that three users might transmit their own signals through the second time slot.

In addition, in order to figure out the user indices and the corresponding modulated symbols, we need to store the symbols and indices candidates during the calculation of each $L(p, n)$ for facilitating our proposed detection. Let $U_k$ and $G_k$ denote the estimated symbol matrix and user index matrix for $k$ users with $1 \leq k \leq K$, which are given by

$$U_k = [u_1^k, u_2^k, \ldots, u_N^k], \tag{8}
$$

and

$$G_k = [g_1^k, g_2^k, \ldots, g_N^k], \tag{9}
$$

respectively, where $1 \leq 1 \leq N$,

$$u_j^k = [u_{(1,j)}^k, u_{(2,j)}^k, \ldots, u_{(k,j)}^k]^T \quad \text{and} \quad g_j^k = [g_{(1,j)}^k, g_{(2,j)}^k, \ldots, g_{(k,j)}^k].$$

The signal vector $u_j^k$ and the corresponding index vector $g_j^k$ for the $j$-th time slot are estimated by [9]

$$\begin{aligned}
[u_j^k, g_j^k] &= \arg\min_{u_j^k \in \mathcal{X}, g_j^k \in \mathcal{I}_k} \|y(j) - \text{diag}\{h_j(I_{(j)})\} u_j^k\|^2,
\end{aligned} \tag{10}$$

and

$$\begin{aligned}
[G_j^k] &= \arg\min_{g_j^k \in \mathcal{I}_k}\|y(j) - \text{diag}\{h_j(I_{(j)})\} u_j^k\|^2,
\end{aligned} \tag{11}$$

and

$$\begin{aligned}
[U_k] &= \arg\min_{G_k \in \mathcal{I}_k}\|y - \text{diag}\{H X\} + n\|^2,
\end{aligned} \tag{12}$$

respectively, where $1 \leq j \leq N$.
where $I_2$ is the combinatorial set with a length of $C(K,k)$, $h^j = [h_1(j), h_2(j), \ldots, h_K(j)]^T$, $h_\psi(j)$ denotes the $j$-th element of $h_\psi$ with $1 \leq \psi \leq K$, and $h^j(I_\phi)$ contains the corresponding $I_\phi$-th rows of $h^j$ with $1 \leq \phi \leq C(K,k)$. For better understanding, we give an example with $k = 2$, $K = 4$, $M = 2$ and $N = 4$. In this case, we have $I_2 = \{[1 \ 2],[1 \ 3],\ldots,[3 \ 4]\}$ with totally $C(4,2) = 6$ permutation sets. According to (10), assume that the corresponding matrices $U_2$ and $G_2$ are obtained by

$$U_2 = \begin{bmatrix} +1 & -1 & +1 & +1 \\ +1 & +1 & -1 & +1 \end{bmatrix},$$

and

$$G_2 = \begin{bmatrix} 1 & 1 & 2 & 3 \\ 3 & 4 & 4 & 4 \end{bmatrix}.$$

From (11) and (12) with $k = 2$, we can see that user 1 and user 4 probably transmit modulated symbols “+1” and “−1” through the 2nd time slot to the BS, respectively. Besides, user 3 and user 4 probably transmit modulated symbols “+1” and “−1” through the fourth time slot to the BS, respectively. In a similar manner, according to $U_k$ and $G_k$, the corresponding modulated symbols via all time slots can be easily detected. After obtaining $L$, $U_k$ and $G_k$, we can find a permutation set $p$, which has the largest LLR values from all legal permutation sets in $L$, and the corresponding modulated symbols and indices of time slots are straightforwardly obtained from $U_k$ and $G_k$. As an example with $K = N = 4$, the permutation set with the largest LLR values is $p = [4, 0, 0, 0]$, which indicates that the first time slot contains all 4 users and the other time slots do not contain any user. Furthermore, the transmitted signal vector can be obtained by $p$, $U_4$ and $G_4$. If the permutation set with the largest LLR values is $p = [1, 0, 1, 2]$, which indicates that the first, second, third and fourth time slots contain 1 user, 0 user, 1 user, and 2 users, respectively, and the transmitted signal vector can be retrieved based on $p$, $U_1$, $U_2$, $G_1$, and $G_2$.

Note that if we perform the global search for all legal permutation sets, the proposed LLR method can achieve the same bit error rate (BER) performance as the optimal ML detection. However, the number of all legal permutation sets is huge, especially for large $K$ and $N$, which leads to a catastrophic global search among $L$. Therefore, we propose an alternative search method to achieve the near-ML performance as follows. First, we initially set the permutation set as $p = [0, \ldots, 0]$ and find the largest value in $L$. Assume that $L(\mu, \nu)$ is the largest value in $L$ with $0 \leq \mu \leq K$ and $1 \leq \nu \leq N$, which indicates that $\mu$ users transmit their symbols through the $\nu$-th time slot. The permutation set is then updated as $p = [0, \ldots, \mu, \ldots, 0]$. If $\mu = K$ with $\sum_{j=1}^{\nu} p(j) = K$, we are led to a conclusion that all $K$ users transmit modulated symbols via the $\nu$-th time slot, and our search process is terminated. If $\mu \leq K$ with $\sum_{j=1}^{\nu} p(j) < K$, we find that $(K - \mu)$ users transmit their symbols through other time slots (except the $\nu$-th time slot), which should be determined by another round of search. It is straightforward that we should search the second largest value in $L$. However, we may obtain an illegal permutation set, which leads to $\sum_{j=1}^{\nu} p(j) > K$. Therefore, before starting the next round of search, the LLR matrix $L$ should be first updated by deleting the illegal elements in rows and columns of $L$. After obtaining the updated $L$, the above procedure is repeated until $\sum_{j=1}^{\nu} p(j) = K$, which finally results in the estimated permutation set. Note that the search process will determine only when the legal permutation is obtained (i.e., $\sum_{j=1}^{\nu} p(j) = K$).

For better understanding, the search process is exemplified in Fig. 1 with $K = N = 4$. Specifically, in the first step, the largest value is found to be $L(4,2) = 1.06$ in $L$ and the permutation set is updated as $p = [0, 4, 0, 0]$ in Fig. 1(a), which indicates that all 4 users transmit their signals through the second time slot and the search process should be stopped. In Fig. 1(b), the largest value is found to be $L(1,3) = 0.09$ with the permutation set $p = [0, 0, 1, 0]$ in step 1, which indicates that one user is allocated to the third time slot ($\sum_{j=1}^{\nu} p(j) < K$). In this situation, we need to keep looking for how other three users allocate their modulated symbols to the remaining (i.e., the first, second and fourth) time slots. In order to obtain a legal permutation set, the LLR matrix is updated by removing the fifth row and the third column in step 2. The largest value is consequently found to be $L(1,1) = 0.06$, and the permutation set is thereby $p = [1, 0, 1, 0]$, which indicates that another one user is
Algorithm 1 Search process for \( L \)

1: Input: \( L, p = [0, \ldots, 0] \).
2: Find the largest value \( L(\mu, \nu) \) in \( L \).
3: Update \( p \) as \( p = [0, \ldots, \mu, \ldots, 0] \).
4: if \( \sum_{j=1}^{N} p(j) < K \) then
5:    Cancel the illegal elements in \( L \).
6:    Update \( L \) and find the largest value.
7:    Update \( p \) and go to step 4.
8: end if
9: \( \sum_{j=1}^{N} p(j) = K \).
10: Output: permutation set \( p \)

allocated to the first time slot and two users are still unknown (\( \sum_{j=1}^{N} p(j) < K \)). In this case, we still need to continue the search process, and the LLR matrix is further updated in step 3, which results in the largest value \( L(1, 4) = 0.05 \) showing that one user is allocated to the fourth time slot with \( p = [1, 0, 1, 1] \). To make the permutation set legal, the last one user is automatically allocated to the second time slot and the permutation set is finally obtained as \( p = [1, 1, 1, 1] \). Based on the above-mentioned idea, we summarize the entire search process in Algorithm 1.

After obtaining \( p \), \( \{U_k\}_{k=1}^K \) and \( \{G_k\}_{k=1}^K \), the transmitted signal vector for all users can be directly obtained and the information bits for all users are easily recovered by the demapping of the indices of active time slots and demodulation of the constellation modulated symbols.

B. Complexity Analysis

It is clear that the computational complexity of the proposed detection method only comes from the calculation of the LLR matrix \( L \), which is the output of the symbol detection. Consequently, determining the computational complexity via the number of multiplications for the proposed low-complexity detection. Accordingly, determining the computational complexity via the number of multiplications for the proposed low-complexity detection in IM-MA is 

\[
K \sum_{j=1}^{N} q_{\eta} = 1/(2N_0) + q_2 = 2/(3N_0).
\]

After obtaining \( \Pr(X \rightarrow \hat{X}) \), an upper bound on BER can be derived according to the union bounding technique as

\[
P_e \leq \frac{1}{D^{2D}} \sum_{X} \sum_{X \neq X} N(X \rightarrow \hat{X}) \Pr(X \rightarrow \hat{X}),
\]

where \( D = K \eta \) and \( N(X \rightarrow \hat{X}) \) measures the number of bits in difference between \( X \) and \( \hat{X} \).

IV. SIMULATION RESULTS

In this section, we present computer simulation results for the BER performance of the optimal ML detection, the threshold detection (TD) method in [12] and the optimal ML detection for the conventional time division multiple access (TDMA). It should be noted that the magnitude of the received signal at each time slot is compared with a preset threshold \( \eta \) in TD, where no user is allocated to the corresponding time slot if the magnitude is less than \( \eta \) and at least one user is allocated to the corresponding time slot if the magnitude is greater than \( \eta \).

For simplicity, we denote “IM-MA (K, N, M-PSK/QAM)” and “TDMA (K, N, M-PSK/QAM)” as the IM-MA and TDMA scheme with \( K \) users and \( N \) time slots with \( M \)-ary PSK/QAM constellations, respectively.

Fig. 2 presents the BER performance comparison results among the optimal ML detection in (4), the TD method, and
the proposed low-complexity detection for “IM-MA (2, 2, BPSK)” and “IM-MA (2, 2, QPSK)”, and the ML detection for “TDMA (2, 2, QPSK)” and “TDMA (2, 2, 8PSK)”. From Fig. 2, we can see that the proposed detection method performs closely to the optimal ML detection method with a tiny performance gap, where the performance gap comes from the abandonment of certain legal permutations during the search process. Specifically, the proposed detection results in a constant of 1 dB performance loss for both “IM-MA (2, 2, BPSK)” and “IM-MA (2, 2, QPSK)” in the entire signal-to-noise ratio (SNR) region. Note that due to the sensitivity of the TD method, the BER performance is quite different with different thresholds \( \eta \). With \( \eta = 10\sigma^2 \) and \( 16\sigma^2 \), all curves of the TD method are far from those of the optimal ML and the proposed detections. Moreover, the TD method may result in an error floor at high SNR with an inappropriate value of \( \eta \) (\( \eta = 4\sigma^2 \)). Due to the user collision impact, IM-MA is inferior to TDMA in the low SNR region. However, we can still see that the IM-MA scheme outperforms the conventional TDMA scheme with the same SE in the medium-to-high SNR region, where the SNR gain achieved by “IM-MA (2, 2, BPSK)” over “TDMA (2, 2, QPSK)” with an SE of 1bps/Hz/user is about 6 dB, and is almost 4 dB by “IM-MA (2, 2, QPSK)” over “TDMA (2, 2, 8PSK)” with an SE of 1.5bps/Hz/user.

Similar results can be found in Fig. 3, which present the BER performance of the optimal ML detection, the TD method, and the proposed low-complexity detection for “IM-MA (4, 4, BPSK)”, “IM-MA (4, 4, QPSK)” and “IM-MA (6, 4, BPSK)”. From Fig. 3, it can be seen that the proposed detection still approaches the optimal ML detection. Note that the performance gap between the proposed detection and the ML detection is about 1.5 dB, which remains constant in the entire SNR region for both “IM-MA (4, 4, BPSK)”, “IM-MA (4, 4, QPSK)”, and “IM-MA (6, 4, BPSK)”. Besides, our proposed method is superior to the TD detection with a large performance gain. From the above results in Figs. 2 and 3 as well as Table I, it is verified that the proposed detection approaches the optimal ML detection with reduced computational complexity.

V. Conclusions

In this letter, we proposed the low-complexity detection to considerably reduce the computational complexity of the optimal ML detection for the IM-MA scheme. In the proposed detection, the LLR values are first calculated corresponding to all users and all time slots. Due to the high search burden of legal permutation sets among all LLR values, we further proposed the suboptimal search method to rapidly estimate the legal permutation set. Simulation results and the complexity analysis verified that the proposed detection tightly approaches the optimal ML detection with reduced computational complexity.
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