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Abstract—In this paper, we investigate the impact of using improper Gaussian signaling (IGS) scheme on the interweave cognitive radio (CR) paradigm when the cognitive user has access to full or partial channel-state-information (CSI). Throughout this work, we analyze the performance of both the primary user (PU) and secondary user (SU) in terms of instantaneous achievable rate and outage probability, for given sensing and detection capabilities. Then, we optimize the IGS scheme for full and partial CSI scenarios to maximize the achievable rate of the SU while maintaining a minimum quality-of-service (QoS) requirement for the PU. Meanwhile, we derive the corresponding feasibility conditions for the interweave cognitive radio system operation. IGS based systems are proven to provide notable gain over the conventional proper Gaussian signaling, which is considered our benchmark scheme. The IGS scheme is observed to be further beneficial at low SU detection capabilities, strong interference from the cognitive user to the licensed user, and low gain of the PU direct link.
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I. INTRODUCTION

In the last few years, the evolution of wireless communications caused a shortage in spectral resources, the latter becoming scarce and expensive. The spectrum is not really overpopulated but indeed inefficiently exploited. In fact, according to the fixed spectrum access policy currently used in spectrum regulation, each bandwidth is assigned exclusively to licensed users regardless of the actual communication activity [1]. Therefore, the saturation of the spectrum can be avoided through effective spectrum management policies. To this end, cognitive radio (CR) can be seen as a promising alternative of spectrum access approaches that can minimize wasting spectrum resources. The three different paradigms for CR are known as underlay, overlay and interweave through which accessing the spectrum of licensed users and taking advantage of the unused holes become possible [2]. The underlay paradigm allows secondary users (SUs) to access the spectrum if their transmitted power does not cause destructive interference to primary transmission. In the overlay cognitive radio, the SU exploits his prior knowledge of the primary user (PU) message or codebook to cancel its interference or even to assist the PU communication. The interweave CR is an opportunistic spectrum access paradigm where the SU detects the presence or the absence of the PU, to identify spectrum holes (space, time or frequency voids) and communicate with reduced interference to the primary user [2]. In this regard, the interweave CR needs accurate sensing and detection systems to avoid any interference to the authorized users.

The interweave CR overall system performance is significantly affected by the miss-detection and false-alarm events. Thus, studying the interweave CR system requires taking into account these two limiting parameters. Furthermore, developing different detection systems can affect system performance such as energy detection [3], [4], [5] and matched filter [6], [7]. Different research work have been conducted to implement interweave CR in interference-limited networks [8], [9]. In [8], Kaushik et al. improved the achievable rate of the SU by tuning the sensing and estimation parameters while keeping a certain probability of detection. In [9], the detection procedure is optimized to improve the SU communication in both underlay and interweave CR systems to keep a certain PU outage probability. Moreover, the detection procedure can take a very long time if the PU direct link is weak [2]. Therefore, under some circumstances, the efficiency of the detection system is not guaranteed, leading to severe deterioration of the licensed user’s performance. Throughout this paper, we adopt the so called improper Gaussian signaling (IGS) as a CR signaling scheme to improve its performance.

IGS or asymmetric signal can have correlated real and imaginary Gaussian variables, with possibly unbalance in the power distribution between them [10], [11], which is a relaxation of the proper Gaussian signal (PGS) assumption. A comprehensive survey was conducted recently and discussed the basic background for improper Gaussian signals, performance analysis, system design and practical realization in [12]. As explained in [13], we can obtain improper signals from proper signals via widely linear transformation. IGS has been envisaged as a promising signaling scheme in interference-limited networks, to reliably reduce the impact of interference signals [14]–[20], which can be seen as interference alignment approach via arranging signals space [21]. As a result, the impropriety degree has been introduced as an additional design parameter that can tackle the impact of interference and improve system performance. Improper signals are found to provide significant improvement in the performance of several systems [14]–[16], [19]. Maximizing the achievable rate of interference-limited networks was a widely investigated
research topic, exploiting the benefits of improper signals in several scenarios such as Single-Input-Single-Output (SISO) communication [14]–[16], [19], Non-Orthogonal Multiple Access (NOMA) systems [22], full-Duplex relay systems [10], [23], systems undergoing hardware impairments [24]–[28], etc. The benefits of IGS in interference-limited networks grant more insights to employ improper signaling in CR networks.

In cognitive radio networks, the presence of the SU can deteriorate the performance of the PU communication. However, this main limitation to CR networks can be mitigated using IGS, that can reduce the interference effect in such systems through the use of appropriate resource allocation schemes [29]–[34]. IGS enhances the operation of cognitive radio systems by making the impact of the SU signal on the PU performance less significant [29], [32], [33]. Interesting works have been conducted to implement underlay and overlay networks using IGS. In [29], Lameiro et al. considered a SISO underlay cognitive radio network composed of primary and secondary users in an interference-limited scenario. Using an improper secondary signal helps to improve the performance of the system significantly, by reducing the interference impact on the PU through achievable rate analysis. Furthermore, in [30], the benefit of employing IGS was highlighted, where statistical distribution for the SU achievable rate was derived given a fixed SNR at the PU side. A full-duplex communication was considered in [32] with an additional self-interference at the PU transmitter and receiver, reducing the opportunities of the SU communication and giving more insights to use IGS. An outage probability analysis has been performed to reduce the outage probability of the SU while meeting a minimum quality of service for the PU. Additionally, in [33], Amin et al. explored the benefits of employing IGS in overlay cognitive radio systems first, when the secondary transmitter has a full channel state information (CSI) and then with partial channel knowledge. The results showed that the IGS outperforms the PGS mainly with a strong interference from the SU to the PU, in terms of SU achievable rate. Moreover, physical layer security in CR networks is another application of improper signals. Employing an eavesdropper aware IGS scheme for the SU helps to improve the secrecy system performance, which is done by minimizing the secrecy outage probability [35]. According to the recent IGS survey [12], interweave CR has not received research interest as underlay and overlay CR, which motivated us to study the impact of IGS on the interweave CR system.

In this paper, we study the performance of interweave cognitive radio system when the SU is sending IGS for known miss-detection and false alarm probabilities with full or partial CSI knowledge\(^1\). The PU sends proper signals while the SU employs IGS to reduce the impact of its interference on the primary message. The limitation brought by the sensing errors in interweave systems can cause harmful interference to the licensed communication. Therefore, at low sensing and detection capabilities, the propriety degree of the SU signal serves as a second degree of freedom, in addition to the transmit power, to enhance the SU communication while maintaining a reliable performance for the PU. To the best of the authors’ knowledge, the benefit of employing IGS in interweave CR, in the partial-CSI case and the comparison with the full CSI case, have not been analyzed in the literature. Therefore, it is important to test whether employing IGS in a simple setup of single user, is beneficial, before considering multiuser case. In the following, we summarize the main contribution as,

- Derive the expressions of the achievable rate and the outage probability of both the PU and the SU in interweave CR system when the SU uses IGS while the PU uses PGS.
- Optimize the SU signal parameters to maximize its achievable rate while maintaining acceptable QoS for the PU for a fixed miss-detection and false-alarm probabilities, assuming full or partial CSI.
- Compare through numerical results, the benefits obtained from adopting IGS over PGS, assuming different system parameters in the interweave CR paradigm for both full and partial CSI scenarios.

The rest of this paper is organized as follows: in section II, we present the interweave system model. Then, we study the achievable rate and outage probability performance in section III. In sections IV and V, we analyze and solve the perfect and partial CSI based design problems, respectively. After that, we provide extensive simulation results in section VI, for both perfect and partial CSI based scenarios. Finally, we conclude the paper in section VII.

II. INTERWEAVE COGNITIVE RADIO SYSTEM MODEL

Consider an interweave CR system depicted in Fig. 1, where the spectrum is assigned to a single licensed user PU. A cognitive radio network is composed of single unlicensed user that senses and accesses the spectrum whenever it is free. We assume that both the PU and SU operate in half-duplex mode.

The primary network is composed of a primary transmitter (PT) communicating with a primary receiver (PR) using a transmit power \(p_p\). The SU accesses the spectrum using a transmit power \(p_s\), We denote by \(h_{XY}\) the channel coefficient from the transmitter \(X\) to the receiver \(Y\) where \(X, Y \in \{s, p\}\). In particular, \(h_{XX}\) and \(h_{XY}\) are respectively a direct and a cross channel. The overall network is subject to additive white Gaussian noise (AWGN) with zero mean and variance \(\sigma^2\). We define the channel-to-noise ratios (CNR) as \(\gamma_X = |h_{XX}|^2/\sigma^2\) and \(\gamma_Y = |h_{XY}|^2/\sigma^2\) for direct and interference links respectively.

In this interweave system, the coexistence of primary and secondary signals is not allowed and this feature is controlled via the probability of detection \(P_d\) and the probability of false alarm \(P_{fa}\). Using the state of operations of the primary and secondary transmitters, denoted respectively \(S_p\) and \(S_s\), we can define the probability of detection and the probability of false alarm as [36],

\[
\begin{align*}
P(S_s = 1/S_p = 1) & = 1 - P_d \\
P(S_s = 0/S_p = 1) & = P_d \\
P(S_s = 1/S_p = 0) & = 1 - P_{fa} \\
P(S_s = 0/S_p = 0) & = P_{fa}.
\end{align*}
\]

\(^1\)The full CSI analysis and design part was partially presented in [34].
where the inactivity of the PU occurs with \( P(S_p = 0) = p \) that reduces the activity probability to be \( P(S_p = 1) = 1 - p \). To characterize the proper Gaussian signaling and the improper Gaussian signaling, we present the following definitions.

**Definition 1:** [11], [13] If the pseudo-variance of a complex random variable \( x \) is zero i.e. \( \mathbb{E}[x^2] = 0 \), \( x \) is called proper, otherwise \( x \) is improper.

**Definition 2:** [13], [29] We define the circularity coefficient of a zero mean scalar random variable \( x \) as \( C_x = \frac{\mathbb{E}[x^2]}{\mathbb{E}[|x|^2]} \), where \( 0 \leq C_x \leq 1 \). This coefficient measures the impropriety degree of the random variable. If \( C_x = 0 \), \( x \) is proper and \( C_x = 1 \) characterizes a maximally improper variable.

### III. Performance Analysis

#### A. Achievable rate Performance

In this section, we derive expressions for the achievable rate of the PU and the SU, considering the sensing and detection parameters, in interweave cognitive radio system. The PU is assumed to adopt PGS scheme since it is not aware of the presence of the interfering secondary signal when accessing its licensed band. Contrarily, we assume the SU is using IGS scheme and is capable of tuning its signaling parameters. The activity of the primary user and the detection parameters affect the achievable rate of the PU and the SU. The operation of the cognitive user is defined considering two events: the presence of the primary signal with a probability of \( C_{ss1} \) and \( C_{ss2} \) denote the circularity coefficients of the SU received signals for the two events. These two coefficients are expressed, according to Definition 2, as,

\[
C_{ss1} = \frac{p_s \gamma_s C_x}{p_s \gamma_s + 1}, \quad C_{ss2} = \frac{p_s \gamma_s C_x}{p_s \gamma_s + p_p \mathcal{I}_p + 1},
\]

where \( C_x \) is the circularity coefficient of the cognitive user’s signal.

We can rewrite the secondary achievable rate, after some manipulations as,

\[
R_s(p_s, C_x) = A \log_2 \left( \frac{p_s \gamma_s^2 (1 - C_x^2) + 2p_s \gamma_s + 1}{1 + p_p \mathcal{I}_p} \right) + B \log_2 \left( \frac{p_s \mathcal{I}_s C_x}{p_s \mathcal{I}_s + p_p \mathcal{I}_p + 1} \right),
\]

where \( A \) and \( B \) are expressed, respectively, as,

\[
A = \frac{T - \tau}{2T} p(1 - P_{ta}), \quad B = \frac{T - \tau}{2T} (1 - p)(1 - P_d).
\]

On the other hand, the achievable rate of the PU depends on the probability of detection, according to the two following possible events: The first event occurs if the SU detects the activity of the PU with a probability \( P_{df} \), resulting in an interference-free communication at the PU side. The second event occurs with a probability \( (1 - P_{df}) \) if the SU makes a wrong detection causing interference to the PU. Therefore, the achievable rate is defined as,

\[
R_p(p_s, C_x) = P_{df} R_{p_{fa}} + (1 - P_{df}) R_{p_{fa}},
\]

where \( R_{p_{fa}} \) and \( R_{p_{fa}} \) are the achievable rates in the two events and are defined as [15],

\[
R_{p_{fa}} = \log_2 \left( 1 + p_p \gamma_p \right),
\]

\[
R_{p_{fa}} = \log_2 \left( 1 + \frac{p_p \gamma_p}{1 + p_s \mathcal{I}_s} \right) + \frac{1}{2} \log_2 \left( 1 + \frac{2p_s \gamma_s}{1 + p_p \mathcal{I}_p + 1} \right),
\]

where \( C_{pp} \) and \( C_{pi} \) denote the circularity coefficients of the PU received signal from the direct link and the interference link, respectively, which can be expressed using Definition 2 as,

\[
C_{pp} = \frac{p_s \mathcal{I}_s C_x}{p_s \mathcal{I}_s + p_p \gamma_p + 1}, \quad C_{pi} = \frac{p_s \mathcal{I}_s C_x}{p_s \mathcal{I}_s + p_p \mathcal{I}_p + 1}.
\]

After some manipulations, \( R_{p_{fa}} \) reduces to,

\[
R_{p_{fa}} = \frac{1}{2} \log_2 \left( 1 + \frac{1 + 2(p_s \mathcal{I}_s + 1)p_p \gamma_p + p_s \gamma_s^2}{p_s \mathcal{I}_s^2 (1 - C_x^2) + 2p_s \gamma_s + 1} \right).
\]

If we assume the SU is using PGS, the achievable rate of the SU, considering \( C_x = 0 \) is,

\[
R_s(p_s, 0) = \frac{T - \tau}{T} \left( p(1 - P_{ta}) \log_2 (1 + p_s \gamma_p) + (1 - p)(1 - P_d) \log_2 \left( 1 + \frac{p_s \gamma_s}{1 + p_p \mathcal{I}_p} \right) \right).
\]
Similarly, the PU achievable rate reduces to,
\[ R_p(p_s, 0) = P_d R_{p_1} + (1 - P_d) \log_2 \left( 1 + \frac{p_p \gamma_p}{1 + p_s I_s} \right). \tag{13} \]

\section{Outage Probability Performance}

In this section, we derive the expressions of the PU outage probability in the case of partial-CSI knowledge, when the SU employs PGS and IGS schemes, as a function of the SU transmit power and circularity coefficient.

1) Outage probability of the primary user in the proper signaling scenario: As per the full-CSI knowledge case, the outage probability expression of the PU will depend on the probability of detection. In the following, we derive the outage probability of the primary transmission where interweave cognitive radio uses PGS scheme for the secondary transmission. This probability is defined as,
\[ P_{\text{out}, p}(p_s, 0) = P_d P_1 + (1 - P_d) P_2(p_s, 0), \tag{14} \]
where \( P_1 \) is the PU outage probability in a free-interference link, i.e. with a correct detection in the SU. The probability \( P_1 \) is then expressed as follows,
\[ P_1 = \Pr \left( \log_2 \left( 1 + p_p \gamma_p \right) < R_0 \right) = 1 - \exp \left( -\frac{\mu_0}{p_p \gamma_p} \right). \tag{15} \]
where \( \mu_0 = 2^{R_0} - 1 \) and the random variable is \( \gamma_p \sim \text{Exp}(\bar{\gamma}_p) \). The outage probability of the PU, in the case of detection errors, is defined as,
\[ P_2(p_s, 0) = \Pr \left( \log_2 \left( 1 + \frac{p_p \gamma_p}{1 + p_s I_s} \right) < R_0 \right). \tag{16} \]
By solving the inequality in (16), we can show that the PU outage probability in the case of wrong detection, conditioned on \( I_s \), is given by,
\[ P_2(p_s, 0) | I_s = \int_0^{\gamma_0} \frac{1}{\bar{\gamma}_p} \exp \left( -\frac{y}{\bar{\gamma}_p} \right) dy = 1 - \exp \left( -\frac{\mu_0 (1 + p_s I_s)}{p_p \gamma_p} \right) \tag{17} \]
where \( \gamma_0 = \frac{\mu_0}{p_p} (1 + p_s I_s) \) represents the upper bound of the range of solutions in the inequality in (16). By averaging (17) over the exponential statistics of \( I_s \), we obtain,
\[ P_2(p_s, 0) = \mathbb{E}_{I_s} \{ P_2(p_s, 0) | I_s \} = 1 - \frac{1}{1 + \frac{p_p \mu_0 p_s I_s}{p_p \gamma_p}} \exp \left( -\frac{\mu_0}{p_p \gamma_p} \right). \tag{18} \]
We can infer that the PU outage probability is an increasing function in \( p_s \) and \( I_s \). Thus, we can adjust the SU transmit power to control its impact on the PU performance.

2) Outage probability of the primary user in the improper signaling scenario: In the improper signaling scheme, the circularity coefficient is not zero and the outage probability expression will be as follows,
\[ P_{\text{out}, p}(p_s, C_x) = P_d P_1 + (1 - P_d) P_2(p_s, C_x), \tag{19} \]
where \( P_2(p_s, C_x) = \Pr (R_{p_2} < R_0) \) and can be rewritten equivalently as,
\[ P_2(p_s, C_x) = \Pr (g(\gamma_p, I_s) < 0), \tag{20} \]
where \[ g(\gamma_p, I_s) = \frac{p_p^2 \gamma_p^2}{2} + 2(p_s I_s + 1)p_p \gamma_p - (2^{R_0} - 1)(p_p^2 I_s^2 + 2p_s I_s + 1). \]
After solving the quadratic inequality in (20), we can state that,
\[ g(\gamma_p, I_s) < 0 \Leftrightarrow g(\gamma_p, I_s) < \gamma_p < g_p(2 I_s). \tag{21} \]
Since \( \gamma_p < 0 \) then, \( 0 < \gamma_p < g_p(2 I_s) \), where,
\[ g_p(x) = \frac{2^{R_0} \sqrt{4(0) p_p^2 x^2 + 2p_s x + 1 - (p_s + 1)}}{2^{R_0}} \text{ and, } a(C_x) = \frac{1}{p_p \gamma_p} + (1 - \frac{1}{p_p \gamma_p})(1 - C_x^2). \]
We can infer that the outage happens for a specific range of \( \gamma_p \), which is an expected result. Then,
\[ P_2(p_s, C_x) | I_s = \int_0^{\gamma_p} \frac{1}{\bar{\gamma}_p} \exp \left( -\frac{y}{\bar{\gamma}_p} \right) dy = 1 - \exp \left( -\frac{\gamma_p}{\gamma_p} \right). \tag{22} \]
By averaging (22) over the statistics of \( I_s \), we obtain,
\[ P_2(p_s, C_x) = \mathbb{E}_{I_s} \{ P_2(p_s, C_x) | I_s \} \tag{23} \]
\[ P_2(p_s, C_x) = 1 - \int_0^{\infty} \frac{1}{I_s} \exp \left( -\frac{I_s}{I_s} \right) \exp \left( -\frac{\gamma_p}{\gamma_p} \right) dI_s. \tag{24} \]
Unfortunately, there is no closed form expression for the integral in (24). However, we can limit the outage probability by an upper bound to guarantee an acceptable minimum outage probability performance for the PU. In this context, we find an upper bound to the PU’s outage probability by using Jensen’s inequality as in [32], [37], which states that for a random variable \( X \) and a convex function \( \omega \) we have,
\[ \omega(E(X)) \leq E(\omega(X)). \]
In our case, we consider the following function: \( \omega(x) = \exp \left( -\frac{R_0}{\sqrt{a(C_x) p_p^2 x^2 + 2p_s x + 1 - (p_s + 1)}} \right) \) where \( \omega \) is convex (See Appendix A for the proof). Then, we can use the Jensen’s inequality and find an upper bound for \( P_2(p_s, C_x) \), expressed as,
\[ P_{2\text{UP}}(p_s, C_x) = 1 - \exp \left( -\frac{\gamma_p}{\gamma_p} \right). \tag{25} \]
As a first inspection from this result, the upper bound probability for a proper signal \( (C_x = 0) \) is different from the exact probability expression calculated in the previous section, i.e. \( P_{2\text{UP}}(p_s, 0) \neq P_{\text{out}, p}(p_s, 0) \). Thus, when designing our system, to have the maximum gain, we will consider the solution that maximizes the SU achievable rate between the improper upper bound based design and the proper exact one, and therefore, we will have an opportunistic system that achieves maximum gain.

\section{Perfect CSI Based Design}

In this section, we design the interweave cognitive radio system considering a perfect instantaneous CSI of all the considered links at the SU side. To this end, we optimize the SU operation by maximizing its achievable rate while keeping a minimum achievable rate for the primary communication. The optimization parameters are the transmitted power \( p_s \) and the circularity coefficient \( C_x \).
A. Proper Gaussian Signaling Design

First, we design the interweave cognitive radio assuming PGS scheme in order to be used as a reference for our proposed IGS scheme. The PGS design problem is expressed as follows,

\[
\begin{align*}
\max_{p_s} \quad & R_s(p_s, 0) \\
\text{subject to} \quad & R_p(p_s, 0) \geq R_{\text{min}} \quad (26) \\
& 0 \leq p_s \leq p_{s,\text{max}}.
\end{align*}
\]

Before solving the design problem, the following theorem gives the feasibility conditions for the interweave cognitive radio system’s operation and presents the system’s parameters of the optimal design.

**Theorem 1.** In an interweave cognitive radio system with PGS scheme adopted at both the primary and secondary networks, and considering an instantaneous CSI knowledge in the SU side, the feasibility condition and the optimal SU power needed to maximize the achievable rate while allowing the PU operation with a minimum rate of \( R_{\text{min}} \), are found based on problem (26), respectively, as follows:

- \( \gamma_p \geq \gamma_{th} \triangleq \frac{2R_{\text{min}} - \frac{1}{R_p}}{p_p}, \) which confirms the ability of the PU direct link to support its requirements.\(^2\)
- The optimal SU power is found to be,

\[
\hat{p}_s = \frac{1}{I_s} \left( \frac{p_p\gamma_p}{2 - \frac{R_{\text{min}} - \frac{1}{R_p}}{R_{\text{min}} - p_p}} - 1 \right).
\]

**Proof.** To solve (26), we observe first, that the objective function, i.e., \( R_s(p_s, 0) \), is strictly increasing with \( p_s \), as it can be easily proved. Therefore, the solution of the problem (26) reduces to the maximum power that satisfies its constraints. Now, we need to study first the rate constraint in (26) that can be rewritten equivalently as,

\[
\frac{p_p\gamma_p}{1 + p_sI_s} \geq z, \quad (28)
\]

where \( z = \frac{R_{\text{min}} - \frac{1}{R_p}p_p}{1 + \frac{1}{R_p}p_p} - 1 \). One can observe that \( z \) can be either positive or negative, giving the following two possible cases:

i. \( z < 0 \) is equivalent to \( P_d > \frac{R_{\text{min}}}{R_p} \triangleq P_{d,1} \). In this case, the constraint in (28) is always valid and hence, the solution reduces to \( p_{s,\text{opt}} = p_{s,\text{max}} \).

ii. \( z \geq 0 \) is equivalent to \( P_d \leq P_{d,1} \), allowing us to rewrite the constraint in (28), as \( p_s \leq \hat{p}_s \). In this case, the solution becomes \( m\{p_{s,\text{max}}, \hat{p}_s\} \), which captures the following scenarios:

**Case II-a:** \( p_{s,\text{opt}} = p_{s,\text{max}} \) when \( \hat{p}_s \geq p_{s,\text{max}} \) that is equivalent to \( I_s \leq I_{s,\text{PGS}} \).

**Case II-b:** \( p_{s,\text{opt}} = \hat{p}_s \) when \( \hat{p}_s < p_{s,\text{max}} \) that is equivalent to \( I_s > I_{s,\text{PGS}} \).

These results show that the SU operation is conditioned by its detection performances and its interference to the PU activity. Therefore, the SU may operate with its full transmit power either in an accurate detection system or by guaranteeing a maximum predefined threshold of interference to the PU.

B. Improper Gaussian Signaling Design

In this section, we optimize the IGS signal parameters \((p_s,C_x)\) in order to improve the SU operation performance while maintaining the PU minimum rate requirement. To this end, the next considered optimization problem is,

\[
\begin{align*}
\max_{p_s,C_x} \quad & R_s(p_s, C_x) \\
\text{subject to} \quad & R_p(p_s, C_x) \geq R_{\text{min}} \quad (29) \\
& 0 \leq p_s \leq p_{s,\text{max}} \\
& 0 \leq C_x \leq 1.
\end{align*}
\]

After some manipulations, the first constraint in (29) can be rewritten as,

\[
y(p_s, C_x) = p_s^2 I_s^2 (1 - C_x^2)\psi(0) + 2p_s I_s \psi(1) + \psi(2) \geq 0, \quad (30)
\]

where \( \psi(\zeta) \) is defined as,

\[
\psi(\zeta) = 2C_{r,p} - 2^2 \frac{R_{\text{min}} - p_{r,p}}{1 - R_{\text{min}}}. \quad (31)
\]

The behavior of (30) is governed by the sign of \( \psi(0) \), \( \psi(1) \) and \( \psi(2) \). Thus, we consider the following cases:

**Case 1:** when \( \psi(0) \geq 0 \) i.e., \( P_d \geq P_{d,1} \) then \( \psi(1) \) and \( \psi(2) \) \( > 0 \) since \( \psi(\zeta) \) is increasing. Thus, \( y(p_s, C_x) > 0 \), \forall p_s \text{ and } \forall C_x \).

As \( R_s(p_s, C_x) \) is increasing in \( p_s \) and decreasing in \( C_x \), the IGS solution reduces to \((p_{s,\text{opt}}, C_{x,\text{opt}}) = (p_{s,\text{max}}, 0)\).

**Case 2:** when \( \psi(0) < 0 \) i.e., \( P_d < P_{d,1} \) one can prove that \( \psi(2) > 0 \). Thus, \( y(p_s, C_x) = 0 \) has one positive and one negative root. Therefore, the power is upper-bounded by the positive root \( \hat{p}_s(C_x) \) that has the following expression,

\[
\hat{p}_s(C_x) = \frac{\psi(1)^2 - (1 - C_x^2)\psi(0)\psi(2) + \psi(1)}{(1 - C_x^2)\psi(0)I_s}. \quad (32)
\]

Thus, the optimization problem in (29) becomes,

\[
\begin{align*}
\max_{p_s,C_x} \quad & R_s(p_s, C_x) \\
\text{subject to} \quad & 0 \leq p_s \leq \hat{F}(C_x) \quad (33) \\
& 0 \leq C_x \leq 1,
\end{align*}
\]

where \( \hat{F}(C_x) = \min(p_{s,\text{max}}, \hat{p}_s(C_x)) \).

As mentioned before, \( R_s(p_s, C_x) \) is increasing in \( p_s \) and decreasing in \( C_x \). Moreover, one can easily prove that \( \hat{p}_s(C_x) \) is increasing in \( C_x \) over the considered interval. Consequently, we

\[\text{Since } R_{p_{1}} > R_{\text{min}}, \text{ then } \psi(2) > 0.\]
can derive the optimal signal design according to the following theorem.

**Theorem 2.** In a feasible interweave cognitive radio system with IGS scheme adopted at the primary network, a PGS scheme at the secondary network and an instantaneous CSI knowledge in the SU side, when the probability of detection is below a predefined threshold $P_{a_1}$, the optimal SU transmit power and circularity coefficient will be set depending on the conditions stated in equation (34), where

$$I_{a_1} = \max(\psi(1)\gamma_s, \psi(1)\gamma_s), 0)$$

$$I_{a_2} = \max(\psi(1)\gamma_s, \psi(1)\gamma_s), 0)$$

$$C_x = \sqrt{1 + \left(\frac{\psi(2) + 2\psi(1)p_{s,max}I_x}{\psi(0)I_x}\right)^2}$$

$$C_x = \arg\max(R_s(0), R_s(C_x^{\ast\ast}), \lim_{C_x \to 1} R_s(C_x))$$

$$C_x = \arg\max(R_s(0), R_s(C_x^{\ast\ast}), R_s(C_x^{\ast}))$$

**Proof.** The three following cases detail the relation between $p_{s,max}$ and $\hat{p}_s(C_x)$ since the solution of the problem (33) depends on this relation.

**Case 1:** $F(C_x) = p_{s,max}$, which occurs when $\hat{p}_s(0) > p_{s,max} \iff I_x > I_{a_1}$. Therefore, (33) reduces to

$$\max_{c_x} R_s(p_{s,max}, C_x)$$

subject to $0 \leq C_x \leq 1$.

Since $R_s(p_{s,max}, C_x)$ is decreasing in $C_x$, the solution reduces to the proper one, i.e., $(P_{s,opt}, C_{x,opt}) = (p_{s,max}, 0)$.

**Case 2:** $F(C_x) = \hat{p}_s(C_x)$, which occurs when $\lim_{C_x \to 1} \hat{p}_s(C_x) < p_{s,max}$. This limit is equal to $-\frac{\psi(2)}{2\psi(1)}$ if $\psi(1) < 0$ and to positive infinity otherwise. Then, this case will not be valid only if this limit is below $p_{s,max}$. Therefore, (33) reduces to

$$\max_{c_x} R_s(\hat{p}_s(C_x), C_x) = R_s(C_x)$$

subject to $0 \leq C_x \leq 1$,

where $R_s(\hat{p}_s(C_x), C_x)$ can be rewritten as

$$R_s(C_x) = A\log_2(\hat{a}_1\hat{p}_s(C_x) + \hat{a}_2) + B\log_2\left(\hat{b}_1\hat{p}_s(C_x) + \hat{b}_2\right),$$

where $\hat{a}_1 = 2\gamma_s - \frac{2\psi(1)\gamma_s^2}{\psi(0)L_x}, \hat{a}_2 = 1 - \frac{\psi(2)\gamma_s^2}{\psi(0)L_x^2}, \hat{b}_1 = \frac{\psi(1)\gamma_s}{\psi(0)L_x(p_{s,max}I_x)}, \hat{b}_2 = 1 - \frac{\psi(2)\gamma_s^2}{\psi(0)L_x^2(p_{s,max}I_x)}$. (See Appendix B for the proof). The behavior of $R_s(C_x)$ depends on the sign of $\hat{a}_1$ and $\hat{b}_1$ giving the following possible cases:

**Case 2-a:** $\hat{a}_1 > 0$ and $\hat{b}_1 > 0 \iff I_x > I_{a_1} = \frac{\psi(1)\gamma_s}{\psi(0)}, \text{ yielding increasing characteristics of } R_s(C_x) \text{ in } C_x$. Thus, the solution reduces to $(P_{s,opt}, C_{x,opt}) = (\lim_{C_x \to 1} \hat{p}_s(C_x), 1)$.

**Case 2-b:** $\hat{a}_1 \leq 0$ and $\hat{b}_1 \leq 0 \iff I_x < I_{a_1}$ and $I_x < I_{a_2}$ yielding decreasing characteristics of $R_s(C_x)$ in $C_x$. Thus, the solution reduces to $(P_{s,opt}, C_{x,opt}) = (\hat{p}_s(0), 0)$.

**Case 2-c:** $\hat{a}_1 \hat{b}_1 < 0$ yielding unknown characteristics of $R_s(C_x)$ in $C_x$. Therefore, the maximum performance of $R_s(C_x)$ occurs either at one of the bounds $C_x$ or at a stationary point. To investigate the stationary points of $R_s(C_x)$, we find its derivative with respect to $C_x$ and equate it to zero, obtaining one stationary point that is written as

$$\hat{p}_s = \frac{\hat{a}_1 \hat{a}_2\hat{a}_3 + \hat{b}_1 \hat{a}_2\hat{a}_4}{\hat{a}_1 \hat{a}_2\hat{a}_3 + \hat{b}_1 \hat{a}_2\hat{a}_4}.$$ (37)

This stationary point is considered only if $\hat{p}_s \in [\hat{p}_s(0), \lim_{C_x \to 1} \hat{p}_s(C_x^{\ast\ast})]$. In this case, the corresponding $C_x$ is $C_x^{\ast\ast} = \frac{\psi(2) + 2\psi(1)p_{s,max}I_x}{\psi(0)I_x}$, the function $G(p_s) = \frac{1 - \psi(2) + 2\psi(1)p_{s,max}I_x}{\psi(0)I_x}$ is the inverse function of $\hat{p}_s(C_x)$.

As a result, the solution in this case reduces to $C_{x,opt} = C_x^{\ast\ast} = \arg\max(R_s(0), R_s(C_x^{\ast\ast}), \lim_{C_x \to 1} R_s(C_x))$ and $P_{s,opt} = \hat{p}_s(C_x^{\ast\ast})$.

**Case 3:** $\min(p_{s,max}, \hat{p}_s(C_x)) = \begin{cases} \hat{p}_s(C_x) & 0 \leq C_x \leq C_x^{\ast}, \\ p_{s,max} & C_x > C_x^{\ast}. \end{cases}$

where $C_x^{\ast} = G(p_{s,opt})$ is the intersection point between $p_{s,max}$ and $\hat{p}_s(C_x)$. In this case, we solve the problem in each $C_x$ interval and choose the solution that maximizes the objective function. The first optimization problem is defined over $0 \leq C_x \leq C_x^{\ast}$ as

**P1:**

$$\max_{c_x} R_s(C_x)$$

subject to $0 \leq C_x \leq C_x^{\ast}$.

The solution of this problem is similar to **Case 2** problem as:

- when $\hat{a}_1 > 0$ and $\hat{b}_1 > 0$, the solution reduces to $(P_{s,opt,1}, C_{x,1}) = (\hat{p}_s(C_x^{\ast\ast}), C_x^{\ast\ast})$.
- when $\hat{a}_1 \leq 0$ and $\hat{b}_1 \leq 0$, the solution reduces to $(P_{s,opt,1}, C_{x,1}) = (\hat{p}_s(0), 0)$.
- when $\hat{a}_1 \hat{b}_1 < 0$, the solution reduces to $C_{x,1} = \arg\max(R_s(0), R_s(C_x^{\ast\ast}), \lim_{C_x \to 1} R_s(C_x))$ and $P_{s,opt,1} = \hat{p}_s(C_x^{\ast\ast})$.

where the stationary point is considered only if $p_{s,max} \in [\hat{p}_s(0), \hat{p}_s(C_x^{\ast\ast})]$ or equivalently if $C_x^{\ast\ast} \in [0, C_x^{\ast}]$.

As for the second optimization problem over $C_x^{\ast} < C_x \leq 1$, it is defined as

**P2:**

$$\max_{c_x} R_s(p_{s,max}, C_x)$$

subject to $C_x \leq C_x \leq 1$.

$$\begin{align*}
(P_{s,opt}, C_{x,opt}) = \begin{cases} (p_{s,max}, 0) & \hat{p}_s(0) > p_{s,max} \\
(p_{s}(0), 0) & \hat{p}_s(0) < p_{s,max} \text{ and } I_x < I_{a_1} \\
\lim_{c_x \to 1} \hat{p}_s(C_x) & \hat{p}_s(C_x) < p_{s,max} \text{ and } I_x > I_{a_2} \\
(p_{s}(C_x^{\ast\ast}), C_{x,1}) & \lim_{c_x \to 1} \hat{p}_s(C_x) < p_{s,max} \text{ and } I_x \leq I_x \leq I_x \\
(p_{s}(C_x^{\ast}), C_{x,1}) & \lim_{c_x \to 1} \hat{p}_s(C_x) < p_{s,max} \text{ and } I_x \leq I_x \leq I_x \\
\end{cases}
\end{align*}$$

(34)
respectively, as follows, with a minimum rate of 
maximize the achievable rate while allowing the PU operation 
feasibility condition and the optimal SU power needed to 
the availability of PU direct link and the interference channel from the SU to the 
PU receiver.

V. PARTIAL-CSI BASED DESIGN

In this section, we design the interweave cognitive radio system in the general scenario of partially unknown CSI at the SU. The latter can estimate the average value of the PU direct channel and the interference channel from the SU to the 
PU receiver.

A. Proper Gaussian Signaling With Partial CSI Based Design

Now, since the PU direct link and the interference link from 
the SU to the PU are unknown, we will consider an outage probability constraint on the PU communication. In this case, we can achieve a PGS based design using Partial CSI, after solving the following optimization problem,

\[
\begin{align*}
\max_{p_s} \quad & R_s(p_s, 0) \\
\text{subject to} \quad & P_{\text{out}}(p_s, 0) \leq P_0 \\
& 0 \leq p_s \leq p_{s, \text{max}}.
\end{align*}
\]

First, we define the feasibility condition of interweave cognitive radio system with partial CSI. Then, we present the system’s parameters of the optimal design, according to the following theorem.

Theorem 3. In an interweave cognitive radio system with PGS scheme adopted at both the primary and secondary networks operating at a target rate \( R_0 \) and a maximum outage probability \( P_0 \) for the primary communication, assume the availability of PU direct link and the interference link from the SU to the PU average CSI and the secondary links instantaneous CSI at the secondary transmitter (ST) side. The feasibility condition and the optimal SU power needed to maximize the achievable rate while allowing the PU operation with a minimum rate of \( R_{\text{min}} \) are found based on problem (39), respectively, as follows:

- \( \tilde{\gamma}_p > \tilde{\gamma}_p \triangleq -\frac{2^{R_0} - 1}{-\beta_p \log(1 - \gamma_p)}, \) which confirms the ability of the PU direct link to support its requirements.\(^4\)
- The optimal SU power is found to be,

\[
P_{s, \text{opt}} = \begin{cases} 
p_{s, \text{max}} \max(p_{s,1}, 0) & P_d \geq P_{d,1} \\
0 & \text{otherwise,}
\end{cases}
\]

where

\[
\begin{align*}
P_{d,1} &= \frac{1 - P_0}{1 - P_d} \\
\tilde{\gamma}_{s,1} &= \frac{p_s \tilde{\gamma}_p}{p_{s, \text{max}} P_0} \\
p_{s,1} &= \frac{p_s \tilde{\gamma}_p}{\tilde{\gamma}_{s,1} P_0} \
\end{align*}
\]

\(^4\)The necessary condition depends on the quality of the PU direct link whether it is capable of supporting the PU requirements. The PU rate requirement of operation should satisfy \( P_{\text{out}, p}(0, 0) < P_0 \) and subsequently is reduced to \( \tilde{\gamma}_p > \tilde{\gamma}_p \triangleq -\frac{2^{R_0} - 1}{-\beta_p \log(1 - \gamma_p)}. \)

Proof. The constraint in (39) can be rewritten as,

\[
\frac{1}{1 + \frac{p_s \gamma_p}{P_0 \gamma_p}} \exp\left(\frac{-\mu_p}{p_s \gamma_p}\right) \geq 1 - \frac{P_0 - P_d P_1}{1 - P_d} \triangleq \chi. \quad (41)
\]

\( \chi > 0 \Leftrightarrow P_d < P_{d,1}. \) Then, (41) becomes \( p_s \leq p_{s,1}. \) The optimal choice for the transmitted power will be \( P_{s, \text{opt}} = \min(p_{s,1}, p_{s, \text{max}}). \) This value can be determined by a simple mathematical manipulation. In fact, \( p_{s,1} < p_{s, \text{max}} \) is equivalent to \( \tilde{\gamma}_s > \tilde{\gamma}_{s,1} \) and \( p_{s,1} \geq p_{s, \text{max}} \) is equivalent to \( \tilde{\gamma}_s \leq \tilde{\gamma}_{s,1}. \) On the other hand, \( \chi \leq 0 \Leftrightarrow P_d \geq P_{d,1}, \) the constraint (41) is always valid, for every \( p_s \in [0, p_{s, \text{max}}]. \) In this case, \( P_{s, \text{opt}} = p_{s, \text{max}}. \)

B. Improper Gaussian Signaling With Partial CSI Based Design

In this section, we optimize the SU transmit power and circularity coefficient to maximize its achievable rate while maintaining an acceptable PU outage probability performance. Since we could not derive an exact value for the PU outage probability, we design our system considering an upper bound of PU constraint. Therefore, we consider the following optimization problem,

\[
\begin{align*}
\max_{p_s, C_x} \quad & R_s(p_s, C_x) \\
\text{subject to} \quad & P_{\text{out}}^\text{UP}(p_s, C_x) \leq P_0 \\
& 0 \leq p_s \leq p_{s, \text{max}} \\
& 0 \leq C_x \leq 1,
\end{align*}
\]

where,

\[
P_{\text{out}}^\text{UP}(p_s, C_x) = P_d P_1 + (1 - P_d) P_2^\text{UP}(p_s, C_x). \quad (43)
\]

Using the expression of the PU outage probability found in III-B and after some manipulations, the first constraint in (42) can be rewritten equivalently as follows,

\[
\exp\left(\frac{-\gamma_p \tilde{I}_s}{\gamma_p}\right) \geq \chi. \quad (44)
\]

If \( \chi \leq 0 \Leftrightarrow P_d \geq P_{d,1}, \) then, (44) is always valid for every \( p_s \in [0, p_{s, \text{max}}] \) and \( C_x \in [0, 1]. \) Therefore, beyond a certain detection performance, the SU can use a proper signal to maximize its achievable rate inferred by the optimal solution \( (P_{s, \text{opt}}, C_{x, \text{opt}}) = (p_{s, \text{max}}, 0). \) Otherwise, if \( \chi > 0 \Leftrightarrow P_d < P_{d,1}, \) the constraint in (44) can be simplified as follows,

\[
h(p_s, C_x) = p_s^2 \tilde{I}_s^2 \varphi(0)(1 - C_x^2) + 2p_s \tilde{I}_s \varphi(1) + \varphi(2) \leq 0, \quad (45)
\]

where

\[
\varphi(x) = 2^{R_0} \left(1 - \gamma_p \ln(\gamma_p)\right)^x.
\]

As a first important result, we can state that if \( \varphi(2) > 0 \Leftrightarrow \gamma_p < \gamma_{p,1} = -\frac{2^{R_0} - 1}{\beta_p \ln(1 - \gamma_p)}, \) then \( h(p_s, C_x) > 0 \) and the constraint will not be valid. The SU, in this case, will remain silent. Therefore, and as expected, the operation of the SU is conditioned by the quality of the PU direct link. Otherwise,
the inequality in (45) can be solved and the SU can transmit its signal without causing an outage to the PU communication. We solve the following quadratic inequality,
\[ \Delta = 4T_s^2 \left( \varphi(1)^2 - (1 - C_s^2)p(0)\varphi(2) \right) > 0. \] (46)
The solution range is \( p_s \in [0, \tilde{p}_s(C_x)] \) where,
\[ \tilde{p}_s(C_x) = \frac{\sqrt{\varphi(1)^2 - (1 - C_s^2)p(0)\varphi(2)} - \varphi(1)}{T_s(1 - C_s^2)p(0)}. \] (47)
In this case, our optimization problem can be rewritten as follows,
\[
\begin{align*}
\max_{p_s, C_x} & \quad R_s(p_s, C_x) \\
\text{subject to} & \quad 0 \leq p_s \leq \tilde{F}(C_x) \\
& \quad 0 \leq C_x \leq 1,
\end{align*}
\] (48)
where \( \tilde{F}(C_x) = \min(p_{s,\max}, \tilde{p}_s(C_x)) \). We opt for using the monotony of the objective function. Since, \( R_s(p_s, C_x) \) is an increasing function in \( p_s \), then \( \tilde{F}(C_x) \) will be the best choice for \( p_s \), for all \( C_x \). Our design is simplified and we have an optimization problem depending on one parameter as follows,
\[
\begin{align*}
\max_{C_x} & \quad R_s \left( \tilde{F}(C_x), C_x \right) \equiv \tilde{R}_s(C_x) \\
\text{subject to} & \quad 0 \leq C_x \leq 1.
\end{align*}
\] (49)

Since we obtained an optimization problem depending on one parameter, we can solve it according to the following theorem.

**Theorem 4.** In a feasible interleave cognitive radio system with IGS scheme adopted at the primary network and a PGS scheme at the secondary network operating at a target rate \( R_0 \) and a maximum outage probability \( P_0 \) for the primary communication, and assuming the availability of its link and the interference link from the SU to the PU average CSI and the secondary links instantaneous CSI at the ST side, when the probability of detection is below a predefined threshold \( P_{a1} \), the optimal SU transmit power and circularity coefficient will be set depending on the conditions stated in equation (50), where,
\[
\begin{align*}
\tilde{T}_{s2} & = \max(\min(\frac{\varphi(1)\gamma_s}{\varphi(0)(1 + p_sI_p)}, \frac{\varphi(1)\gamma_s}{\varphi(0)(1 + p_sI_p)}), 0) \\
\tilde{T}_{s3} & = \max(\max(\frac{\varphi(1)\gamma_s}{\varphi(0)(1 + p_sI_p)}, \frac{\varphi(1)\gamma_s}{\varphi(0)(1 + p_sI_p)}), 0) \\
C_x^* & = \sqrt{1 + \frac{\varphi(2) + 2\varphi(1)p_{s,\max}\tilde{T}_{s2}}{p_{s,\max}^2\tilde{T}_{s2}^2}} \\
C_{x1} & = \arg\max(R_s(0), R_s(C_{x}^*), \lim_{C_x \to 1} R_s(C_x)) \\
C_{x2} & = \arg\max(R_s(0), R_s(C_{x}^*), R_s(C_{x}^*)).
\end{align*}
\]

\[
(P_{s,\text{opt}}, C_{x,\text{opt}}) = \begin{cases}
(\tilde{p}_s(0), 0) & \tilde{p}_s(0) > p_{s,\max} \\
(\tilde{p}_s(0), 0) & \tilde{p}_s(0) < p_{s,\max} \text{ and } \tilde{T}_{s1} < \tilde{T}_{s2} \\
\lim_{C_x \to 1} \tilde{p}_s(C_x) & \tilde{p}_s(0) < p_{s,\max} \text{ and } \tilde{T}_{s1} > \tilde{T}_{s2} \\
(\tilde{p}_s(0), 0) & \tilde{p}_s(0) < p_{s,\max} \text{ and } \tilde{T}_{s1} < \tilde{T}_{s2} \text{ and } \tilde{T}_{s1} < \tilde{T}_{s2} \\
(\tilde{p}_s(0), 0) & \tilde{p}_s(0) < p_{s,\max} \text{ and } \tilde{T}_{s1} > \tilde{T}_{s2} \text{ and } \tilde{T}_{s1} < \tilde{T}_{s2} \\
\end{cases}
\]

**Proof.** Since \( p_s \) is increasing in \( C_x \), the value of \( \tilde{F}(C_x) \) will depend on the position of \( \tilde{p}_s \) and \( p_{s,\max} \). We will use the fact that \( R_s \) is increasing in \( p_s \) and decreasing in \( C_x \) to choose the optimal pair. We can resume the results as follows:

**Case 1:** If \( \tilde{p}_s(0) > p_{s,\max} \Leftrightarrow \tilde{T}_{s1} < \tilde{T}_{s2} \), then \( \tilde{F}(C_x) = p_{s,\max} \). Therefore, the optimal pair will be, \( (p_{s,\text{opt}}, 0) \).

**Case 2:** If \( \lim_{C_x \to 1} \tilde{p}_s(C_x) < p_{s,\max} \). This limit is equal to \(-\frac{\varphi(2)}{2\varphi(1)}\) if \( \varphi(1) > 0 \) and to positive infinity otherwise. Hence, \( \tilde{F}(C_x) = \tilde{p}_s(C_x) \). In this case, we study the behavior of \( \tilde{R}_s(C_x) \) which will have the following new expression,
\[
\tilde{R}_s(C_x) = A\log_2(a_1\tilde{p}_s(C_x) + a_2) + B\log_2(b_1\tilde{p}_s(C_x) + b_2),
\] (51)

where \( a_1 = 2\gamma_s - 2\varphi(1)\gamma_s^2, a_2 = 1 - \frac{\varphi(2)\gamma_s^2}{\varphi(0)^2}, b_1 = \frac{2\gamma_s}{\varphi(0)^2} - \frac{2\varphi(1)\gamma_s^2}{\varphi(0)^2} \) and \( b_2 = 1 - \frac{\varphi(2)\gamma_s^2}{\varphi(0)^2} \). The behavior of \( \tilde{R}_s \) will depend on the sign of \( a_1 \) and \( b_1 \) since \( \tilde{p}_s(C_x) \) represents the only dependency of \( \tilde{R}_s \) on \( C_x \) and \( \log_2(x) \) is an increasing function in \( x > 0 \).

- If \( a_1 > 0 \) and \( b_1 > 0 \Leftrightarrow \tilde{T}_{s1} > \tilde{T}_{s2} = \frac{\varphi(1)}{\varphi(0)} \), then \( \tilde{R}_s(C_x) \) is increasing in \( C_x \) and the optimal solution is \( (\tilde{p}_s(C_x), 1) \).
- If \( a_1 < 0 \) and \( b_1 < 0 \Leftrightarrow \tilde{T}_{s1} < \tilde{T}_{s2} \), then \( \tilde{R}_s(C_x) \) is decreasing in \( C_x \) and the optimal solution is \( (\tilde{p}_s(0), 0) \).

We, moreover, determine the stationary points of \( \tilde{R}_s(C_x) \), compare their rates with those of the boundary points and then pick up the pair \( (\tilde{p}_s, C_x) \) that maximizes \( \tilde{R}_s \). \( \tilde{R}_s \) has one stationary point characterized by,
\[
p_{s,\text{opt}} = \frac{a_1b_2A + b_1a_2B}{a_1b_1(A + B)}. \]
(52)

If \( p_{s,\text{opt}} \in [\tilde{p}_s(0), \lim_{C_x \to 1} \tilde{p}_s(C_x)] \), then, \( C_x^{**} = \sqrt{1 - \frac{\varphi(2) + 2\varphi(1)p_{s,\max}\tilde{T}_{s2}}{p_{s,\max}^2\tilde{T}_{s2}^2}} \).

**Case 3:** If \( p_{s,\text{opt}} < p_{s,\max} \Leftrightarrow \lim_{C_x \to 1} \tilde{p}_s(C_x) \Rightarrow \) we have one intersection point \( C_x^* = \sqrt{1 - \frac{\varphi(2) + 2\varphi(1)p_{s,\max}\tilde{T}_{s2}}{p_{s,\max}^2\tilde{T}_{s2}^2}} \).

In this case, the expression of the achievable rate will be,
\[
\tilde{R}_s(C_x) = \begin{cases}
R_s(\tilde{p}_s(C_x), C_x) & 0 \leq C_x \leq C_x^* \\
R_s(p_{s,}\text{\max}, C_x) & C_x^* < C_x \leq 1.
\end{cases}
\] (53)

For \( C_x \in [C_x^*, 1] \), \( \max \tilde{R}_s = \tilde{R}_s(C_x^*) \) since \( \tilde{p}_s \) is constant and \( \tilde{R}_s \) is decreasing in \( C_x \). Then,
\[
\begin{align*}
\max_{C_x \in [0, 1]} \tilde{R}_s(C_x) = \max_{C_x \in [C_x^*, 1]} R_s(\tilde{p}_s(C_x), C_x).
\end{align*}
\] (54)

8We follow the same reasoning as in section IV-B to find this expression.  


This case will be resolved as Case 2 after considering \([0, C_x^*)\) as a range for \(C_x\).

These results support the known conditions for improper signal operation which is its suitability for systems with high interference links from the SU to the PU. We can easily deduce that the system opts for a proper solution for low values of \(\tilde{I}_s\) and to the maximum possible impropriety degree in higher values of interference. Furthermore, for low direct PU link performance, the SU increases its circularity coefficient to increase its transmit power and reduce its effect on the primary communication.

### C. Opportunistic System Design

In a full CSI based design, the IGS captures the PGS design, so if IGS does not give benefit, the solution will reduce to PGS. However, the scenario is not the same in partial-CSI based design because it is based on upper bound on the outage probability. Thus, IGS based design may give a solution that is worse than PGS. Therefore, under some conditions, the PGS outperforms the IGS leading to the need for an opportunistic design that intelligently chooses the scheme (proper or improper) in order to maximize the SU achievable rate. This design is proposed to deal with the side-effect of upper bound.

### D. Design challenges and future work

The designed system, like all cognitive radio systems, has to deal with some technical challenges, in addition to, challenges related to using suitable sensing mechanism, including detection algorithms. Unlike underlay CR that does not require detection, it is considered a decisive and major phase in this interweave CR. Moreover, for more complex scenarios, such as a multiuser cognitive radio network, the decision making, whether central or distributed, affects the performance. Another critical challenge is to ensure the secure operation of all the existing agents, though less severe in interweave networks than in overlay setup. As a progression of this work, one can move forward and investigate the case of several licensed and unlicensed Multiple-Input Multiple-Output (MIMO) users. However, dealing with multiuser network in interweave CR will invoke new design parameters, mainly the decision making and the different activity recurrence of primary users.

---

**Figure 2:** \(R_s\) versus \(\tilde{I}_s\) for both PGS and IGS based schemes for different values of \(P_d\) and for different \(p\).

**Figure 3:** \(R_s\) versus \(P_d\) for both PGS and IGS based schemes for different values of \(\tilde{\gamma}_p\).

**Figure 4:** Average \(R_s\) (bits/Hz) for different \(\tilde{I}_p\) and \(\tilde{I}_s\).

---

**VI. Simulation Results**

In this section, we present different simulation results to evaluate the gain that is reaped from employing IGS scheme as a function of the system’s parameters for perfect and partial CSI. We run Monte-Carlo simulation and take the average over different CSI values. In the following, we consider \(p_p = 0\ dB, \quad p_s,\max = 0\ dB, \quad P_{fa} = 0.1\) and \(\frac{P_{fa}}{P_{min}} = 0.9\).

#### A. Results for Perfect CSI Based Design

As for the simulation parameters, we use the following simulation parameters, unless otherwise specified: \(\tilde{\gamma}_p = 10\ dB, \quad \tilde{I}_p = 10\ dB, \quad \tilde{\gamma}_s = 15\ dB, \quad \tilde{I}_s = 15\ dB\) and \(R_{\min} = 1b/s/Hz\). Both \(P_d\) and \(p\) will be specified in each example.
Example 1: In the first example, assuming various PU activities, we examine the SU achievable rate performance as a function of the SU interference on the PU communication. For this purpose, we plot the average $R_s$ versus $I_n$ for different values of $P_d$ in Fig.2a and Fig.2b. First, we assume the PU is often active with a probability 0.7 to access the spectrum in Fig.2a. We observe a degradation of the average $R_s$ as the interference $I_n$ increases as a consequence of diminishing the SU opportunity to access the spectrum with strong interference levels on the PU. According to the PU QoS requirement, the SU achieves almost constant requirement when it has high sensing and detection capabilities, as a result of the relatively substantial SU achievable rate compared to $R_{\text{min}}$. Thus, the PU performance will not be deteriorated if the SU accesses the spectrum with wrong detection. This behavior is proved for lower SU sensing system. Since the PU QoS requirement is achieved, the SU can access the spectrum and achieve a higher rate even if the PU is active. Thus, if the SU accesses the spectrum when the PU is active, it will not deteriorate the PU performance. This behavior is confirmed for lower SU sensing system, where the SU can access the spectrum even if it is occupied achieving higher rate since the PU rate requirement is met. Under the same lower sensing quality assumption, the SU is enforced to reduce its transmit power and reach a lower rate because of the increase of harmful interference to the PU. Therefore, the SU rate is reduced with the increase of $I_n$.

As for the relative performance between PGS and IGS, the same performance is achieved with excellent sensing system since the system becomes interference-free and the PGS is optimal in this case. On the other hand, at low detection capabilities, the interference channels get stronger and the IGS emerges as an optimal scheme. Fig. 2b shows the same results but for PU activity of 0.1. In this case, the average $R_s$ decreases with the interference regardless of the probability of detection. Interestingly, the gap between different SU detecting quality is small due to the low PU activity, at low values of $I_n$.

Example 2: In this example, we study the joint effect of the accuracy of the detection system and the PU channel quality.

Example 3: In this example, we compare the upper bound found in (43) and (25) with the exact value computed numerically from (23) and (19) and assuming the optimal values of $p_0$ and $C_s$ found from problem (42). We plot $P_{out,s}$ versus $P_0$ in Fig. 4 and we found that the upper bound is very tight to the exact outage probability for small $P_0$ values.

To this end, we plot the average $R_s$ versus $P_d$ for different $\bar{\gamma}_p$ and PU activity with $p = 0.5$ in Fig.3. First, we observe that as the PU direct link strength increases, it allows a room for the SU to send its message even for lower sensing capabilities. Here, the PU QoS is not affected by the introduced interference. As for the relative performance between the IGS and PGS based schemes, the merit of employing IGS appears at low $P_d$ since the interference increases with lower SU sensing capabilities. In this case, the system can adopt IGS scheme to compensate for the interference impact on the PU, which boosts $R_s$ over the PGS scheme. Furthermore, the benefit of IGS is significant and the performance is improved when $P_d$ and $\bar{\gamma}_p$ are low, causing a severe interference impact on the PU activity. In fact, when $\bar{\gamma}_p$ has a low gain, the IGS scheme can improve the SU rate and compensate for its interference by increasing its circularity coefficient.

B. Results for Partial CSI Based Design

As for the simulation parameters, we use the following simulation parameters, unless otherwise specified; $p_0 = 0$ dB, $p_{s,\text{max}} = 0$ dB, $\bar{\gamma}_p = 20$ dB, $T_p = 10$ dB, $\bar{\gamma}_a = 15$ dB, $\bar{L}_n = 20$ dB and $R_{\text{min}} = 0.5$ b/s/Hz. Concerning the characteristic parameters of the interweave, we consider $P_{\text{in}} = 0.1$ and $\frac{T_{\tau}}{T} = 0.9$, $P_d = 0.9$ since the detection probability is a critical parameter to the PU communication and $p = 0.5$.

Example 4: In this example, we study the SU achievable rate versus the PU direct link for different maximum outage probability values. To this end, we plot the $R_s$ versus $\bar{\gamma}_p$ for $P_0 = 0.01$ and $P_0 = 0.05$ in Fig. 5. First, we observe that $R_s$ increases with the increase of the PU direct link CNR, giving the ST a bigger room to transmit its signal without causing an
outage to the PU. On the other hand, for $P_0 = 0.01$, the SU remains silent for higher $\bar{\gamma}_p$ than for $P_0 = 0.05$. Therefore, higher requirements for the PU communication reduces the possibilities for the SU to transmit its signal. As specified in the previous section, for lower values of $\bar{\gamma}_p$ in the PGS scheme, the SU is forced to decrease its transmit power to meet the PU QoS requirements, while in the IGS scheme, the SU can increase its transmit power and reduce its interference by increasing its circularity coefficient.

Example 5: In this example, we explore the impact of the interference on the SU performance. We plot in Fig. 6, the SU achievable rate versus $\bar{I}_s$ for different values of minimum PU achievable rate $R_0$. We can infer that for low values of $R_0$, the SU can operate freely and achieve higher rates. The IGS scheme reduces to the PGS one in this case, since the ST can use its maximum power while meeting the PU QoS requirements. For $R_0 = 0.5b/s/H$, the IGS outperforms considerably the PGS, for high interference values from the SU. In this case, the PGS decreases its transmit power while the IGS can increase the SU transmit power and compensate its effect by increasing its circularity coefficient. For higher $R_0$, the SU will remain silent most of the time especially for high $\bar{I}_s$ to guarantee a reliable communication for the PU.

C. Comparison between Perfect-CSI and Partial-CSI based designs

Example 6: In this example, we plot the SU achievable rate versus its direct link for different values of $\bar{\gamma}_p$ in Fig.8. Unlike the case of perfect CSI system, for low PU direct link capabilities, the SU remains silent to meet the PU requirements and because it is ignorant of the instantaneous state of the PU link and how much the SU signal can harm the PU communication. For $\bar{\gamma}_p = 20dB$, the gap between the PGS and IGS scheme becomes significant since the improper signaling design can increase the SU transmit power and compensate for its effect by increasing its circularity coefficient, while the proper design decreases its transmit power to maintain the minimum required performance for the PU. For $\bar{\gamma}_p = 30dB$, both proper and improper schemes reduce to the same solution, the SU can use its maximum power budget while meeting the PU QoS requirements due to the good quality of its direct link.

Example 7: In this example, we investigate the interweave system performance while changing the detection capabilities. We plot in Fig. 7 $R_s$ versus $P_d$ for both Full and Partial CSI designs. First, it is worth to state that the Partial-CSI system cannot achieve the performance of the Full-CSI system since the uncertainty on the unknown links gives the SU a smaller room to transmit its signal and thus achieve lower rates. Assuming a good PU direct link, the IGS scheme in the Full-CSI system reduces to the PGS one, as derived from the first section. On the other hand, the IGS scheme in the Partial-CSI based system achieves a noticeable performance than the PGS even for high detection abilities. In fact, the uncertainty on the unknown links forces the PGS scheme to decrease its
transmit power to meet the PU QoS requirements while in the IGS scheme, the SU can increase its transmit power and compensate its effect by increasing its circularity coefficient.

Example 8: Since the interference from the SU to the PU is an important parameter in designing our system, we investigate the differences between the PGS and IGS schemes. As such, we plot $R_s$ versus $\bar{T}_a$ for both the full and Partial CSI based designs in Fig. 9. We can observe that PGS and IGS schemes are equivalent in the instantaneous CSI system while the benefit reaped from employing IGS can be easily recognized in the partial CSI system. As clarified above, the SU, in the improper signaling based design, can increase its transmit power and compensate its effect by increasing its circularity coefficient. Besides, employing an upper bound for the PU outage probability reduces the feasible space of the optimization problem and therefore, the optimized achievable rate decreases.

![Figure 9: $R_s$ versus $\bar{T}_a$ for both PGS and IGS based schemes for Full-CSI and Partial-CSI.](image)

In this paper, we have considered an interweave cognitive radio system with IGS employed at the SU side and PGS at the PU side. We have expressed the achievable rate of both the SU and the PU based on a predefined detection and false alarm probabilities. Then, we proposed an optimal solution for the power allocation and the circularity coefficient that maximizes the SU achievable rate while satisfying a minimum QoS requirement for the PU. In the beginning, we considered an instantaneous CSI of all links in the ST side. Then, we assumed a more general and practical case of partial CSI knowledge. We have derived the optimal solution for PGS scheme at the SU to be used as a benchmark for the IGS system performance. We have introduced different simulation examples that showed the main advantage of the IGS scheme in several scenarios including low detection probabilities, high interference link to the PU and weak PU direct channels.

APPENDIX A

Convexity Proof of $\omega(x)$

To decide on the convexity of $\omega$, we compute its second derivative. $\omega$ is in the form of $\exp(\beta)$ where

$$\beta(x) = \frac{-2R_0}{\sqrt{a(C_x)p_2x^2+2p_xx+1+\rho_xx^3+1}}.$$  

Then, $\frac{\partial^2 \omega}{\partial x^2} = \exp(\beta(x)) \left( -\frac{2R_0}{\sqrt{a(C_x)p_2x^2+2p_xx+1+\rho_xx^3+1}} \right)^2.$  

We have $\left( -\frac{2R_0}{\sqrt{a(C_x)p_2x^2+2p_xx+1+\rho_xx^3+1}} \right)^2 > 0$ and $\frac{\partial^2 \omega}{\partial x^2} = \frac{2R_0}{\sqrt{a(C_x)p_2x^2+2p_xx+1+\rho_xx^3+1}} (1 - a(C_x)) > 0$ since $1 - a(C_x) = (1 - \frac{1}{\sqrt{R_0}})C_x^2 \geq 0$. Therefore $\frac{\partial^2 \omega}{\partial x^2} > 0$.

APPENDIX B

Equivalent Expression Proof of $R_a$

The transmit power expression found in (32) satisfies the equality in (30), then we can state that,  

$$\hat{R}_a^2 = -\frac{2R_0}{\sqrt{a(C_x)p_2x^2+2p_xx+1+\rho_xx^3+1}}.$$  

By replacing $\hat{R}_a^2$ in the rate expression (5), we find a simplified expression (36).

APPENDIX C

Strictly Positive Characteristics Proof of $\bar{\gamma}_{p_1}$

We have $\bar{\gamma}_{p_1} > 0$ if and only if $\log(\lambda') < 0$, i.e. $\lambda' < 1$ which is equivalent to $1 - \lambda' > 0$. Since $1 - \lambda' = \frac{P_1-P_0}{P_1-P_0}$ then $1 - \lambda' > 0$ if and only if $P_1 > P_0$. $\frac{P_1}{P_0}$ > 1 because $P_1 < P_0$ Therefore, $1 - \lambda'$ is always positive.
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