
1 
 

A locally and globally phase-wise mass conservative numerical algorithm for 
the two-phase immiscible flow problems in porous media 
 
Xiaolin Fan1, Amgad Salama2, *, Shuyu Sun1 

1
Computational Transport Phenomena Laboratory (CTPL), Division of Physical Sciences and Engineering (PSE), 

King Abdullah University of Science and Technology (KAUST), Thuwal 23955-6900, Saudi Arabia 

2
Faculty of Engineering, University of Regina, Regina, SK., Canada 

(*Corresponding author E-mail address: amgad.salama@uregina.ca) 

Abstract 

In this work, we introduce a novel numerical method to solve the problem of two-phase 

immiscible flow in porous media that is conservative to both phases. In the widely used 

implicit pressure, explicit saturation (IMPES) scheme, the conservation of mass of both the 

two phases are summed to form an equation involving the total $ÁÒÃÙȭÓ velocity. In the 

discretization of such an equation it becomes difficult to enforce the conservation of mass 

of each phase. To guarantee the conservation of mass of both phases locally and hence 

globally, we introduce a scheme in which the time discretization of the mass conservation 

equations is considered separately. Cell-centered finite difference (CCFD) methods are 

adopted for spatial discretization, where the variables of fluid properties (i.e. relative 

permeability and mobility) are upwinded separately according to the velocity of each 

phase and not according to the total velocity. Furthermore, this new scheme updates all 

phase velocities and uses them to update the corresponding phase saturation. In addition, a 

two-scale of time-splitting methods are adopted for pressure equation and saturation 

equations to improve the computational efficiency. For the sake of simplicity, we show a 

number of examples of two-phase system in two-dimensional geometry solved using the 

new scheme. It is shown that the new scheme is more embracing the physics and it can be 

more accurate than traditional IMPES scheme, particularly for the cases in which the phase 

velocities are in opposite direction, and conventional IMPES schemes fail.   

Keywords: multiphase flow in porous media, IMPES scheme, phase-wise mass conservation, 

cell-centered finite difference method, upwind scheme. 
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Introduction  

Multiphase flows, especially two-phase flows, in porous media represent one of the 

most complex phenomena that involve several interesting features. They exist in many 

natural and engineering applications including oil and gas production, contaminant 

transport and remediation (e.g., NAPL and DNAPL), chemical engineering reactors and 

many others [1-4]. Therefore, there has been significant amount of research works on this 

interesting topic focusing, primarily, on developing suitable framework that can model 

such complex phenomena. Apparently, pore scale simulation is very costly and prone to 

difficulties with respect to 1) the required geometrical reconstruction of real porous media 

configurations, 2) defining the suitable modeling approach that is suited to consider 

multiphase flow system at pore scale (e.g., sharp interface vs. diffuse interface [5, 8]) and 3) 

the required dense mesh to capture the essential features of this system.  All these and 

many others make the appeal to pore scale simulation to model large scale porous media 

domain impractical. Therefore, there has been a great deal of motivation among 

researchers to adapt a framework based on the continuum hypothesis to model such 

systems at larger scale (e.g., Darcyôs scale, field scale). In this framework a number of 

overlapping continua representing each phase communicate with each other through 

coupling terms. Furthermore, upscaled variables represent continuous functions of space 

and time which enable the governing equations to be described in the form of macroscopic 

differential equations [e.g., 9-15].  

Two-phase immiscible flows have been largely studied due to their  essence and 

importance. They furnish the base for the more complex multiphase flow systems. This 

includes, for instance, two-phase compositional flow, three phase flow, etc. However, there 

are still some challenges in the investigation of two-phase flow problems including, as 

mentioned, the enforcement of mass conservation of the phases. 

In two-phase immiscible flows the governing equations are highly nonlinear. Such 

nonlinearity is a consequence of the complex functional relationships involving hydraulic 

conductivities, capillary pressure and phase saturations. A number of formulations have 

been proposed to model two-phase immiscible flows in porous media that are suitable for 

different engineering applications based on assessing the importance of different terms 
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(e.g., capillarity, compressibility). For example, in vadose zone hydrology, it has routinely 

been assumed that the air phase is always maintained at atmospheric pressure and as a 

consequence the equation for the air phase may be canceled. The model is, therefore, 

reduced to a single equation known as the Richards equation [16-19]. However, in many 

other situations involving, for example, rapid infiltration where buckets of air are 

entrapped by water, a full description of multiphase system may be required. As explained 

earlier, the governing equations for two-phase systems are nonlinear partial differential 

equations that are usually solved numerically [e.g., 20-22]. One of the favorable features of 

any numerical scheme is its ability to maintain conservation of material, momentum and 

energy both locally and globally [23-24]. However, in some cases these requirements are 

compromised or not respected on account to our judgment that the output data makes 

sense. Indeed in some algorithms the errors cancel each other, in a sense, such that the 

solution does not diverge; however, it would be nice to design algorithms that satisfy 

conservation principals naturally. In particular, the numerical solution of the problem of 

two-phase immiscible flow in porous media, which is essentially nonlinear, could be 

obtained using either fully implicit or semi implicit schemes. Fully implicit  schemes [25-26] 

are, usually, easily designed such that conservations of all phases are satisfied. However, it 

faces a number of challenges with respect to the choice of a good iterative solver and the 

need to consider preconditioners. On the other hand the semi implicit techniques (e.g., the 

IMPES scheme) solve a linear system of equations but it suffers from possible compromise 

of the conservation of mass of one or more phases and also of being biased with respect to 

the choice of primary variables. In this work we introduce a semi-implicit numerical 

scheme that is conservative to each phase and in the same time not biased with respect to 

the choice of the primary variables.   

To the best of our knowledge, in literature Chen et al. [27], for the first time, 

proposed a semi-implicit, fully mass conservative numerical scheme for two-phase 

immiscible flow, however, their work has been based on the mixed finite element method 

(MFEM) with the same time step size for both pressure and saturation equations. The 

MFEM is so complex, which makes it extremely impractical to apply to engineering-related 

practices. On the other hand, using the same time step size for both pressure and saturation 

equations further affect its application for large scale simulations [28]. The current work 
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implements a fully mass conservative scheme for two-phase immiscible flow systems that 

is based on the CCFD methods coupling with upwind strategy, which is easy-to-implement 

and very suitable for engineering applications. Furthermore, a large time step size for 

pressure equation and small-time step size for saturation equations are respectively 

applied, which largely improved the computational efficiency. We show some examples on 

the use of this scheme versus the other schemes commonly used in literatures. Our scheme 

is based on the IMPES algorithm and it works for multiphase system. For the sake of 

simplicity and to compare with existing literatures, the examples that are shown here are 

based on two-phase systems.  

Governing equations 

The governing equations describing flow and transport of two-phase system in 

porous media are based on the framework of the continuum hypothesis in which field 

variables are continuous functions of space and time [29-31]. In this framework, the 

conservation laws are described in the form of partial differential equation. Without loss of 

generality, we consider a system composed of two immiscible phases, namely, a wetting 

phase (w) and non-wetting phase (n). In this case it is possible to construct two 

overlapping continua for the phases, and a set of governing equations could be established 

for each phase. Therefore, the mass conservation associated with each phase may be 

written as:  

•”Ὓ

ὸ
Ͻ”Ἶ ήȟ             ύȟὲ                              ρ 

Furthermore, $ÁÒÃÙȭÓ ÌÁ× for each phase takes the form 

Ἶ ὑ
Ὧ

‘
ὴ ”▌ȟ                ύȟὲ                            ς 

With the constraints that the sum of saturations of all phases is one, that is 

Ὓ ρȟ                                                                             σ 
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In the above equations, • is the porosity of the porous medium, ” is the density of 

the -phase, ή is a source/sink term, Ἶ is the velocity of the -phase, ὴ is the pressure of 

the -phase, ▌ is the gravity, ὑ is the absolute permeability, Ὧ  is the relative permeability 

of the -phase, and ‘ is the viscosity of the -phase. Generally, in multi phase systems, the 

pressure of the -phase is complicated if capillarity is to be considered. That is within each 

averaging volume there may exist several phases with each phase may interface with one 

or more phases and therefore multiple capillary pressure relations may be needed. In other 

words, at each point of the space, there exist several capillary pressure relations between 

the phase of interest and the other phases. In two-phase system, on the other hand, this is 

much simpler as we can only define a single capillary pressure relationship such that 

ὴ ὴ ὴ                                                                            τ 

For the sake of simplicity, however, we ignore the capillary pressure and therefore 

the pressure at any point of the space is the same for the two phases. It is, however, 

important to mention that our algorithm is still applicable to systems with capillary 

pressure.  A number of relationships are required to relate the relative permeability of each 

phase with saturation. These relationships are usually obtained experimentally and 

therefore we have   

Ὧ Ὧ Ὓ              ύȟὲ                                          υ 

The above equations accounts for compressibility of the phases, when the phases 

are incompressible, the mass conservation equation reduces to 

‰Ὓ

ὸ
ϽἾ ήȟ            ύȟὲ                                           φ 

The numerical solutions of the above set of equations are usually obtained 

numerically for which a number of techniques exist but they all fall under the category of 

being implicit or semi implicit.  Among them the so-called Implicit Pressure Explicit 

Saturation (IMPES) scheme has recently gained popularity because of its simplicity. 

However, there have been a number of concerns with respect to satisfying the conservation 

of mass of both phases as will be described in the next section.  
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IMPES numerical scheme 

Consider a two-dimensional, two-phase system where w denotes the wetting phase 

and n denotes the non-wetting phase, based on the above system of equations (ignoring 

capillarity), the unknowns involved in this system include, saturation of both phases 

(ὛȟὛ), velocity of both phases (ἾȟἾ), pressure (p), relative permeability of both phases 

(Ὧ  , Ὧ ). We have a total of 7 unknowns and 7 equations which may be solved implicitly 

to obtain the unknowns in each time step. However, because the governing set of equations 

is nonlinear, a semi-implicit scheme has been developed to linearize the above equations. 

This is the IMPES scheme which is based on the following procedure: 

Add Eqs. 6 for the two phases and using Eq. 3, one obtains an equation of the form 

ϽἾ ή                                                                             (7)  

where  Ἶ Ἶ Ἶ is the total velocity and ή ή ή is the total source/sink term. The 

above equation can be rewritten as   

Ͻɳὑ ὴ ”▌ Ͻɳὑ ὴ ”▌ ή                                         (8)  

And upon some manipulations one gets 

Ͻɳὑ‗ ὴ Ͻɳὑ”‗ ”‗ ▌ ή                                                  (9)  

where ‗ ‗ ‗  is the total mobility with ‗  and ‗ are the mobility of the 

wetting and non-wetting phases, respectively. The non-wetting phase velocity can be 

expressed as: 

Ἶ  ὪἾ Ὢ‗ ” ” ὑἯ                                                          (10)  

where Ὢ is the fractional flow of the non-wetting phase, Ὢ ‗Ⱦ‗. In the IMPES scheme 

Eq. 9 is used to obtain the pressure field given the saturation from the previous time step, 

thus 

Ͻɳὑ‗ ὴ Ͻɳὑ”‗ ”‗ ▌ ή                                      (11) 
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The spatial discretization of the above equation requires the value of the absolute 

permeability and total mobility at the cell faces. In this scheme, the harmonic average is 

used to obtain the absolute permeability at the cell faces and the upwind value of 

saturation based on the total velocity is used to determine the total mobility. This equation 

generates a linear system of equations which can be written in matrix form as 

ὃὴ ὦ                                                                     (12) 

To update the saturation, one needs to decide which saturation equation to use for 

saturation update. In other words, it is left to the choice of the researcher to pick whichever 

saturation equation he/she likes based on his interest. If the saturation equation based on 

the non-wetting phase, for example, is chosen, one updates the saturation using 

‰Ὓ

ὸ
ϽὪἾ ‗ ” ” ὑἯ ή                                          ρσ 

where Ὢ Ὢ Ὓ ‗Ⱦ‗ is the fractional flow of the wetting phase. Now there are a 

number of points worth investigation, the first is related to the fact that it becomes 

inconceivable how the discretization of the saturation equation, Eq. 13, satisfy the 

conservation of mass of the two phases. That is the fractional flow of the non-wetting phase 

would be upwinded using the total velocity rather than the phase velocity. While this may 

not be a problem when the velocities of both phases are collinear, in cases when the 

velocities of the phases are not collinear it becomes doubtful the satisfaction of the 

conservation of both phases. The second is the fact that the choice of one of the saturation 

equations to update the saturation seems to be biased. Furthermore, the upwinding of the 

fractional flow of the non-wetting phase, as given in Eq. 13 seems ambiguous if taken with 

respect to the total velocity. Mortgat et al. [32] pointed out that the fractional flow ratio 

should upwind based on the phase velocity. They suggested the use of the combined effect 

of the term in the square bracket of Eq. 13. Kou and Sun [33] pointed out this problem and 

showed, based on discontinuous Galerkin analysis that it can lead to erroneous conclusion, 

particularly when the velocity of individual phases is not collinear. Table A1 (in the 

appendix) shows a pseudo code describing the steps followed in this algorithm.  

Conservative to two phases, IMPES-based scheme 
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In order to construct a mass conservative scheme for both phases, we propose 

instead of summing the terms as given in Eq. 8 and discretize the resulting equation, Eq. 10 

that we discretize Eq. 8 directly, in other words, using constructing the total velocity 

equation in the form  

ϽɳἾ ϽɳἾ ή ή                                                          (14)  

3ÕÂÓÔÉÔÕÔÉÎÇ $ÁÒÃÙȭÓ ÅÑÕÁÔÉÏÎ ÆÏÒ ÅÁÃÈ ÖÅÌÏÃÉÔÙ ÔÏ ÍÁËÅ ÁÎ ÏÖÅÒÁÌÌ ÅÑÕÁÔÉÏÎ ÉÎ ÏÎÌÙ ÔÈÅ 

pressure yields 

Ͻɳὑ‗ ὴ ”▌ Ͻɳὑ‗ ὴ ”▌ ή                                    (15)  

Based on this approach the mobility  of each phase is upwind based on the velocity of each 

phase (Fig. 1) and this result in a global system of the form 

ὃ ὃ ὴ ὦ ὦ ή                                                       (16)  

Apparently, this is equivalent to updating the velocity in the following manner 

Ἶ♪ ὑ‗ ɮɳ ȟ                                                        (17)  

where ɮ ὴ ”Ὣᾀ. In doing so, the value of ὑ‗  is computed using harmonic mean for 

ὑ and upwind value for ‗ based on the velocity Ἶ♪. Once the velocity field is updated, the 

saturation of both phases is updated using the following two equations:  

‰Ὓ

ὸ
ϽὪἾ Ἶ ‗ ” ” ὑἯ ή                                       ρψ 

‰Ὓ

ὸ
ϽὪ Ἶ Ἶ ‗ ” ” ὑἯ ή                                       ρω 

Taking the equation for the saturation of the nonwetting phase as an example and similar 

argument can be done for the wetting phase, Eq. 18 can be manipulated as: 

‰Ὓ

ὸ
ϽὪἾ ὪἾ ‗Ὢ” ” ὑἯ ή                                    ςπ 

‰Ὓ

ὸ
ϽὪἾ ϽὪἾ Ͻ‗Ὢὑ” ” Ἧ ή                                 ςρ 
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Cell-centered finite difference (CCFD) methods for spatial discretization 

Regarding the spatial discretization, we take advantage of CCFD methods coupling with 

ÕÐ×ÉÎÄ ÓÔÒÁÔÅÇÙ ÆÏÒ ÄÅÁÌÉÎÇ ×ÉÔÈ ÖÁÒÉÁÂÌÅÓ ÏÆ ÆÌÕÉÄ ÐÒÏÐÅÒÔÉÅÓ ʇɻ and harmonic mean for 

absolute permeability K at the cell face; see [33-42] for more details.  The CCFD methods 

coupling with upwind strategy enjoy the advantage of local mass (or volume for 

incompressible fluid) conservation and easy-to-implement feature. We consider a 

computational domain of ɱ ὼȟώȟᾀȿπ ὼ ὒȟπ ώ ὒȟπ ᾀ ὒ . ɱ is split into 

ὲὼ ὲώ ὲᾀ rectangular cells by grid points  π ὼ ὼ Ễ ὼ ὼ ὒ , 

π ώ ώ Ễ ώ ώ ὒȟ π ᾀ ᾀ Ễ ᾀ ᾀ ὒ. A cell of  Ὁ  (see 

Fig. 1) denotes the sub-domain of ὼȟώȟᾀȿὼ ὼ ὼ ȟώ ώ ώ ȟᾀ ᾀ ᾀ , 

where the scalar variables (such as pressure ὴ, mass density ”, saturation ί, relative 

permeability Ὧ , viscosity ‘) are approximated at the cell center ὼ ȟώ ȟᾀ  while 

the $ÁÒÙȭÓ ÖÅÌÏÃÉÔÙ ÏÆ ÅÁÃÈ ÐÈÁÓÅ ÉÓ ÁÐÐÒÏØÉÍÁÔÅÄ ÁÔ ÆÁÃÅ ÃÅÎÔÅÒ i.e., ὼȟώ ȟᾀ  for 

ό
ȟ ȟ

, ὼ ȟώȟᾀ  for ό
ȟȟ

 and  ὼ ȟώ ȟᾀ  for ό
ȟ ȟ

 . With these notations, 

we provide the following discrete equations:  

ό
ȟȟ ȟ

ȟ ὑ
ȟ ȟ

‗
ȟȟ ȟ

ȟ ȟ ȟ ȟ ȟ ȟ
”
ȟȟ ȟ

Ὣ                    ςς  

ό
ȟ ȟȟ

ȟ
ὑ

ȟȟ
‗
ȟ ȟȟ

ὴ
ȟ ȟ ȟ

ὴ
ȟ ȟ ȟ

ώ ώ
”
ȟ ȟȟ

Ὣ      ςσ 

ό
ȟ ȟ ȟ

ȟ ὑ
ȟ ȟ

‗
ȟ ȟ ȟ

ὴ
ȟ ȟ ȟ

ὴ
ȟ ȟ ȟ

ᾀ ᾀ
”
ȟ ȟ ȟ

Ὣ     ςτ 
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ό
ȟ ȟ ȟ

ȟ ό
ȟȟ ȟ

ȟ

ὼ ὼ

ό
ȟ ȟ ȟ

ȟ
ό
ȟ ȟȟ

ȟ

ώ ώ
ȟ

ό
ȟ ȟ ȟ

ȟ ό
ȟ ȟ ȟ

ȟ

ᾀ ᾀ
ή
ȟ ȟ ȟ

ή
ȟ ȟ ȟ

                 ςυ 

‰
ȟ ȟ

ȟ ȟ ȟ ȟ ȟ ȟ ȟ ȟ ȟ

ȟ

ȟȟ ȟ

ȟ

ȟ ȟ ȟ

ȟ

ȟ ȟȟ

ȟ

ȟ ȟ ȟ

ȟ

ȟ ȟ ȟ

ȟ

ή
ȟ ȟ ȟ

,  ύȟὲ                              ςφ  

where ὑ
ȟ ȟ

ȟ ȟ ȟ ȟ

, 

 ὑ
ȟȟ

ȟ ȟ ȟ ȟ

, 

 ὑ
ȟ ȟ

ȟ ȟ ȟ ȟ

, and any scalar quantity ύ approximated at face center by 

using upwind method (without ambi guity, time and phase denotation is ignored here ), say,  

ύ
ȟ ȟ

ύ
ȟ ȟ ȟ   

 ό
ȟ ȟ

π 

ύ
ȟ ȟ ȟ   

 ό
ȟ ȟ

π
,  

ύ
ȟȟ

ύ
ȟ ȟ ȟ   

 ό
ȟȟ

πȟ

ύ
ȟ ȟ ȟ   

 ό
ȟȟ

π
,  

ύ
ȟ ȟ

ύ
ȟ ȟ ȟ   

 ό
ȟ ȟ

π 

ύ
ȟ ȟ ȟ   

 ό
ȟ ȟ

π
. 

Table A2 (in the appendix) shows a pseudo code following the steps used in this scheme. 
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Fig. 1 Sketch of one cell for CCFD spatial discretization 

In this work we employ the experimenting field approach to construct the matrix of 

coefficients automatically. This approach has recently been developed by Sun et al. [20] and 

has been applied, since then, to several problems [35-43]. In this approach, a set of 

predefined pressure fields are operated on the discretized equations and the coefficients of 

the global matrix are determined. The idea is that the set of local problems are solved given 

the experimenting pressure fields and the coefficients are back calculated. A flow chart is 

shown in Fig. 2, which describes the steps of implementing this technique.  

Multi -time step iterative scheme 

Since the IMPES scheme is semi-implicit, there are restrictions on time step size for 

convergence. It has been noticed that the saturation advances much more rapidly than the 

pressure in time. This brings up the idea of using a multi-time step strategy for solving the 

pressure and saturation equations. In this scheme the saturation equation is solved over 

multiple steps using the updated pressure field, therefore 

Ὓȟ Ὓȟ

Ўὸȟ
Ͻɳὑ
Ὧ Ὓȟ

‘
ὴ ”▌ ή  ȟ ύȟὲȟὰ ρȟςȟỄȟὔί   ςχ 

where superscript Ὧ represents the time step of flow and the flow time interval ὸȟὸ  is 

split into ὔ subintervals denoted by ὸ ὸ ȟ ὸ ȟỄ ὸ ȟ ὸ ȟ ὸ  

and Ўὸ ȟ ὸ ȟ ὸ ȟ ȟὰ ρȟςȟỄȟὔ.  In addition, the saturation at time step ὸ ȟ  

should satisfy 

Ὓ ȟ Ὓ ȟ ρ                                                            ςψ 
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Now Eq. (27) is a nonlinear equation system of ὛȟȟὛȟȟỄȟὛȟ ȟὛȟȟὛȟȟỄȟὛȟ ȟὴ .  

Summation over ὰ and  of Eq. (27), combining Eq. (28), we have 

Ͻɳὑ
Ὧ Ὓȟ

‘
ὴ ”▌ ὔ ή ή

ȟ

                     ςω 

where we take the fact that 

Ὓ Ὓ ρ                                                                    σπ 

And hence combination of (27) and (28) is equivalent to the system of (27) and (28).  The 

fixed-point iteration algorithm is adapted to solve the coupled system of (27) and (29).  

¶ Set the initial guess ὴ ȟ ὴ.  

¶ Eq. (19) is sequentially solved given ὴ ȟ  (Eq. 27) to obtainὛȟȟ ȟ ύȟὲȟὰ

ρȟςȟỄȟὔί   . 

¶ Solve ὴ ȟ(Eq. 28) using Ὓȟȟ  ύȟὲȟὰ ρȟςȟỄȟὔί   . 

¶ Repeat 2 to 3 until the convergence is reached. 

Ὓȟȟ Ὓȟ ȟ

Ўὸȟ
Ͻὑ
Ὧ Ὓȟ ȟ

‘
ὴ ȟ ”▌ ή  ȟ ύȟὲȟὰ ρȟςȟỄȟὔί  σρ 

Ͻὑ
Ὧ Ὓȟ ȟ

‘
ὴ ȟ ”▌ ὔ ή ή                   σς

ȟ

 

The upwind strategy is exploited on the mobility term and the block-centered finite 

difference (or cell-centered finite difference) method is applied for the spatial 

discretization. Then Eq. (29), Eq. (30), Eq. (31) and Eq. (32) lead to the following algebraic 

equations, respectively. 

Ὓȟ Ὓȟ Ўὸȟὃ Ὓȟ ὴ ”▌ȟ ύȟὲ                           σσ 

! Ὓȟ ὴ ”▌ ὔ ή ή                           στ

ȟ

 

Ὓȟȟ Ὓȟ ȟ Ўὸȟὃ Ὓȟ ȟ ὴ ȟ ”▌ȟ ύȟὲ                   συ 
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! Ὓȟ ȟ ὴ ȟ ”▌ ὔ ή ή                         σφ

ȟ

 

Convergence analysis of the iterative scheme 

In this section, we will prove the convergence analysis under some assumptions for two-

phase situation, which can be, straightforwardly,  extended to any finite number of phases 

based on Eqs. (33)-(36). For sake of simplicity, the time interval ὸȟὸ  is divided into ὔ 

uniform subintervals, so Ўὸȟ ὸȟ ὸȟ ρὔ ὸ ὸϳ ȟὰ ρȟςȟỄȟὔ. This will not 

impact the proof for non-uniform subintervals. Physically, it is clear that, the saturation ί 

is bounded in πȟρ, and the pressure ὴ is also bounded. Furthermore, the permeability of 

both phases has lower and upper bounds. Therefore, we propose the following 

assumptions. 

A1. The matrix functions ! Ὓ , ! Ὓ  are Lipschitz continuous; that is to say, for any 

Ὓ and Ὓ there exist constants ὅ , ὅ such that 

! Ὓ ! Ὓ ὅ Ὓ Ὓ ,  

! Ὓ ! Ὓ ὅ Ὓ Ὓ , 

A2. The matrix functions ! Ὓ , ! Ὓ  have lower and upper bounds  

ὦ ᴁ! Ὓ ᴁ ὄ , 

ὦ ᴁ! Ὓ ᴁ ὄ, 

Theorem. Under assumptions A1-A2, if there exist solutions for saturation Ὓ  ύȟὲ 

and pressure  ὴ  satisfying Eq. (18) and Eq. (20) respectively, then Ὓȟȟὰ ρȟỄȟὔ , 

ὴ ȟ converge to Ὓȟὰ ρȟỄȟὔ ȟ ύȟὲ, ὴ  respectively provided a suitable time 

step Ўὸȟ . 

Proof.  For the first iteration (░ ),  
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  Ὓȟȟ Ὓȟ Ὓȟ ȟ Ўὸȟὃ Ὓȟ ȟ ὴ ȟ ”▌ Ὓȟ Ὓȟ ȟ

  Ўὸȟὃ Ὓȟ ȟ ὴ ȟ ”▌ Ὓȟ Ўὸȟὃ Ὓȟ ὴ ”▌  

Ὓȟ ȟ Ὓȟ Ўὸȟὃ Ὓȟ ȟ ὴ ȟ ”▌ ὃ Ὓȟ ὴ ”▌   

Ὓȟ ȟ Ὓȟ Ўὸȟὃ Ὓȟ ȟ ὴ ȟ ”▌ ὃ Ὓȟ ὴ ”▌  

         ὃ Ὓȟ ȟ ὴ     ὃ Ὓȟ ȟ ὴ   

Ὓȟ ȟ Ὓȟ Ўὸȟὅȟᴁὴ ȟ ὴ ᴁ ὅὓ ȟὛȟ ȟ Ὓȟ              

    ὅὓ ȟὛȟ ȟ Ὓȟ ȟ ὰ ρȟỄȟὔȟ ύȟὲ                     σχ 

Summation over ὰ from 1 to ά ρ ά ὔ  gives 

Ὓȟȟ Ὓȟ Ὓȟȟ Ὓȟ ᴁὴ ȟ ὴ ᴁВ Ўὸȟὅȟ                                   

                                    ὅ ὅ В Ўὸȟὓ ȟ Ὓȟ ȟ Ὓȟ                                                       

В Ўὸȟὅȟᴁὴ ȟ ὴ ᴁ ὅ ὅ В Ўὸȟὓ ȟ Ὓȟ ȟ Ὓȟ                                 

ὓ ȟȟ                                                                             (38)  

Suppose that for Ὥ ρ the inequality 

Ὓȟȟ Ὓȟ ὓ ȟ                                                       (39)  

hold true where π <1 exist for properly choosing Ўὸ. Now we prove Ὓȟȟ Ὓȟ

Ὓȟȟ Ὓȟ . 

Ὓȟȟ Ὓȟ ὴ ȟ ὴ Ўὸȟὅȟ 

                                    ὅ ὅ В Ўὸȟὓ ȟ Ὓȟ ȟ Ὓȟ                                              (40)  

Subtract Eq. (35) from Eq. (37)   

Ўὸȟ! Ὓȟ ȟ ὴ ȟ ”▌ ! Ὓȟ ὴ ”▌ π            τρ

ȟ

 

        ᵼВ В Ўὸȟ! Ὓȟ ȟ ὴ ȟ ὴ    ȟ                    

В В Ўὸȟ! Ὓȟ ! Ὓȟ ȟ ὴȟ В В Ўὸȟ! Ὓȟȟ

! Ὓȟ ȟ ”▌ 
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ᵼ ὴ ȟ ὴ В В ὅȟὅ ὅ Ὓȟ ȟ Ὓȟ ὓ ȟ ὅȟ

ὅ В ὅȟ                                                                                                                                                (42) 

So 

Ὓȟȟ Ὓȟ ὓ ȟ ὅ ὅ ὅȟ 

                                      ὅ ὅ В Ўὸȟὓ ȟ Ὓȟ ȟ Ὓȟ                                     (43) 

Applying 'ÒÏÎ×ÁÌÌȭÓ ÉÎÅÑÕÁÌÉÔÙ ÔÏ %ÑȢ 43) we have Ὓȟȟ Ὓȟ Ὓȟ ȟ Ὓȟ . 

Numerical examples 

Example 1 

In this section we provide two sets of examples of two-phase flow in porous media. We first 

compare with Buckly-Levertt one-dimensional analytical solution. We show that our 

numerical scheme converges to the analytical solution, which gives confidence in our 

scheme. We also compare with the numerical work of Hotait and Firoozabadi [43]. It is to 

be noted that when the velocity of both phases is collinear, both our new technique and the 

total velocity formulation are conservative. Therefore, a one-dimensional 300-meter-long 

domain, originally  filled with oil (non-wetting phase), is considered for simulation. Water 

(the wetting fluid) is injected at a constant rate on the left-hand side boundary ὼ π to 

drive the oil flowing the right -hand side where the pressure is set constant. The parameters 

for this problem are summarized in Table 1. At the end, the saturation distribution s of both 

phases as illustrated in Fig. 3.  

The result shows that the proposed algorithm works well for this problem. In addition, the 

summation of the two phases (black points in the figure) is also shown where we can see 

that their summation is 1.0 for every cell if ignore the machine round-off and truncated 

errors. This numerically shows that the algorithm maintains the mass conservation of the 

two phases respectively. 

Example 2 
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We below consider several other interesting cases and show how the new technique is able 

to handle the complex problem where the velocities of both phases are opposite to each 

other. We investigate a gravity-driven flow in a two-dimensional rectangular domain. In 

these examples, the wetting phase (heavier) is initially setting in the middle of the domain 

and is allowed to move downward due to gravity. The relevant data for all four cases in this 

example is listed in Table 2. We consider different scenarios in which the 2D domain is 

inclined off the horizontal with an angle. The inclination angles considered in this work 

include 0o, 30o, 45o and 60o, respectively.  The considered cases are marked as follows: case 

(a) is the base case with zero angle of inclination and the gravity effect is only on the 

vertical direction. Case (b), represents the case when the domain is inclined with 30 

degrees, which implies that the gravity will have component effects on both vertical and 

horizontal directions. Case (c) and case (d) demonstrate the effect of gravity with the 

inclination angles of 45o and 60o, respectively. For all cases initially the water (wetting 

phase) is initially  saturating the central subdomain with size of 15 by 15 squared meters of 

the simulated rectangular domain. The oil (non-wetting phase) is quiescently surrounding 

the water in the rest of the domain. All rectangular boundaries are no flow boundary. The 

entire field is uniformly partitioned into υπυπ cells. The simulation time is [0, 1.64] years 

uniformly split into 6000 subintervals. For these cases, the traditional IMPES scheme 

works badly even with quite small time step size. But exploiting our proposed scheme, it 

solves this kind of problem much better. Fig. 4 shows the contours of the saturation of the 

water as well as the velocity vectors. The saturation profile of wetting-phase is provided for 

several different time steps (see Figures 5-8). Figure 5 shows the contours of wetting phase 

saturations after 300 time steps for all the four cases. For case 4a, the water falls 

downwards because of the density difference between the two phases. It moves 

downwards parallel to the vertical direction. In cases 5b-5d the wetting phase flows 

towards bottom left corner with different extents because of the gravity effect on both 

vertical and horizontal directions. That is while it moves more towards the South boundary 

for the 30o scenario, it moves equally towards both the South and West boundaries for the 

45o scenario while it moves more towards the West boundary for the 60o scenario. This is 

also manifested in Fig. 6 where the wetting phase has already touched the South boundary 

for 30o, and the West boundary for the 60o scenario. Likewise, Fig. 7 emphasizes this 
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observation and Fig. 8 provides the wetting-phase saturation distribution after the wetting-

phase has almost reached the equilibrium state where the free surface is horizontal.  

Saturation profiles of the wetting phase along the line Y=15 m for the different scenarios at 

different times are shown in Fig. 9. From this figure it is apparent that the wetting phase 

plume resides more towards the West boundary with the increase in the angle of 

inclination. Figure 10 shows the profile of the summation of saturations over the two 

phases along the line Y=15 at different times and it is always 1.0 for all cells, as expected. 

Figure 11 shows the relative error incurred during simulation for the different scenarios, 

which is essentially small.  

Example 3 

To unleash the full power of this scheme, three cases have been further considered. The 

first case represents a complex two-dimensional porous medium domain with permeability 

field of φπφπ cells extracted from 40th layer of SPE benchmark problem SPE [44]. The 

second case represents a simple 3D homogeneous domain and the last case represent a 

three-dimensional domain of heterogeneous permeability field corresponding to the layers 

of 41st - 50th of SPE benchmark [44]. For the three cases, the computational domains are 

considered initially saturated with the nonwetting phase.  The wetting phase is then 

introduced to displace the other phase.  

In the first case, the wetting phase is introduced along the whole left-hand side boundary. If 

the permeability field is homogeneous, the interface will make a front that spans the whole 

width of the domain and propagates in the direction of the flow. Since the permeability 

field is random, the breakthrough front makes a fingering-like pattern as depicted in Fig. 12 

which shows contours of the saturation of the nonwetting phase at different times. From 

this figure it is clear that once the breakthrough front reaches the opposite boundary, the 

wetting phase will advance along the same path with less invasion to new areas.  

The second example represents the case in which the permeability field is uniform. The 

invading wetting phase is injected at the corner of the 3D domain. As depicted in Fig. 13, 

the interface advances uniformly from the corner inward inside the domain displacing, 

therefore, the nonwetting phase.     
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The last example is a three-dimensional representation of a nonhomogeneous permeability 

field corresponding to the SPE benchmark [44]. In this example, the wetting fluid invades 

the domain through one face of the cuboid domain, Fig. 14. The front advances in 

nonuniform manner in accordance with the random permeability field. In these three 

examples, we have computed the mass errors for each phase at every computational time 

steps, which indicate that errors are all in magnitude of ρπ ρͯπ , i.e., in the range of 

machine errors and verify the mass conservative property of the proposed schemes. 

Conclusion and discussions  

In this work, we introduce a numerical algorithm that can handle the problem of two-phase 

flow in porous media. Its main advantage is that the conservation laws are satisfied for 

each phase locally which is favorable feature of any numerical scheme. In this scheme, 

phase properties are upwind for each phase separately based on the velocity direction of 

each phase. The CCFD methods coupling with the upwind scheme is applied for the spatial 

discretization for its easy implementation and simplicity.  Furthermore, the experimenting 

field approach has been used to construct the global system of equations. An iterative 

scheme has also been developed to solving saturation updating equations. The idea stems 

from the fact that the pressure field changes much slower than the saturation. In other 

words, longer time step may be used to update the pressure which in turn is divided into a 

number of subintervals to update saturation. These techniques have been applied to a 

number of examples and show accurate predictions. The proposed fully mass conservative 

IMPES schemes for three-phase immiscible flow, two-phase and three-phase compositional 

flow are our ongoing work. 
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Table 1 Relevant data for Example 1 

Domain dimensions σππÍ ρÍ 

Rock properties ᶮ πȢςȟὯ ρÍÄ 

Fluid properties ‘ ‘ ςσϳϳ ȟ” ” ρπππὯὫάϳ  

Relative permeability Ὧ Ὓȟ Ὧ ρ Ὓ ȟ Ὓ
Ὓ Ὓ

ρ Ὓ Ὓ
 

Capillary pressure Ignored 

Residual saturations Ὓ πȟὛ Ȣ 

Injection rate υ ρπ 06ȾÄÁÙ 

Mesh size ψπρ 

 

Table 2 Relevant data for Example 2 

Domain dimensions υπÍ υπÍ 

Rock properties ᶮ πȢςȟὯ ρςπ ÍÄ 

Fluid properties ‘ ‘ ςσϳϳ ȟ” ρπππὯὫάϳ ȟ” φππὯὫάϳ  

Relative permeability Ὧ ὛȟὯ Ὓ  

Capillary pressure Ignored 



24 
 

Residual saturations Ὓ πȟὛ Ȣ 

Mesh size υπυπ 
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Fig. 2 A flow chart diagram for the use of the experimenting pressure field technique to the 

problem of two-phase flows in porous media 

 

 

 

Fig. 3 Saturation distribution of Buckley-Leverett problem: blue curve indicates saturation 

of wetting phase and red non-wetting phase. 
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Fig. 4 Contours of the saturation of the water initially saturating the middle of the domain 

as well as its velocity  
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                                  (4-a) 0o                                                                          (4-b) 30o 

  

(4-c) 45o                                                                                                        (4-d) 60o 

 

Fig. 5 Wetting-phase saturation distribution after 300 time steps 
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                                (5-a) 0o                                                                               (5-b) 30o 

  

                                  (5-c) 45o                                                                    (5-d) 60o 

 

Fig. 6 Wetting-phase saturation distribution after 1800 time steps 
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                                  (6-a) 0o                                                                          (6-c) 30o                               

  

                                 (6-c) 45o                                                                           (6-d) 60o                               

 

Fig. 7 Wetting-phase saturation distribution after 2800 time steps 

 

 



30 
 

 

 

 

 

(7-a) 0o                                                                                 (7-b) 30o                               

  

(7-c) 45o                                                                         (7-d) 60o                               

 

Fig. 8 Wetting-phase saturation distribution after 6000 time steps 
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(9-a) 

 

 

(9-b) 

 

(9-c) 

 

(9-d) 

         
Fig. 9 Wetting phase saturation at different time steps for different inclination: a) after 300 

time steps; b) after 1800 time steps; c) after 2800 time steps; d) final time step 
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(10-a) 
 

 
 

(10-b) 

 
 

(10-c) 

 
 

(10-d) 
            

Fig. 10 Summation of two phases at different time steps for different inclination: a) after 

300 time steps; b) after 1800 time steps; c) after 2800 time steps; d) final time step 
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Fig. 11 Relative errors ÍÁØ ȿὛ Ὓ-ρȿ at each time step for four cases 

 

t = 15 days 

 

t = 329 days 
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t = 597 days 

Fig. 12 Contours of saturation of the wetting (invading) and the nonwetting phases in a 2D SPE 

benchmark problem [44] with time. 

 

t = 76 days 

 

t = 300 days 


