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Abstract—Crowdsourcing is an economic and efficient strategy aimed at collecting annotations of data through an online platform. Crowd workers with different expertise are paid for their service, and the task requester usually has a limited budget. How to collect reliable annotations for multi-label data and how to compute the consensus within budget is an interesting and challenging, but rarely studied, problem.

In this paper, we propose a novel approach to accomplish Active Multi-label Crowd Consensus (AMCC). AMCC accounts for the commonality and individuality of workers, and assumes that workers can be organized into different groups. Each group includes a set of workers who share a similar annotation behavior and label correlations. To achieve an effective multi-label consensus, AMCC models workers’ annotations via a linear combination of commonality and individuality, and reduces the impact of unreliable workers by assigning smaller weights to the group. To collect reliable annotations with reduced cost, AMCC introduces an active crowdsourcing learning strategy that selects sample-label-worker triplets. In a triplet, the selected sample and label are the most informative for the consensus model, and the selected worker can reliably annotate the sample with low cost. Our experimental results on multi-label datasets demonstrate the advantages of AMCC over state-of-the-art solutions on computing crowd consensus and on reducing the budget by choosing cost-effective triplets.
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I. INTRODUCTION

Crowdsourcing is the practice of collecting information from a large group of people in the form of an open call to reduce production costs [1]. Tasks that are rather trivial for humans, but difficult for machines (e.g., sentiment classification [2], image tagging [3], and medical diagnosis [4]) can be efficiently addressed using crowdsourcing. Many crowdsourcing platforms, such as Amazon Mechanical Turk[1], CrowdFlower[2], and Baidu Test[3] are widely-used for various crowdsourcing tasks. Annotations from the crowd always contain many noisy labels, which have been attracting increasing attention in various domains [5–9].

Computing the crowd consensus annotation from repeated annotations provided by multiple workers on the same task is the key issue in crowdsourcing [10]. Many consensus algorithms have been suggested, each pursuing a different criterion (i.e., reliability [11], intention [12], difficulty of samples [13], and bias of workers [3], [14]). Computing crowd consensus in a multi-label problem is even more challenging due to the high order of possible available label combinations.

In this paper, we study an interesting and practical topic, active multi-label crowd consensus learning, which aims at achieving reliable consensus labels with minimized budgets. Although active learning has been introduced to reduce the annotation cost by selecting the most valuable samples to be queried [15], its potential and feasibility in multi-label crowd consensus learning has not been well studied, mainly because of the following challenges. i) Traditional active learning generally employs an oracle or an expert (which in practice may not be available, or very expensive), and assumes that the provided annotations are correct. In contrast, the selected samples in active crowdsourcing learning are annotated by different non-reliable workers, who may give incorrect annotations. ii) Traditional active learning focuses on samples, labels, costs, and sample-label pairs separately, or considers at most two at one time [16–20], whereas active multi-label crowd consensus should jointly account for the workers (specialty and commonality), costs, samples, and labels. The latter aims at selecting useful but cost-saving sample-label-worker triplets for the query. (iii) Existing active crowdsourcing learning approaches [16, 17, 21, 23] cannot be directly adapted for multi-label crowd consensus problems, and they either ignore label correlations, specialty of workers, or their costs. Some approaches still assume an ideal worker is selected for annotation [24]. In practice, such worker does not exist, or is very expensive.

To address these intrinsic challenges, we introduce an active multi-label crowd consensus approach (called AMCC) for efficient and cost-saving crowdsourcing. AMCC assumes that the annotation matrix of a worker is a linear self-representation of two matrices: one describes the expertise (or individuality) of each worker, and the other encodes the commonality of a group of workers. Workers in the same group tend to exhibit similar behavioral traits when annotating samples [25], so they have similar reliability and bias, and share the same label correlations. For example, one group may only include reliable workers, while another group mainly includes spammers or workers with low reliability, whose annotations are less credible than the former. AMCC computes the crowd consensus using the commonality and individuality of workers, and assigning low weights to low-quality groups. In addition, considering the limited budget, different specialties and costs of individual workers, we further introduce an active crowdsourcing learning strategy to select the informative but cost-saving sample-label-worker triplets for the query. The main contributions of this paper are summarized as follows:

1) We introduce a novel Active Multi-label Crowd Consensus approach (AMCC) to automatically bridge active
learning with multi-label data crowdsourcing. AMCC jointly makes use of the intrinsic expertise of different groups of workers, inter-relations between workers, and label correlations of each group. It can assign different weights to these groups to further reduce the impact of low quality workers and to compute reliable consensus labels.

2) The partition of workers into groups not only reduces the number of weight parameters and the impact of sparse annotations, but also contributes to explore intrinsic label correlations of each group.

3) We introduce a novel active crowdsourcing learning strategy to select sample-label-worker triplets based on workers’ expertise and costs, in such a way that the selected samples and labels can best improve the consensus model, and the selected worker can annotate the sample in a reliable manner and at a low cost. To the best of our knowledge, none of the existing active crowdsourcing solutions [16], [17], [21]–[24] can jointly account for the impact of samples, labels, and workers in crowdsourcing.

4) Extensive results validate the advantages of our proposed AMCC approach over state-of-the-art solutions [19], [26]–[29] in effectively computing the multi-label crowd consensus and saving costs.

The remainder of this paper is organized as follows. Section II briefly reviews multi-label crowd consensus learning and active crowdsourcing learning. In Section III, we discuss the computation of multi-label crowd consensus and the selection of sample-label-worker triplets for active learning. Section IV provides the experimental setup and results. Section V gives conclusions and future work.

II. RELATED WORK

In this section, we briefly review two branches of crowdsourcing: quality control and active learning, which have close connections with our work.

a) Quality Control: In a crowdsourcing platform, people with different backgrounds annotate data in exchange of a typically modest reward [30]. A data object can be annotated with one (or more) label(s) by several workers, based on their knowledge [31]. The sample-label information collected via crowdsourcing is generally erroneous, due to the fact that online workers may lack expertise and proper incentives [30], [32]. This heterogeneous nature leads to the diverse submission quality of the completed tasks, pressing an urgent need for quality control [26], [27], [29], [33]–[39].

Computing crowd consensus in a reliable manner, such as eliminating low quality workers and spammers [29], is a key issue in crowdsourcing [10]. Existing consensus algorithms [3], [11]–[14] can produce integrated labels with improved quality. However, they all focus on binary scenarios. As a result, they may perform poorly when dealing with the more general multi-label data setting, where each object may have a set of non-exclusive labels, and labels may exhibit semantic correlations. Several multi-label crowd consensus algorithms have been recently proposed [26], [27], [29], [38], [39]. Nowak et al. [38] studied the inter-annotator agreement for multi-label image annotation and focused on the annotation quality differences between expert and non-expert workers. Duan et al. [26] introduced a probabilistic cascaded method (C-DS) to compute multi-label crowd consensus. These solutions ignore the correlation between labels, whose appropriate usage can improve the consensus labels and also reduce the budget [27]–[29], [40]. Yoshimura et al. [28] proposed RA/EL-GLAD to balance estimation accuracy and computational complexity for computing multi-label crowd consensus. Hung et al. [39] proposed a Bayesian non-parametric consensus approach, which extends the clustering based Bayesian combination of classifiers for multi-label data by additionally incorporating co-occurrence dependence between labels. However, this Bayesian method asks for sufficient annotations of the training data. Furthermore, these multi-label consensus solutions [26], [28] neglect to model the similarity between workers, which can improve the consensus. To remedy this issue, Zhang et al. [27] proposed a probabilistic multi-class multi-label dependency method (MCMLD) to model the reliability of workers using a set of confusion matrices. It captures label correlations using a mixture of multiple independent multinoulli distributions, and then computes the crowd consensus of each sample. However, these methods cannot identify the widely-witnessed spammers, who randomly (or identically) annotate the data to earn easy money. Tu et al. [29] introduced a joint matrix factorization based solution (ML-JMF) to optimize the weights of individual workers, and thus to identify spammers by crediting them zero weights. However, ML-JMF suffers from the common phenomenon of sparse annotations, which occurs when workers annotate objects only with few out of the several relevant labels.

Since workers have diverse qualities on different tasks, a better task assignment strategy may also contribute to a better consensus. Many researches on improving task design have been explored from different perspectives, such as lower complexity [41], worker’s expertise [42], [43], checking workers’ answers [44], and so on. To name a few, Zhang et al. [42] considered an expertise-aware task allocation problem in mobile crowdsourcing, where the worker’s expertise is obtained based on semantic analysis. Rokicki et al. [45] studied dynamically recruiting teams of workers for specific tasks.

b) Active crowdsourcing: In real-world applications, the crowd is not free, if there are large numbers of tasks, crowdsourcing can still be expensive and time-consuming. As a result, it is wise to collect reliable annotations for fewer but valuable samples to train an accurate consensus model. To this end, active learning can be incorporated. Active learning aims at reducing the annotation cost by selecting the most valuable samples to be queried [15]. In canonical active learning, the annotations of the selected samples are obtained from an expert (or oracle), who is assumed to possess the ground truth [46]. In contrast, active learning in crowdsourcing is much more challenging; experts may not be available, and multiple non-expert workers can annotate the samples. As such, the real labels of samples can only be approximated from the consensus of the workers.

Several approaches have been suggested for active crowd-
sourcing learning [16], [17], [21]–[24]. Zhao et al. [21] combined the uncertainty and inconsistency measures to actively select the most important samples for re-annotation, but they could not identify appropriate annotators for the selected samples. Zheng et al. [27] collected the annotations of a subset of annotators, who are globally chosen for all samples. As a result, an unnecessary high cost may be introduced, since the expertise and cost of different annotators are ignored. Other approaches try to select annotators with matching expertise for individual samples to reduce the cost [16], [17], [22]–[24]. However, these approaches do not differentiate the costs of individual workers. As such, they may get an accurate, yet expensive solution.

Our proposed AMCC can jointly model the worker’s specialization and commonality, costs, samples, labels in a unified model, and acquire reliable annotations from crowd workers with much reduced costs. The experimental results show that AMCC not only can obtain better consensus labels, but also lower costs than these related and competitive solutions [19], [26]–[29].

III. ACTIVE MULTI-LABEL CROWD CONSENSUS

A. Problem Formulation

We consider active learning in the multi-label crowdsourcing setting, where a set of labeled samples \( D^L = \{(x_i, y_i)\}_{i=1}^{N_L} \) and a large pool of unlabeled samples \( D^U = \{x_j\}_{j=1+N_L}^{N_U} \) are available. Typically, \( N_I \ll N_U \). Each sample \( x_i \) is assumed to have a collection of labels taken from the set \( L = \{1, 2, \ldots, L\} \), which includes \( L \) distinct semantic labels. The labels of samples in \( D^L \) are partially known, while the labels of samples in \( D^U \) are all unknown. A collection of \( W \) workers, denoted as \( W = \{1, \ldots, W\} \), assigns labels from \( L \) to samples. Formally, each worker \( w \) provides a sample-label association matrix \( A_w \in \mathbb{R}^{N_L \times L} \) for \( N_I \) samples and \( L \) labels. \( A_w(i, j) = a_{ij}^w \in \{-1, 0, 1\} \), \( a_{ij}^w = 1(-1) \) states that the \( w \)-th worker annotated the \( i \)-th sample with (or without) the \( l \)-th label (\( 1 \leq l \leq L \); \( \sum \)). \( a_{ij}^w = 0 \) means that the worker did not specify whether the \( x_i \) has the \( l \)-th label.

The workflow of AMCC is illustrated in Fig. 1. Our sample-label-worker triplet selection strategy is first applied to select a group of sample-label pairs from \( D^L \cup D^U \), that have a high degree of uncertainty, and a reduction of the latter is likely to improve the consensus. Consequently, workers with the lowest cost but still capable of providing credible annotations for the selected samples and labels are chosen for the annotation. Then, our multi-label crowd consensus algorithm is triggered to update the consensus labels. The sample-label-worker selection and the multi-label consensus processes are iteratively executed until the query budget is exhausted, or the consensus model cannot be further improved.

B. Multi-label Crowd Consensus

In crowdsourcing tasks, engaged workers can be different in age, gender, interest, and so on. It is also recognized that workers may share aspects of the annotation behavior, and they can be partitioned into groups accordingly [13]. Since the workers hold different expertise and share similar annotation behaviors, to account for the individuality and commonality among these workers, we assume that each annotation matrix is expressed as a linear combination of two matrices as follows:

\[
A_w = A_w(D^L_w + C_m)
\]

(1)

\( D^L_w \in \mathbb{R}^{L \times L} \) encodes the individuality of worker \( w \) by measuring the worker’s capability of selecting the correct label over all label pairs. \( D^L_w(g,l) \) represents the probability that worker \( w \) incorrectly selects label \( l \) instead of label \( g \) \( (g \neq l) \). \( C_m \in \mathbb{R}^{L \times L} \) encodes the commonality of the \( m \)-th group of workers. Each element \( C_m(g,l) \) represents the probability that all the workers in the \( m \)-th group give label \( l \) when the truth is \( g \). In this way, label correlations of multi-label data are explored and considered.

Since annotations were collected from multiple workers, we generalize the above equation as:

\[
\min_{D^L, C_m} \sum_{m=1}^{M} \sum_{w=1}^{W} \lambda_m \| A_w - A_w(D^L_w + C_m) \|_F^2 + \alpha \Omega(D_1, \ldots, D_W) + \beta \Psi(C_1, \ldots, C_M)
\]

(2)

s.t. \( \sum_{l=1}^{L} D^L_w(g,l) = 1, \sum_{m=1}^{M} \lambda_m = 1 \)

where \( \| \cdot \|_F^2 \) is the Frobenius norm, \( M \) is the specified number of groups. \( \lambda_m > 0 \) is used to automatically weigh different groups, and to reduce the impact of low quality groups and workers therein. The scalar parameter \( r > 1 \) is added to avoid considering only one group. The second term, \( \Omega(D_1, \ldots, D_W) \), enables the assignment of inter-dependent and similar workers to the same group. The last term, \( \Psi(C_1, \ldots, C_M) \) pushes each group to have its own commonality signature and label correlations, which also reflect the bias of workers in the group in annotating samples. In this way, workers are partitioned into different coherent groups, and the latent label correlations and connections between workers are implicitly encoded. \( \alpha \) and \( \beta \) are scalar parameters that balance the importance of the two terms. We observe that grouping workers not only reduces the number of weight parameters (from \( W \) to \( M \)), and the impact of sparse annotations by merging annotations of workers of the same group, but also contributes to the exploration of intrinsic label correlations of each group, and to the subsequent active crowdsourcing learning. Our experimental results corroborate the advantages of grouping workers.
Workers with similar annotation behaviors should be assigned to the same group. Our objective is to find groups that maximize the inter-dependence between the member workers. Classic measures of correlation include Spearman's rho and Kendall tau [48], but they can only detect linear dependency. We employ the Hilbert-Schmidt Independence Criterion (HSIC) [49] to quantify the dependence between \( D_w \) and \( D_v \). We use HSIC because it can measure both linear and nonlinear dependences. In addition, it estimates dependence between variables without explicitly estimating their joint distribution. As a result, it’s computationally efficient. Furthermore, the empirical HSIC is equal to the trace of the data matrix product, which makes our problem solvable.

Suppose \( \phi(x) \) maps \( x \) onto a kernel space \( \mathcal{F} \) such that the inner product between vectors in that space is given by a kernel function \( k_1(x_i, x_j) = \langle \phi(x_i), \phi(x_j) \rangle \). Similarly, \( \mathcal{G} \) is the second kernel space on \( \mathcal{L} \) with kernel function \( k_2(y_i, y_j) = \langle \varphi(y_i), \varphi(y_j) \rangle \). For a series of \( N \) independent observations drawn from \( p_{xy} \), \( Z := \{ (x_i, y_i) \}_{i=1}^N \), HSIC can be approximated as follows:

\[
\text{HSIC}(x, y) = (N-1)^{-2} \text{tr}(K_1HK_2H)
\]

where \( K_1, K_2 \) are the Gram matrices with \( K_1(i, j) = k_1(x_i, x_j) \) and \( K_2(i, j) = k_2(y_i, y_j) \); \( H_{ij} = \delta_{ij} - 1/N \) centers the Gram matrix to have zero mean, with \( \delta_{ij} = 1 \) if \( i = j \), and \( \delta_{ij} = 0 \) otherwise. Then, we can surrogate \( \Omega(\cdot) \) with HSIC(\( D_w, D_v \)) and define \( \Omega(\cdot) \) as follows:

\[
\Omega(D_1, \cdots, D_W) = \sum_{m=1}^M \sum_{w \in W_m} -\text{HSIC}(D_w, D_v)
\]

where \( W_m \subseteq W \) includes the workers of the \( m \)-th group.

Unlike single-label data, the labels of multi-labeled data are correlated. By properly exploring and leveraging label correlations we can boost the learning performance, and also reduce the query cost [40]. To this end, we additionally guide the pursue of label correlations as follows:

\[
\Psi(C_1, \ldots, C_M) = \frac{1}{2} \sum_{m=1}^M \| C_m(i, \cdot) - C_m(j, \cdot) \|_F^2 = \sum_{m=1}^M \text{tr}(C_m^T(O-B)C_m) = \sum_{m=1}^M \text{tr}(C_m^TLC_m)
\]

\( B \in \mathbb{R}^{L \times L} \) stores the latent label correlations between \( L \) labels. \( C_m(i, \cdot) \) is the \( i \)-th row of \( C_m \), \( O \) is a diagonal matrix with \( O_{ii} = \sum_{k=1}^L B_{ik} \), and \( L = O - B \). For simplicity, we adopt the widely used cosine similarity to quantify the latent correlations between labels, based on the averaged sample-label association matrix \( \sum_{w=1}^W A_w / W \). Other more advanced label correlation measurements can also be adopted [50].

To better learn the linear representation of each annotation matrix and groups, we combine the constraints on \( D_w \) and \( C_m \), and then formulate the multi-label consensus objective function of AMCC as follows:

\[
O = \arg \min_{D_w, C_m} \sum_{m=1}^M \sum_{w=1}^W \lambda_m^w \| A_w - A_w(D_w + C_m) \|_F^2 + \alpha \sum_{m=1}^M \sum_{w \in W_m} -\text{HSIC}(D_w, D_v) + \beta \sum_{m=1}^M \text{tr}(C_m^TLC_m)
\]

\[
s.t. \lambda_m > 0, \sum_{m=1}^M \lambda_m = 1, \sum_{l=1}^L D_w(g, l) = 1
\]

where the parameters \( \alpha \) and \( \beta \) weight the constraints in Eq. [3] and Eq. [4], respectively. Our experiments confirm the advantage of including these two constraints.

Each sample is often independently annotated by worker \( w \), and the number of annotations of each worker has a multinomial distribution [51]. The consensus labels should account for the specialty \( D_w \) and the commonality \( (C_m) \) of workers. As such, we can then compute the multi-label consensus labels as follows:

\[
y_i = \arg \max_{g \in \mathcal{L}} P(y_i | A_w, D_w, C_m) = \arg \max_{g \in \mathcal{L}} \sum_{m=1}^M (\lambda_m) \prod_{w=1}^W \prod_{l=1}^L (C_m(g, l) + D_w^*(g, l))^{(A_w(i) = g)}
\]

where \( D_w^*, C_m^* \), and \( \lambda_m^* \) are the optimized (detailed procedures are in Section III-D) values of Eq. [5]. \( y_i \) is the consensus labels of sample \( x_i \), and \( \| \cdot \| \) is the indicator function, which returns 1 if the argument is true and 0 otherwise.

C. Cost-saving Active Crowdsourcing Learning

In practice, the budget for crowdsourcing is often limited. Annotating all the samples is infeasible and may lead to unnecessary information redundancy. As such, we further study AMCC in combination with active learning, to account for the different expertise and cost of workers. In each iteration of active learning, we select a cost-effective sample-label-worker triplet \( (x^*, l^*, w^*) \) with the following two properties: (i) the selected sample-label pair \( (x^*, l^*) \) is the most useful for the improvement of AMCC; (ii) the selected worker \( w^* \) can reliably annotate the sample \( x^* \) with the label \( l^* \) at the lowest possible cost.

1) Sample-label selection: Quantifying how useful a sample is towards the improvement of a prediction model is the key task of active learning, and various quantifying criteria have proposed [15]. In this work, we use uncertainty, which is widely used in the literature [52]. If the current model is an indication of higher uncertainty. We admit other criteria of the...
sample-label pair can also be adopted here, which is not the main focus of this paper.

Label correlations play an important role in saving the query cost. If the selected label \( l \) is positively correlated with other potential labels of the same sample, then querying and annotating the sample with \( l \) would also reduce the uncertainty of the other labels \([40],[52]\). We can use the follows:

\[
u^2(i, l) = \begin{cases} \frac{1}{|\mathcal{L}_i|} \sum_{k \in \mathcal{L}_i} |C_{ik}| \times P[y_{ik} \in \mathcal{L}_i], & |\mathcal{L}_i| > 1 \\ 0, & |\mathcal{L}_i| = 1 \end{cases}
\]

where \( \mathcal{L}_i \) includes all the un-queried labels of \( x_i \). \( u^2(i, l) \) averages the label correlations of the un-queried label \( l \) with the other un-queried labels of the same example. A larger \( u^2(i, l) \) value indicates that \( l \) can reduce the uncertainty more than other un-queried labels.

Now, we can leverage the two uncertainty quantities \( u^1 \) and \( u^2 \) to measure the integrative uncertainty of the selected sample-label pair. The higher \( u^1(i, l) \) is, the larger the uncertainty is. Similarly, the larger \( u^2(i, l) \) is, the larger the information gain is expected to be when \( l \) is queried. Given this, we define the integrative uncertainty as follows:

\[
u(x_i, l) = \eta u^2(i, l) + (1 - \eta) u^1(i, l)
\]

where \( \eta \in (0, 1) \) is a scalar coefficient to balance the importance of these two uncertainties. In this paper, we fix \( \eta = 0.3 \) according to the experiments. Based on the integrative uncertainty, we can select the most useful sample-label pair as follows:

\[
(x^*, l^*) = \arg\max_{x \in \mathcal{D}, l \in \mathcal{L}} u(x, l)
\]

2) Worker selection: Each worker has his/her own specialty. As a result, different workers are good at annotating different samples, and a worker with low overall quality and low cost may still give reliable annotations to specific samples. Therefore, it is not suitable to approximate the credibility of a worker on a specific sample using his overall annotation quality. Here, we assume that a worker’s credibility in annotating \( x_i \) can be approximated based on his submitted annotations to neighbor samples \( (x_j \in D^L) \) of \( x_i \), and on the consensus annotations \( \bar{y}_j \) computed using Eq. [6]. Since the crowd workers are divided into \( M \) groups, each group has its own annotation behaviour (i.e., bias and label correlations), which is captured in \( C^m \). In addition, each worker also has his bias towards the \( L \) distinct labels, which is encoded in \( D_w \). Given this, we can estimate the credibility of worker \( w \) towards annotating \( x_i \) as follows:

\[
q_w(x_i) = \frac{1}{|\mathcal{N}_k(x_i)|} \sum_{x_j \in \mathcal{N}_k(x_i)} S(x_i, x_j) P^w(a^w = y_j | C^m, D_w, x_j)
\]

where \( P^w(\cdot) = \prod_{g=1}^L \prod_{l=1}^L (C^m(g, l) + D_w(g, l))^{I(A^w_{g,l})-1} \) (11)

where \( \mathcal{N}_k(x_i) \) includes the \( k \) nearest neighbors of \( x_i \) in \( D^L \); \( S(x_i, x_j) \) stores the similarity between \( x_i \) and \( x_j \), which is the inverse of their Euclidean distance. \( P^w(\cdot) \) computes the probability that the \( w \)-th worker correctly annotates \( x_j \). Similar as Eq. [6], the annotations have a multinomial distribution. Obviously, among the \( k \) neighbors, samples more similar to \( x_i \) contribute more to the estimation of \( q_w(x_i) \).

A worker who provides high-quality annotations in crowdsourcing should be appropriately rewarded. Here, we can approximate the cost of a worker using the credibility of his previous annotations. Based on the specificity \( D_w \) of the \( w \)-th worker and his previous annotations, we can approximate his cost \( c_w \) as follows:

\[
c_w = \text{reward}\left(\frac{1}{\text{nnz}(A_w)} \sum_{i=1}^N \prod_{l=1}^L D_w(l, l)^{I(a^w_{g,l})-1}\right)
\]

where \( \sum_{i=1}^N \prod_{l=1}^L D_w(l, l)^{I(a^w_{g,l})} \) estimates the overall annotation quality of the worker, and \( \text{nnz}(\cdot) \) counts the number of nonzero entries of \( A_w \), which is equal to the number of annotations provided by the \( w \)-th worker. \text{reward}(\cdot) is a user-specified reward function. In this paper, for simplicity, the reward function used is linear: \text{reward}(x) = x.

3) Cost-effective sample-label-worker selection: To achieve cost-effective sample-label-worker triplets \( (x^*, l^*, w^*) \), we need a large integrative uncertainty \( u(x^*, l^*) \), a high-credibility worker \( q_w(x^*) \), and a cost \( c_w \) as low as possible. A straightforward criterion for selecting the best sample-label-worker triplet \( (x^*, l^*, w^*) \) is:

\[
(x^*, l^*, w^*) = \arg\max_{x \in \mathcal{D}, l \in \mathcal{L}, w \in W} u(x, l) q_w(x) c_w
\]

A sample-label-worker triplet that violates any of the three desired properties will receive a small score in Eq. [13]. We emphasize that none of the existing cost-effective crowdsourcing solutions \([17],[24]\) can jointly account for the impact of workers, labels, and samples in crowdsourcing. Our experimental results confirm the benefits of this effort.

D. Optimization

1) Algorithm Optimization: Inspired by the idea of the Alternating Direction Method of Multipliers \([53]\), we adopt the alternative minimization strategy to solve Eq. [5].

Updating \( D_w \) with fixed \( \lambda_m, C^m \). We need to minimize the following objective function

\[
\mathcal{L}(D_w) = \sum_{m=1}^M \sum_{l=1}^L \sum_{u=1}^W \lambda_m^u \|A^u_m - A^u_w(D_w + C_m)\|^p_2 - \beta \sum_{w,v \in W_{mm}} \text{HSIC}(D_w, D_v) \\
\text{s.t. } \|d^w_m\|_2 = 1
\]

We introduce an auxiliary variable \( S(w) \), and then obtain the following objective

\[
\mathcal{L}(D_w) = \sum_{m=1}^M \sum_{l=1}^L \sum_{u=1}^W \lambda_m^u \|A^u_m - A^u_w(D_w + C_m)\|^p_2 - \beta \sum_{w,v \in W_{mm}} \text{HSIC}(D_w, D_v) \\
\text{s.t. } D_w = S(w), \|S^w\|_2 = 1
\]

By removing the equality constraint, Eq. [13] becomes

\[
\mathcal{L}(D_w, S(w), T(w)) = \sum_{m=1}^M \sum_{l=1}^L \sum_{u=1}^W \lambda_m^u \|A^u_m - A^u_w(D_w + C_m)\|^p_2 \\
- \beta \sum_{w,v \in W_{mm}} \|d^w_m\|_2 + \rho \|D_w - S(w) + T(w)\|^p_2 \\
\text{s.t. } \|S^w\|_2 = 1
\]
where $\mu > 0$ is the penalty hyperparameter. The optimal solution of Eq. (16) can be obtained with

$$
\begin{align*}
&D_{r+1}^{(w)} = \arg \min_{D_{r+1}^{(w)}} \frac{1}{m} \sum_{m=1}^{M} \| A_w - A_w(D_w + C_m) \|_F^2 \\
&\quad - \beta \sum_{w=1}^{W} \text{HSIC}(D_w, D_w) + \mu \| D_w - S_r^{(w)} + T_r^{(w)} \|_F^2 \\
&S_r^{(w)} = \arg \min_{S_r^{(w)}} \| D_{r+1}^{(w)} - S_r^{(w)} + T_r^{(w)} \|_F^2, \ s.t. \ |S_r^{(w)}|_2 = 1 \\
&T_r^{(w)} = T_r^{(w)} + D_{r+1}^{(w)} - S_r^{(w)}, \quad \text{update } \mu \text{ if appropriate}
\end{align*}
$$

Updating $C_m$ with fixed $\{\lambda_m\}_{m=1}^M$, $D_w$. We need to minimize the following objective function

$$
L(C_m) = \sum_{w=1}^{W} \lambda_m \| A_w - A_w(D_w + C_m) \|_F^2 + \alpha \sum_{m=1}^{M} \lambda_m \text{tr}((C_m)\text{tr}L(C_m))
$$

(18)

By taking the derivative with respect to $C_m$ and setting it to zero, we obtain

$$
\sum_{w=1}^{W} \lambda_m ((A_w)^T A_w C_m - (A_w)^T A_w) + \alpha \lambda_m L C_m = 0
$$

(19)

Accordingly, we can update $C_m$ with the following rule

$$
C_m = \frac{\lambda_m \sum_{w=1}^{W} (A_w)^T A_w}{\lambda_m \sum_{w=1}^{W} (A_w)^T A_w + \alpha \lambda_m L}
$$

(20)

Updating $\lambda$ with fixed $D_w, C_m$.

$$
L(\lambda, \gamma) = \sum_{m=1}^{M} \sum_{w=1}^{W} \lambda_m \| A_w - A_w(D_w + C_m) \|_F^2 - \gamma (\sum_{m=1}^{M} \lambda_m - 1)
$$

(21)

By setting to zero the derivative of Eq. (21) with respect to $\lambda$ and $\gamma$, we obtain the following updating rule

$$
\lambda_m = \frac{\left(\sum_{w=1}^{W} \| A_w - A_w(D_w + C_m) \|_F^2\right)^{1/v}}{\sum_{m=1}^{M} \left(\sum_{w=1}^{W} \| A_w - A_w(D_w + C_m) \|_F^2\right)^{1/v}}
$$

(22)

According to the above rules, we can alternatively update these variables until the convergence condition (i.e., the difference of the objective function value between two consecutive iterations is smaller than $10^{-5}$) is reached.

2) Convexity Analysis: Because of the HSIC term involved in Eq. (5) and (5), it is generally not convex due to the negative sign. Therefore, we must make sure that the function in Eq. (16) is convex. Obviously, we could obtain the optimal solution above if $L(D_w)$ in Eq. (16) is strictly convex, which is also a prerequisite for the convergence of the holistic optimization. Therefore, we explore the suitable parameter setting and ensure the convexity of $L(D_w)$ as follows:

**Theorem 1**: Given the parameter setting $\mu/\beta \geq 4L(W - 1)$, the subproblem $L(D_w)$ is convex, where $L, W$ are the number of labels and workers, respectively.

**Proof**: From (5), whether the Hessian matrix $\nabla^2 L(D_w)$ is semi-positive definite or not decides the convexity of $L(D_w)$. We find that the first term $\sum_{m=1}^{M} \sum_{w=1}^{W} \lambda_m ||A_w - A_w(D_w + C_m)||_F^2$ is convex. As a result, we only must ensure the strict convexity for the last two terms, as follows:

$$
L(D_w) = -\beta \sum_{w=1}^{W} \text{HSIC}(D_w, D_w) + \mu \| D_w - S_r^{(w)} + T_r^{(w)} \|_F^2
$$

Fortunately, we can easily compute the Hessian matrix $\nabla^2 L(D_w)$ as:

$$
\nabla^2 L(D_w) = \mu I - \beta \sum_{w \neq v} CD_w^T D_w C = \mu I - \beta Q = P
$$

For convenience, we let $\sum_{w \neq v} CD_w^T D_w C = Q$. According to the Gershgorin theorem [53], all the eigenvalues $\xi$ lie in $[\xi - \mu/\beta - Q_{ii}] \leq \sum_{j \neq i} Q_{ij}$. The value of $\mu/\beta$ will satisfy the following constraint after transformation:

$$
\mu/\beta \geq \max_{1 \leq i \leq L} \left\{ \sum_{j \neq i} |Q_{ij}| - Q_{ii}\right\}
$$

From the equation above, we can easily obtain $|Q_{ij}| \leq 4(W - 1)$, therefore, the lower bound of $\mu/\beta$ is $4L(W - 1)$. Accordingly, we can set $\mu = 4L(W - 1)$ or even larger to ensure the constraint satisfied in practice.

It comes to a conclusion that Theorem 1 guarantees the convexity of $L(D_w)$ and the subsequent optimal solution.

3) Complexity Analysis: For multi-label crowd consensus, there are three main sub-problems ($C_m$, $D_w$ and $\lambda_m$) in our optimization procedure. Solving them has the following costs: $O(t_1 W N_l^2)$, $O(t_2 M N_l^3)$, and $O(t_3 M N_l L^2)$, respectively. $t_1$ is the number of iterations in each consensus round (100 in this paper). For active learning, it takes $O(M N_l u)$, $O(k N_l L^2 + N_l^2)$, and $O(nnz(A_w) L)$ to select sample-label pairs, workers, and costs, respectively. So the overall time complexity is $O(t_2(MNL_n + kN_l L^2 + N_l^2 + nnz(A_w) L))$, where $t_2$ is the number of queries. In practice, AMCC takes about 18 minutes on the SONYC-UST dataset and at most 4 minutes on the other six real-world datasets in Table I and 7 minutes on the three simulated datasets in Table II on a moderate PC.

IV. EXPERIMENTAL RESULTS AND ANALYSIS

A. Experimental setup

**Datasets**: To study the performance of AMCC in computing crowd consensus of multi-label samples, we perform experiments on seven real-world datasets. The statistics of the datasets are listed in Table I. SONYC Urban Sound Tagging (SONYC-UST) [4] is a dataset for the development and evaluation of machine listening systems for realistic urban noise monitoring. We remove the workers who only annotated once, since his expertise is difficult to estimate. Movie is a movie category classification dataset used in [28]. Affective Movie Noise Monitoring (AMNN) includes a 1000-headline sample with six emotions, which collected annotations from Amazon Mechanical Turk. The workers were asked to provide scores between 0 and 100 for each emotion, with 0 meaning ‘not at all’, and 100 meaning...
‘maximum emotion’. The other four real-world datasets were used in emotion classification [55]. Ground truths are also provided for evaluating the consensus models.

Table I: Statistics of six real-world datasets used in the experiments

<table>
<thead>
<tr>
<th>Datasets</th>
<th>WRK.</th>
<th>INS.</th>
<th>LAB.</th>
<th>ANN.</th>
<th>Wpl.</th>
<th>Lpl.</th>
</tr>
</thead>
<tbody>
<tr>
<td>SONYC-UST</td>
<td>118</td>
<td>442</td>
<td>23</td>
<td>1330</td>
<td>3</td>
<td>2.98</td>
</tr>
<tr>
<td>Movie</td>
<td>89</td>
<td>100</td>
<td>19</td>
<td>6811</td>
<td>35</td>
<td>1.95</td>
</tr>
<tr>
<td>Affective</td>
<td>38</td>
<td>100</td>
<td>6</td>
<td>6000</td>
<td>10</td>
<td>6</td>
</tr>
<tr>
<td>AppleEkman</td>
<td>68</td>
<td>78</td>
<td>6</td>
<td>2978</td>
<td>30</td>
<td>1.27</td>
</tr>
<tr>
<td>AppleNakamura</td>
<td>57</td>
<td>78</td>
<td>10</td>
<td>2768</td>
<td>30</td>
<td>1.18</td>
</tr>
<tr>
<td>LoveEkman</td>
<td>54</td>
<td>63</td>
<td>6</td>
<td>1890</td>
<td>30</td>
<td>1.05</td>
</tr>
<tr>
<td>LoveNakamura</td>
<td>41</td>
<td>63</td>
<td>10</td>
<td>3965</td>
<td>41</td>
<td>1.53</td>
</tr>
</tbody>
</table>

WRK.: number of workers; INS.: number of instances; LAB.: number of labels; ANN.: number of annotations; Wpl. (Lpl.): Average number of workers (labels) per instance.

Comparing methods: To perform a comparative study of AMCC, we conduct two types of experiments. Our first goal is to compare the performance of AMCC on the task of computing the crowd consensus against MV [31], C-DS [26], RA/EL-GLAD [28], MCMLD [27], ML-JMF [29], and NAM [19]. The first two are classical single-label crowdsourcing solutions, and the other four are multi-label crowd consensus solutions.

Our second goal is to compare the active learning strategy of AMCC against its variants AMCC(rW), AMCC(rSL), AMCC(nLC), and against other baselines, which include SAC [17], MV(rWS), and NAM(A). AMCC(rW) randomly selects workers for active learning; AMCC(rSL) randomly selects the sample-label pairs to be queried; AMCC(nLC) does not use label correlations, and it only uses Eq. [2] to select sample-label pairs. SAC is a single-label active crowdsourcing solution; for the query, it selects the most uncertain sample from the most reliable worker (with the highest accuracy) [17]; NAM(A) is an active multi-label crowdsourcing method, it uses QCI (Query label Cardinality Inconsistency) [18] to select the samples, and selects the most reliable worker for query; MV(rSW) randomly selects a sample and a set of workers for the query, and then uses the majority vote rule to generate the label for the queried sample.

We implemented MCMLD based on its original paper, and adopted the original codes for the other methods. The input parameters of the baseline methods are set and/or optimized as recommended by the authors. AMCC and its variants achieve a good performance when the scalar parameters \( \alpha = 0.1, \beta = 10, r = 2 \) and \( M = 5 \) in Eq. [2]. The parameter sensitivity analysis of them will be reported.

Evaluation metrics: Three widely used metrics are adopted for performance comparisons: Accuracy, Ranking Loss (RL), and OneError (OE). In multi-label crowd consensus, results can be partially correct. We therefore rely on the set-based definition of Accuracy to evaluate the individual correctness on \( N \) samples [29], [39]:

\[
\text{Accuracy} = \frac{1}{N} \sum_{i=1}^{N} \frac{|T_i \cap T_i^*|}{|T_i^*|}
\]

where \( T_i \) and \( T_i^* \) are the sets of true labels and the set of consensus labels of the \( i \)-th sample, respectively. For consistency with the other evaluation metrics, we report 1-RL (1-OE) instead of RL (OE). Thus, like Accuracy, the higher the value of 1-RL (1-OE) is, the better the performance will be. These metrics evaluate multi-label learning from different perspectives; as such, it’s expected that a single method may perform well on some, but not necessarily on all metrics. Formal definitions of the metrics can be found in [50].

B. Consensus annotation results

Here we present and discuss the first set of experiments. For a fair comparison, AMCC does not include the active learning process of sample-label-worker triplets for the query. We independently run each method ten times and report the average results.

1) Results on simulated data: To cope with the lack of real-world multi-label crowdsourcing datasets that cover a variety of scenarios, we also conduct experiments on simulated datasets, which can further reveal the difference among the compared algorithms under various conditions.

We selected three widely used multi-label datasets for classification from MULAN[^] and give the details in Table II. The labels of these datasets naturally exhibit correlations. We observe that, rather than carefully annotating samples with each appropriate label, the crowd worker prefers to scan and annotate samples with the most relevant labels, and leave the remaining labels untouched. We simulate this behavior as follows. We randomly bisect each dataset into two parts, denoted as DATA1 and DATA2. We use the classic multi-label classifier RankSVM [56] to predict the relevance rank of labels to simulate the annotation process. RankSVM is separately trained on \( \{90\%, 80\%, 70\%, 60\%, 50\%, 40\%, 30\%\} \) of the samples of DATA1, thus simulating seven workers. Then, we use the trained RankSVM to make prediction on 80% of the instances randomly selected from DATA2, and take the predicted results as the annotations provided by a worker. In addition, we add six ‘workers’ (spammers): three uniformly annotate all samples with a specific label; the other three separately annotate a sample with a random label. Table III shows the results of the methods on the simulated datasets.

We clearly see that AMCC frequently outperforms the comparing methods across different datasets and evaluation metrics. Besides Accuracy, AMCC generally has higher 1-RL values than other methods, which shows that AMCC can more reliably rank relevant labels ahead of irrelevant ones. The prominent results of AMCC on 1-OE again confirm this advantage. RA/EL-GLAD, MCMLD, NAM, ML-JMF, and NAM.[^]

[^]: http://mulan.sourceforge.net/datasets-mlc.html

Table II: Three multi-label datasets for simulations.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>INS.</th>
<th>LAB.</th>
<th>Lpl.</th>
<th>FEA.</th>
<th>ANN.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Emotions</td>
<td>593</td>
<td>6</td>
<td>1.870</td>
<td>6</td>
<td>1646</td>
</tr>
<tr>
<td>Scene</td>
<td>2407</td>
<td>6</td>
<td>1.074</td>
<td>6</td>
<td>6742</td>
</tr>
<tr>
<td>Yeast</td>
<td>2417</td>
<td>14</td>
<td>4.237</td>
<td>14</td>
<td>6770</td>
</tr>
</tbody>
</table>

FEA: number of features
AMCC make use of label correlations and achieve better results than C-DS and MV, and do not use label correlations. MCMLD, NAM, ML-JMF, and AMCC achieve, most of the times, a better performance than RAÆEL-GLAD and C-DS. This is because the latter two do not account for the quality variance of workers. MCMLD and NAM often lose to AMCC and ML-JMF, because they do not account for workers’ behaviors, whereas the latter two do. Both AMCC and ML-JMF can reduce the impact of spammers, but AMCC still achieves better results than ML-JMF. That is because AMCC models the workers by groups, and reduces the impact of sparse annotations by merging workers’ annotations within the same group, and assigns weights to workers at the group level. In contrast, ML-JMF separately assigns a weight to each worker, and thus is more sensitive to annotation sparsity. As a result, AMCC can model the expertise of workers more reliably than ML-JMF. This observation supports our approach of separately accounting for the expertise of workers ($\mathbf{D}_w$) and for their annotation behaviors ($\mathbf{C}_{rm}$) when computing crowd consensus labels [13].

Figure 2 shows the results of AMCC in terms of worker individuality at the group level on the Yeast dataset. In the Figure, each set of 3D bars depicts the workers’ individuality ($\mathbf{D}_w$), and the assigned weight $\lambda_{rm}$ of the group these workers belong to. We can see that the higher the weight $\lambda_{rm}$ is, the more reliable the workers in the corresponding group are. Reliable workers give correct annotations with high probability (diagonal values close to 1) and rarely provide wrong annotations. In the normal group, workers have relatively high accuracy, but the accuracy is smaller than that of the reliable group. Workers in the sloppy group often make incorrect annotations. AMCC assigns the lowest weight to the group of spammers, who randomly or uniformly annotate samples with labels and have the lowest accuracy.

In summary, our experimental results not only prove the effectiveness of AMCC in computing multi-label crowd consensus labels of samples, but also confirm that label correlations, the individuality, and the commonality of workers should be jointly leveraged. In addition, the results justify the modelling of the specificity and of the commonality of workers at a group level, since doing so reduces the number of weights and the impact of sparse annotations.

2) Results on real-world datasets: To evaluate the performance of AMCC in a real-world setting, we conduct experiments on the datasets listed in Table I. The results are reported in Table IV.

From Table IV, we can see that AMCC achieves the highest accuracy in most of the cases. Specifically, the Accuracy of AMCC on Movie and AppleNakamura has obviously improved than others. RAÆEL-GLAD, MCMLD, NAM, ML-JMF, and AMCC all consider label correlations, and achieve higher Accuracy than the methods which do not account for label correlations. Furthermore, AMCC generally has higher 1-RL and 1-OE values than C-DS, RAÆEL-GLAD, MCMLD, ML-JMF, and NAM. We also reveal $C_{rm}$ of AMCC on the SONYC-UST dataset in Figure 3. Alike Figure 2, AMCC clearly clusters workers into five different groups, and assigns different weights ($\lambda_{rm}$) to these groups. The lower the weight is, the less reliable the group (and workers within) is.
C. Active crowdsourcing results

In this subsection, we conduct the second type of experiments to study the effectiveness of the active crowdsourcing learning strategy on the seven real-world datasets. For each dataset, we randomly partition the samples into three parts, and separately use 5%, 70% and 25% of the whole dataset to construct the initial labeled training data, the unlabeled training data, and the test data. We evaluate our consensus model in the active learning setting. For the cold-start case, the consensus outputs derived from initial worker annotations can serve as the labels of $D_L$ and kick off the active learning process. We estimate the average accuracy of workers on the initial labeled set, then we set the worker’s query cost within one (lowest) and $W$ (highest), and proportionally to his quality. We sample a batch of 5 instances at each iteration and repeat the iteration for 20 times. After each iteration, the annotations returned by the selected sample-label-worker triplets are appended into $D_L$ and to update the learning model. The average performance over ten independent data partitions is reported in Figure 4 (Accuracy) and Figure 5 (Cost).

From Figures 4 and 5, we have the following observations. (i) AMCC significantly outperforms the baseline methods. This global pattern proves the effectiveness of our proposed sample-label-worker triplet selection strategy. (ii) AMCC always outperforms the variant AMCC(rW) on both accuracy and cost, which shows the effectiveness of AMCC in selecting the most suitable workers with low cost and capable of providing reliable annotations for the selected sample-label pairs. (iii) AMCC achieves a better performance than AMCC(rSL) in most cases. This proves that the uncertainty of sample-label pairs helps in reducing the query cost, and AMCC can select useful sample-label pairs. (iv) AMCC(nLC), AMCC(rSL), NAM(A), and SAC ignore label correlations, so they need more queries to achieve the same accuracy as that of AMCC. (v) MV(rWS) has always the lowest accuracy, since it randomly selects sample-label-worker triples; it neither accounts for the uncertainty of samples and label correlations, nor for the individuality of workers in crowdsourcing. (vi) AMCC always takes the lowest cost among all compared methods. Both SAC and NAM(A) select the most reliable workers for annotations, and need a higher budget. (vii) AMCC(nLC), AMCC(rSL), and AMCC all reduce the cost by selecting relatively reliable workers with low cost. From these results, we can conclude that the uncertainty of samples, label correlations, the specialty (including individuality, group commonality, and cost) of workers can jointly reduce the cost of active crowdsourcing learning on multi-label data.

We further study the impact of query batch size (number of sample-label pairs) on active learning. We start from 5% labeled samples of Effective and SONYC-UST datasets until the labeled samples increased to 50%. We fix the batch size to {2, 5, 10, 25} and report the correspond results in Figure 6. We observe that a smaller batch size generally gives a slightly better performance. That is because a large size provides a batch of samples and labels with more within-redundancy. On the other hand, a smaller batch size asks for more iterations and more computation. For balance, we fix the batch size to 5 for experiments.

D. Robustness with respect to sparse annotations

In real scenarios of crowdsourcing, it’s common that the majority of workers only annotate few samples, while some workers annotate many. To evaluate the behavior of different consensus approaches with respect to annotation
sparsity, for each dataset in Table I, we randomly remove \{10\%, 20\%, 30\%, 50\%\} of the annotations of each worker to generate sparser annotations, and then adopt the remaining annotations for the experiments. In the random removal process, we ensure that each worker annotates at least one sample. The results are shown in Table VII.

As the ratio of removed annotations increases, all the methods have a reduced consensus performance. This pattern is expected, since the information collected from workers gradually diminishes. AMCC almost always outperforms the baselines expected, since the information collected from workers gradually diminishes. AMCC almost always outperforms the baselines across all the seven datasets. MV, C-DS, and RAkEL-GLAD ignore the connections between workers, which leads to an inaccurate consensus. When 50\% of the annotations is removed, AMCC still holds an accuracy $\geq 80\%$ (except on the Affective dataset) and is more robust to annotation sparsity than the other methods. This is because AMCC considers the commonality of workers at the group level and alleviates the issue of sparse annotations via merging the available annotations in the same group. In addition, it accounts for the individuality of workers. In contrast, the other methods either ignore the individuality or the commonality.

### E. Parameter Sensitivity Analysis

Four input parameters, namely $\alpha$, $\beta$, $r$, and $M$, may affect the performance of AMCC. We conduct experiments to study the sensitivity of AMCC with respect to these parameters. $\alpha$ and $\beta$ adjust the contribution of label correlations and the commonality between workers in the same group. $r$ scales the weights assigned to groups, and $M$ controls the number of workers’ groups. We report in Figure VII the results of AMCC on the Movie and Affective datasets, when $\alpha$ and $\beta$ vary in $\{10^{-4}, 10^{-3}, \cdots, 10^4\}$, and in Figure VIII those when $r$ vary in $\{2, 3, 4, 5\}$ and $M$ in $\{2, 3, \cdots, 7\}$.

When $\alpha$ is fixed, we can see that the accuracy of AMCC increases first and then decreases, reaching a maximum at $\beta = 10$. This is because a small $\beta$ value does not make sufficient use of label correlations, which can often boost the performance of multi-label learning, while a too large $\beta$
overemphasizes label correlations. When $\beta$ is fixed, $\alpha$ values which are too large or too small bring down the accuracy of AMCC. This is because a too small value of $\alpha$ underweights the commonality of workers, while a too large value of $\alpha$ overweights the commonality of workers. This pattern indicates that the workers should be properly modeled in crowdsourcing. Based on the above analysis, we set $\alpha = 0.1$ and $\beta = 10$ in the experiments.

Figure 7. Accuracy of AMCC under different combinations of $\alpha$ and $\beta$

The left sub-figure in Figure 8 shows that the accuracy of AMCC decreases, or remains steady, as the value of $r$ (power size of weights $\lambda_r$ in Eq. (5)) grows, and achieves the highest value when $r = 2$. Therefore, we set $r = 2$ in our experiments.

In Figure 8 (right), we also report the results of AMCC when the number of groups changes. AMCC improves when the number of groups increases. This is because there often exists different types of workers, such as reliable, normal, and sloppy workers, and spammers during crowdsourcing [29].

Figure 8. Accuracy of AMCC under different values of $r$ and $M$

AMCC boosts its performance by grouping workers, and by assigning different weights to the groups and workers therein. In practice, based on the study in [57], [58], there are usually four or five types of workers in the real-world crowdsourcing. Given that, we set $M = 5$, which is effective and reasonable for all the experiments.

Figure 9. Accuracy of AMCC under different values of $\eta$
Figure [9] shows the Accuracy of AMCC under different values of \( \eta \) on the seven datasets in Table [1]. We can find that AMCC obtains relatively stable performance when \( \eta \in [0.2, 0.7] \). When \( \eta \) is close to the extreme value (0 or 1), AMCC manifests a reduced performance. That is because AMCC only uses uncertainty to select sample-label pairs when \( \eta = 0 \), and only uses label correlations to select sample-label pairs when \( \eta = 1 \). In other words, both the uncertainty and label correlations contribute to the sample-label pair selection. Given that, we adopt \( \eta = 0.3 \) for experiments.

**F. Convergence analysis**

From the convexity analysis in Section [III-D], we prove that once \( \mu = 4L(W - 1)\beta \) AMCC will converge. We plot the loss trend of AMCC in each iteration on the Affective and SONYC-UST datasets in Figure [10]. AMCC quickly converges after five iterations. The overall loss patterns in each iteration on the other datasets give similar patterns. Therefore, AMCC indeed comes to the convergence under the condition \( \mu = 4L(W - 1)\beta \).

![Figure 10. Convergence curve of AMCC on the Affective and SONYC-UST datasets.](image_url)

**V. Conclusion**

In this paper, we summarized the challenges of crowd consensus on multi-label data and its conjunction with active learning. For these challenges, we introduced an approach called Active Multi-label Crowd Consensus (AMCC). AMCC takes into account the commonality and the individuality of workers, and assumes that workers can be divided into different groups. AMCC reduces the impact of unreliable workers by assigning smaller weights to the groups. To collect reliable annotations with reduced cost, AMCC incorporates a novel active crowdsourcing learning strategy to select sample-label-worker triplets. In the triplet, the selected sample and label are the most helpful for the consensus model, and the selected worker can reliably annotate the sample with the lowest cost possible. Results on three simulated datasets and seven real-world datasets show that AMCC can achieve reliable annotations with low cost, and accurately aggregate labels for the samples. In addition, AMCC performs well when the annotations are sparse. The code and datasets will be available at [http://mlda.swu.edu.cn/codes.php?name=AMCC](http://mlda.swu.edu.cn/codes.php?name=AMCC).
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