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Abstract

Amplitude-coherent (AC) detection is an efficient technique that can simplify the receiver design while providing reliable symbol error rate (SER). Therefore, this work considers AC detector design and SER analysis using M-ary amplitude shift keying (MASK) modulation with receiver diversity over Rician fading channels. More specifically, we derive the optimum, near-optimum and a suboptimum AC detectors and compare their SER with the coherent, phase-coherent, noncoherent and the heuristic AC detectors. Moreover, the analytical and asymptotic SER at high signal-to-noise ratios (SNRs) are derived for the heuristic detector using single and multiple receiving antennas. The obtained analytical and simulation results show that the SER of the AC and coherent MASK detectors are comparable, particularly for high values of the Rician K-factor, and small number of receiving antennas. In most of the considered scenarios, the heuristic AC detector outperforms the optimum noncoherent detector significantly, except for the binary ASK case at low SNRs. Moreover, the obtained results show that the heuristic AC detector is immune to phase noise, and thus, it outperforms the coherent detector in scenarios where the system is subject to considerable phase noise.
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I. INTRODUCTION

Generally speaking, there are three main types of detection schemes for digital signals, which are coherent detection, noncoherent detection, and partially coherent detection [1]. The detector design, required channel state information (CSI), computational complexity, and symbol error rate (SER) of each detection scheme depend on several factors such as the modulation scheme, modulation order, and channel model. Therefore, adopting particular modulation and detection schemes is mostly determined by the targeted application. For example, broadband communications require spectrally efficient modulation schemes to support high data rates, and the communicating nodes typically have sufficient resources to estimate the CSI, and hence, modulation schemes with high order and coherent detectors are utilized. For most wireless applications, quadrature amplitude modulation (QAM) is considered as the most attractive due to its power and spectral efficiency [2]-[4]. Nevertheless, $M$-ary amplitude shift keying (MASK) has recently attracted extensive attention because it is more suitable for certain applications such as wireless sensor networks (WSNs) [5], wireless energy transfer [6], radio frequency identification (RFID) [7], and optical wireless communications (OWC) [8]-[12].

Unlike typical wireless communications systems, OWC such as free space optics (FSO) and visible light communications (VLC) that use intensity modulation with direct detection (IM-DD) require the baseband signal to be real and positive, and hence, using QAM for OWC directly is infeasible. To overcome this limitation, QAM can be combined with orthogonal frequency division multiplexing (OFDM) to generate real and positive signals using various techniques [13]. Nevertheless, the spectral efficiency and SER of QAM-OFDM are generally equivalent to MASK-OFDM [14]. Therefore, MASK renders itself as an efficient alternative to QAM for OWC [15] because it can be used with/without OFDM. Moreover, in IM-DD, the binary ASK (BASK) can be detected using a simple noncoherent detector that does not require prior knowledge of the instantaneous CSI. The noncoherent BASK detector has low complexity and is robust to hardware impairments such as the carrier frequency offset and phase noise, but it suffers from poor spectral efficiency, and accurate knowledge of the statistical CSI is necessary to compute the optimum threshold. Improving the spectral efficiency of noncoherent MASK modulation by increasing the modulation order $M$ is not feasible in fading channels due to its poor SER [1], which limits its utilization to additive white Gaussian noise (AWGN) channels. Practically speaking, the AWGN
channel model is limited to few applications such as indoor OWC [13].

Although the channel in OWC may be considered non-fading in certain scenarios [16], [17], channel models that consider the fading induced by atmospheric turbulence can be more practical, and they are actually more flexible because they can be used to describe a wide range of fading scenarios. In the literature, several channel models have been adopted for OWC including the Gamma-Gamma, exponential and Rician [13], [18], [19]. Moreover, the random pointing error in OWC are typically modeled as Rician [20]-[22]. The Rician channel model is of particular interest because it is also widely adopted in wireless communications systems, such as massive multiple-input multiple-output (MIMO) systems [23]-[27], satellite/drone to ground channels [28], [29], [C1] RFID [30] and WSNs [31]. Therefore, the Rician channel model is adopted in this work.

To resolve the spectral efficiency and SER conflict of MASK, Al-Dweik and Iraqi [1] recently proposed a semi-coherent detection scheme, also denoted as amplitude coherent (AC) detection, that allows using MASK modulation with $M > 2$ over dispersive channels while maintaining the main advantages of noncoherent detection such as low receiver complexity, and immunity to phase noise and frequency offsets. The AC detector requires only the knowledge of the channel gain, which can be obtained blindly and efficiently for single and multicarrier modulation schemes [32], [33]. The channel phase information is not required, which is the main factor that contributes to the complexity reduction of the detector. The optimum, suboptimum and a heuristic detectors are derived in Rayleigh fading channels, and the performance of the heuristic detector is evaluated with and without perfect knowledge of the channel gain in [1] and [32], respectively. The optimum amplitudes of the transmitted MASK symbols are then derived for multibranch detectors in [34]. However, the Rayleigh fading model is limited to wireless applications with no line-of-sight (LoS) signal component. Therefore, applying the AC detector and evaluating its performance in a more general channel model is indispensable.

Consequently, this paper considers applying the AC detection technique to communication systems in Rician fading channels with single and multiple receiving antennas. More specifically, the optimum AC detector is derived, and its SER is compared with the optimum coherent and noncoherent MASK detectors. Moreover, efficient expressions for the SER and asymptotic SER at high signal-to-noise ratios (SNRs) are derived for the heuristic detector [1]. The obtained analytical and simulation results demonstrate that the AC detector can offer reliable SER performance that
is comparable to coherent detection in Rician fading channels.

The notations used throughout this paper are as follows. Bold upper and lower case letters and symbols such as $\mathbf{x}$, $\mathbf{X}$, $\phi$ and $\Phi$ are used to denote vectors, blackboard fonts such as $\mathbb{S}$ are used to denote sets. Variables and numbers normalized by the total noise variance such as $1/2\sigma_n^2$ and $\beta/2\sigma_n^2$ are denoted as $\bar{\mathbf{1}}$ and $\bar{\beta}$, respectively. Trial values in a maximization or minimization problem are denoted using a tilde, for example, the trial values for $a$ are denoted as $\tilde{a}$.

The rest of the paper is organized as follows. Section II presents the model of $M$-ary ASK system. In section III, the different types of considered detectors are derived including coherent, noncoherent and AC detectors. Sections IV presents the analysis of the SER for the heuristic AC detector. Sections V and VI provide the numerical results and conclusion, respectively.

II. SYSTEM AND CHANNEL MODELS

In unipolar MASK modulation, the baseband representation of the transmitted signal during the $\ell$th signaling interval is given by

$$d^{(\ell)} = s_m, \ m \in \{0, 1, ..., M - 1\},$$

where $M$ is the modulation order, the transmitted symbols $s_m \in \mathbb{R}$, where $\mathbb{R}$ is the set of nonnegative integers. Without loss of generality, the symbols’ amplitudes can be ordered such that $s_{m+1} > s_m$. Moreover, the amplitude spacing is assumed to be uniform such that $s_{m+1} - s_m = \delta$. It should be noticed that $\frac{1}{M} \sum_{m=0}^{M-1} E_m = 1$, $E_m = s_m^2$, when the average symbol energy is normalized to unity. Therefore, the transmitted symbol during the $\ell$th transmission interval can be described by,

$$d^{(\ell)} = m \times \delta, \ m \in \{0, 1, ..., M - 1\},$$

where $m$ is selected uniformly, and $\delta$ is defined as [1]

$$\delta = \sqrt{\frac{6}{(2M - 1)(M - 1)}}.$$ (3)

The system under consideration assumes that the transmitter is equipped with a single transmit antenna, and the receiver is equipped with $N$ receiving antennas. The channels between the transmitting and receiving antennas are assumed to be flat, independent and identically distributed
(i.i.d.) Rician fading channels. Therefore, the received signals in vector notation can be written as

\[
\mathbf{r} = \mathbf{h}s_m + \mathbf{n}, \quad m \in \{0, 1, \ldots, M-1\},
\]

where the channel fading vector \( \mathbf{h} \in \mathbb{C}^{N \times 1} \), \( h_i \sim \mathcal{CN}(m_h, 2\sigma_h^2) \) represents the Rician fading, \( s_m \) is the information symbol selected uniformly from the set \( S = \{s_0, s_1, \ldots, s_{M-1}\} \), and the AWGN vector \( \mathbf{n} \in \mathbb{C}^{N \times 1} \) where \( n_i \sim \mathcal{CN}(0, 2\sigma_n^2) \). The received signal in (4) can also be written as

\[
\mathbf{r} = [\mathbf{\alpha} \circ \Phi] s_m + \mathbf{n},
\]

where \( \mathbf{\alpha} = [|h_1|, |h_2|, \ldots, |h_N]| \), \( \Phi \triangleq e^{j\theta} \), and \( \circ \) denotes the Hadamard product. It is worth noting that the channel gain is modeled as a complex random variable to capture the amplitude and phase variations caused by fading channels, and the additive noise is modeled as complex random variable because of the quadrature receiver that is typically used in such systems [37, pp. 66].

A. Rician Channel Model

In Rician fading, the received signal has a LoS component that affects the received signal envelope and phase. After dropping the channel index, the joint probability density function (PDF) of the channel envelope \( \alpha \triangleq |h| \) and phase \( \theta \triangleq \arg \{h\} \) is given by

\[
f(\alpha, \theta) = \frac{\alpha}{2\pi\sigma_h^2} \exp\left(-\frac{\alpha^2 - 2\mu_h \alpha \cos \theta + \mu_h^2}{2\sigma_h^2}\right),
\]

where \( \mu_h = |m_h| \). The marginal PDF of \( \alpha \) can be obtained by averaging the joint PDF \( f(\alpha, \theta) \) over \( \theta \). Thus

\[
f(\alpha) = \int_{-\pi}^{\pi} f(\alpha, \theta) \, d\theta
\]

\[
= \frac{2(1 + K)}{\Omega} e^{-K} e^{-\frac{(1+K)\alpha^2}{\Omega}} I_0 \left(2\alpha \sqrt{\frac{K(1+K)}{\Omega}}\right),
\]

where \( \Omega[\alpha^2] \triangleq \Omega = \mu_h^2 + 2\sigma_h^2 \) is the Rician factor that determines the link quality, \( K \in (0, \infty) \). For small values of \( K \), the channel fading becomes severe, which indicates that the link quality is poor, while high quality links are typically achieved for \( K \gtrsim 10 \) [35]. The PDF of
the phase \( \theta \) can be obtained by averaging over the PDF of \( \alpha \) [36], which gives
\[
f(\theta) = \frac{1}{2\pi} e^{-K} + \sqrt{\frac{K}{\pi}} \cos(\theta + \phi) \exp\left(-K \sin^2(\theta + \phi)\right) Q\left(-\sqrt{2K} \cos(\theta + \phi)\right),
\]
where \( \phi = \tan^{-1}\left(\frac{\mu_h,Q}{\mu_h,I}\right) \), \( \mu_{h,I} \triangleq \Re\{m_h\} \), \( \mu_{h,Q} = \Im\{m_h\} \), and \( Q(\cdot) \) is the \( Q \)-function.

### III. MASK Detector Design

Usually, there is a trade-off between the receiver complexity and SER performance. The complexity may refer to the computational complexity, hardware complexity or the amount of information required at the receiver side. Adopting a certain detector design depends on the desired application. Other parameters such as the spectral efficiency can affect the complexity and SER. Because it is typically difficult to achieve such conflicting objectives simultaneously, it is crucial to have various options that may fit various applications. In this section, various optimum and sub-optimum detectors are derived for MASK signals in Rician fading channels, and their complexity will be discussed.

#### A. Coherent Detection

Based on the signal model in (4), and noting that all \( N \) received signals are mutually independent, the conditional PDF of \( r \) for a given fading vector \( h \), and a transmitted symbol \( s_m \) is given by [37]
\[
f(r|h,s_m) = \prod_{i=1}^{N} f(r_i|h_i,s_m).
\]
As can be noted from (4), \( f(r_i|h_i,s_m) \sim \mathcal{CN}(h_is_m, 2\sigma_n^2) \), and thus (10) can be written as
\[
f(r|h,s_m) = \frac{1}{(2\pi\sigma_n^2)^{N}} \prod_{i=1}^{N} \exp\left(-\frac{1}{2} |r_i-h_is_m|^2\right).
\]

The maximum likelihood (ML) detector based on (11) can be formulated as
\[
\hat{d} = \arg\max_{\tilde{s}_m \in \mathbb{S}} f(r|h,\tilde{s}_m)
\]
where \( \tilde{s}_m \) are the trial values of \( s_m \). By taking the log of the objective function, dropping the common terms and constants we obtain,
\[
\hat{d} = \arg\min_{\tilde{s}_m \in \mathbb{S}} \sum_{i=1}^{N} |r_i-h_i\tilde{s}_m|^2.
\]
As can be noted from (13), the computational complexity of the coherent detector is low, however, the fading parameters represented by $h$ should be available at the receiver. Generally speaking, estimating $h$ requires significant efforts, and inaccurate channel estimation deteriorates the system SER [38].

B. Noncoherent Detection

The noncoherent detector can be derived following the same approach of the coherent detector, except that the detector should not have any information about the instantaneous values of $h$. Consequently, $h$ should be treated as a random vector. In such cases, the ML detector can be formulated as

$$
\hat{d} = \arg \max_{\tilde{s}_m \in \mathbb{S}} f(r|\tilde{s}_m) = \arg \max_{\tilde{s}_m \in \mathbb{S}} \prod_{i=1}^{N} f(r_i|\tilde{s}_m).
$$

The conditional PDF $f(r_i|s_m)$ is a complex Gaussian random variable, and thus

$$
f(r_i|s_m) = \frac{1}{\pi \sigma_r^2} \exp \left( -\frac{|r_i - \mu_h s_m|^2}{\sigma_r^2} \right).
$$

where $\sigma_r^2 \triangleq 2(\sigma_r^2 s_m^2 + \sigma_n^2)$. After some straightforward simplifications, the ML noncoherent detector reduces to

$$
\hat{d} = \arg \min_{\tilde{s}_m \in \mathbb{R}} \left\{ -N \ln (\pi \tilde{\sigma}_r^2) + \frac{1}{\tilde{\sigma}_r^2} \sum_{i=1}^{N} |r_i - \mu_h \tilde{s}_m|^2 \right\},
$$

where $\tilde{\sigma}_r^2 = \sigma_r^2 |s_m - \tilde{s}_m|$. As can be noted from (16), the noncoherent detector does not require the knowledge of $h$, instead, it requires the statistical channel information, i.e., the values of $\mu_h$, $\sigma_r^2$, and $\sigma_n^2$. Estimating the statistical information of the channel is generally challenging because it requires large number of observations, and hence, large delay and high computational complexity. Therefore, similar to the coherent detector, the ML noncoherent detector has complexity limitations as well.

C. Amplitude Coherent Detection

The AC detector is designed as a compromise between the poor SER of the noncoherent and the high complexity of the coherent detector caused by the channel estimation process [1]. More
specifically, the AC detector is designed assuming that the receiver has partial knowledge about
the channel, namely, the fading gains vector $\alpha$, but no information is required for $\Phi$. Since phase
estimation is typically more complex to achieve as compared to the channel envelope, the AC
detector complexity is less than the coherent detection [32]. The following subsections present
the derivation of the optimum and suboptimum AC detectors.

1) Optimum AC Detector: The optimum AC detector can be derived by applying the ML
criterion and assuming the phase shift introduced by the channel is unknown. Therefore,
$$
\hat{d} = \arg \max_{\tilde{s}_m \in \mathbb{S}} f(r|\alpha, \tilde{s}_m).
$$
(17)

Because $r_i \forall i$ are mutually independent, then the conditional joint PDF of $r$ given that only the
channel gain $\alpha$ is known, can be derived as
$$
f(r|\alpha, s_m) = \prod_{i=1}^{N} \int_{-\pi}^{\pi} f(r_i|\alpha_i, \theta_i, s_m) f(\theta_i) d\theta_i,
$$
(18)
where $f(\theta_i)$ is given in (9). The integration over the PDF of $\theta$ in (18) is performed because the
AC detector is designed to retrieve the information symbols without the knowledge of the channel
phase. By noting that the real and imaginary parts of $r_i$ are independent, and dropping the index
$i$ for notational simplicity, then $f(r_i|\alpha_i, \theta_i, s_m)$ can be written as
$$
f(r|\alpha, \theta, s_m) = f(r_{\Re}|\alpha, \theta, s_m) f(r_{\Im}|\alpha, \theta, s_m)
\begin{align*}
&= \frac{1}{\pi} \exp \left[ -\frac{1}{2} \left( |r|^2 + \alpha^2 s_m^2 \right) \right] \exp \left[ 2\alpha s_m \left( r_{\Im} \sin(\theta) + r_{\Re} \cos(\theta) \right) \right] \\
&= \frac{1}{\pi} \exp \left[ -\frac{1}{2} \left( |r|^2 + \alpha^2 s_m^2 \right) \right] \exp \left[ 2\alpha s_m |r| \cos(\theta - \theta_t) \right],
\end{align*}
$$
(19)
where $\theta_t = \tan^{-1}(r_{\Im}/r_{\Re})$. Then, $f(r|\alpha, s_m)$ can be evaluated by substituting (9) and (19) into
(18). However, the PDF of $\theta$ given in (9) consists of the product of a trigonometric, exponential
and a $Q$-function, and hence, evaluating the integral in (18) is intractable. Consequently, the Von
Mises (Tikhonov or circular normal) distribution, which is considered as an accurate approximation
for the PDF in (9) [39], is used,
$$
f(\theta) \approx \frac{1}{2\pi I_0(\mathcal{K})} \exp (\mathcal{K} \cos (\theta - \phi)),
$$
(20)
where $K = 2\sqrt{K(K+1)}$. Therefore, the integral $\int_{-\pi}^{\pi} f(r|\alpha,\theta,s_m) f(\theta) d\theta$ in (18) can be evaluated as

$$f(r|\alpha,s_m) \approx G(r) \exp \left(-\bar{I}^2s_m^2\right) I_\theta. \quad (21)$$

where $G(r)$

$$G(r) = \frac{1}{\pi I_0(K)} \exp \left(-\bar{I}|r|^2\right) \quad (22)$$

and

$$I_\theta = \frac{1}{2\pi} \int_{-\pi}^{\pi} \exp (K\cos(\theta - \phi)) \exp (2\bar{\alpha} s_m |r| \cos (\theta - \theta_r)) d\theta. \quad (23)$$

The factor $G(r)$ can be considered constant with respect to the maximization process in (17), thus, it is more convenient to separate it from the other terms. Moreover, for the special case where $s_m = 0$, the PDF $f(r|\alpha,\theta,s_0)$ is independent of $\alpha$ and $\theta$. Thus,

$$f(r|\alpha,\theta,s_0) = \frac{1}{\pi} \exp \left[-\bar{I}|r|^2\right] = G(r) I_0(K). \quad (24)$$

For $s_m \neq 0$, evaluating the integral $I_\theta$ is actually intractable due to the existence of $\phi$ and $\theta_r$. Consequently, $I_\theta$ can be approximated using the Gauss-Chebyshev quadrature integration rule as shown in Appendix I, which is given by

$$I_\theta = \frac{1}{L} \sum_{l=1}^{L} \exp \left[(K\cos(\phi) + 2\bar{\alpha} s_m |r| \cos (\theta_r)) \cos (\varphi + \pi \frac{2l-1}{2L})
\right.
$$

$$\left. + (K\sin(\phi) + 2\bar{\alpha} s_m |r| \sin (\theta_r)) \sin (\varphi + \pi \frac{2l-1}{2L})\right], \quad (25)$$

where $L$ is the quadrature order, and

$$\varphi = \tan^{-1} \left(\frac{K\sin(\phi) + 2\bar{\alpha} s_m \sin (\theta_r) |r|}{K\cos(\phi) + 2\bar{\alpha} s_m \cos (\theta_r) |r|}\right). \quad (26)$$

Therefore, after applying the $\ln(\cdot)$ function and dropping the common and constant terms, the optimum AC detector reduces to

$$\hat{d} = \arg\min_{\tilde{s}_m \in \tilde{S}} \sum_{i=1}^{N} \tilde{\alpha}_i^2 \tilde{s}_m^2 - \ln \tilde{I}_\theta_i, \quad (27)$$

where $\tilde{I}_\theta_i = I_\theta_i|_{s_m = \tilde{s}_m}$, and the received signal phase can be computed directly from the received signal, $\theta_r \triangleq \tan^{-1} (r_\Im/r_\Re)$. As can be noted from (27), the optimum AC detector has very high computational complexity induced by $I_\theta_i$, which makes it prohibitively expensive to implement.
Moreover, the detector requires the knowledge of the noise variance $\sigma^2_n$ and the Rician fading parameter $K$. By noting that the detector in (27) is derived using an approximated $f(\theta)$ and $\mathcal{I}_\theta$, then it is denoted as near-optimum detector. It is also worth noting that the accuracy of $\mathcal{I}_\theta$ is mostly determined by the SNR because the second exponent in (23) may experience enormously high values at high SNRs, which might affect the integral accuracy.

2) Suboptimum AC Detector: As can be noted from (64) in Appendix I, $B$ and $D$ dominates $g(\theta)$ at high SNRs, i.e., $B \gg A \cos(\phi)$ and $D \gg C$. Thus, substituting $A = C = 0$ in (64) yields

$$\mathcal{I}_\theta \approx \frac{1}{2\pi} \int_{-\pi}^{\pi} \exp(B\alpha s_m |r| \cos(\theta) + D\alpha s_m |r| \sin(\theta)) d\theta$$

$$= \frac{1}{2\pi} \int_{-\pi}^{\pi} \exp(2\alpha s_m |r| [\cos(\theta_r) \cos(\theta) + \sin(\theta_r) \sin(\theta)]) d\theta$$

$$= \frac{1}{2\pi} \int_{-\pi}^{\pi} \exp(2\alpha s_m |r| \cos(\theta - \theta_r)) d\theta. \quad (28)$$

Using the same approach that is used to derive (25), and the fact that the integrand in (28) is periodic with respect to $\theta$, then $\theta_r$ can be dropped without affecting the integral. Consequently,

$$\mathcal{I}_\theta \approx \frac{1}{\pi} \int_{0}^{\pi} \exp(2\alpha s_m |r| \cos(\theta)) d\theta$$

$$= I_0(2\alpha s_m |r|). \quad (29)$$

Therefore, the AC detector can be expressed as

$$\hat{d} = \arg \min_{\hat{s}_m} \sum_{i=1}^{N} \mathcal{I}_{\alpha_i}^2 \hat{s}_m^2 - \ln [I_0(2\alpha_i s_m |r_i|)]. \quad (30)$$

It is worth noting that the suboptimum AC detector described in (30) is similar to the optimum AC detector derived in [1] for Rayleigh fading channels. Although this detector does not require knowledge of the statistical channel information, it requires the knowledge of the AWGN variance $\sigma^2_n$, and computing the Bessel function, which incurs high complexity.

Another suboptimal detector can be obtained by noting that $A \ll B$ and $C \ll D$ (64), therefore $\mathcal{I}_\theta$ can be approximated as

$$\mathcal{I}_\theta \approx \frac{1}{L} \sum_{l=1}^{L} \exp \left[2\alpha s_m |r| \left(\cos(\theta_r) \cos(\varphi + \frac{2l-1}{2L}) + \sin(\theta_r) \sin(\varphi + \frac{2l-1}{2L})\right)\right]$$

$$= \frac{1}{L} \sum_{l=1}^{L} \exp \left[2\alpha s_m |r| \cos\left(\frac{2l-1}{2L}\right)\right]$$
Interestingly, this approach does not contain the Bessel function. Moreover, extensive simulation results demonstrated the SER for both approaches is equivalent, and hence, only the second approach will be considered in Section V.

3) Heuristic AC Detector: Although the two suboptimum AC detectors derived above are less complex than the optimum AC detector, evaluating the Bessel and exponential functions is necessary to calculate the decision metric. Therefore, the heuristic detector presented in [1] is considered to reduce the complexity even further. The heuristic detector is given by

\[ \hat{d} = \arg \min_{s_m \in S} \left[ \zeta - s_m^2 \right]^2, \quad (31) \]

where \( \zeta \) is the combined signal from the \( N \) antennas, which is given by

\[ \zeta = \frac{|r|^2}{\sum_{i=1}^{N} \alpha_i^2}, \quad (32) \]

where \( |r|^2 = \sum_{i=1}^{N} |r_i|^2 \). For SER analysis, it is more convenient to express (31) as

\[ \hat{d} = \begin{cases} s_0, & 0 < \zeta < \eta_{0,1} \\ s_1, & \eta_{0,1} < \zeta < \eta_{1,2} \\ \vdots & \vdots \\ s_{M-1}, & \eta_{M-2,M-1} < \zeta < \infty \end{cases}, \quad (33) \]

where \( \eta_{i,j} \)'s are the detection thresholds given by

\[ \eta_{i,j} = \frac{1}{2} \left( s_i^2 + s_j^2 \right). \quad (34) \]

Based on the derived detectors, we summarize the various MASK detection schemes in Rician fading channels based on the required CSI. Table I shows the objective function (OF) of the detector using coherent (CO), noncoherent (NC) and AC detection. For the AC detection, the table presents the optimum (OP), suboptimum (SO) and heuristic (H), while only the optimum is presented for the coherent and noncoherent detectors. As can be noted from the table, NC-OP is the only detector that does not require prior knowledge of the any instantaneous CSI parameter, instead, it requires the knowledge of statistical information of the channel, i.e., \( \sigma_h \) and \( \mu_h \), of the fading channel and \( \sigma_n \) of the AWGN. Although the complexity of the detector itself is low, the estimation of the channel statistics is not, because it requires performing several operations over a large number of received samples. The CO-OP detector has the lowest complexity, does...
<table>
<thead>
<tr>
<th>Type</th>
<th>Rician</th>
<th>Rayleigh [1]</th>
</tr>
</thead>
<tbody>
<tr>
<td>Detector OF</td>
<td>$\sum_{i=1}^{N}</td>
<td>r_i - h_i \tilde{s}_m</td>
</tr>
<tr>
<td>CSI</td>
<td>$\alpha, \theta$</td>
<td>$\alpha, \theta$</td>
</tr>
<tr>
<td>AC-OP</td>
<td>$\sum_{i=1}^{N} \alpha_i^2 s_m^2 - \ln N \tilde{I}_{\theta_i}$ (27)</td>
<td>$\alpha$</td>
</tr>
<tr>
<td>AC-SO</td>
<td>$\sum_{i=1}^{N} \alpha_i^2 s_m^2 - \ln [I_0 (2\alpha_i \tilde{s}_m</td>
<td>r_i</td>
</tr>
<tr>
<td>AC-H</td>
<td>$\left[ \frac{</td>
<td>r</td>
</tr>
</tbody>
</table>

not require channel statistical information, but it requires accurate estimates of the instantaneous channel phase and gain. The AC-OP has generally the highest complexity due to $\tilde{I}_{\theta_i}$, moreover, it requires instantaneous and statistical channel information. The AC-SO has low complexity, but it requires instantaneous and statistical channel information. Finally, the AC-H is the only detector that requires the knowledge of a single parameter, which is the instantaneous channel gain $\alpha$.

Furthermore, by comparing the same types of detectors in Rayleigh fading channels, it can be noted that the detectors’ complexity in Rayleigh fading channels is less than the Rician, and the CSI requirements are less in all cases except for the CO-OP and the AC-H. In fact, the CO-OP and AC-H detectors’ design is independent of the channel model.

**D. Phase Coherent Detection**

The phase coherent (PC) detector is designed assuming that the only the channel phase vector $\Phi$ is available at the receiver. Therefore, the PC detector can be formulated as

$$\hat{d} = \arg \max_{s_m \in S} \ln f(r|\Phi, s_m)$$

$$= \sum_{i=1}^{N} \ln \int_{0}^{\infty} f(r_i|\alpha_i, \theta_i, s_m) f(\alpha_i) d\alpha_i$$

(35)

where $f(\alpha_i)$ and $f(r_i|\alpha_i, \theta_i, s_m)$ are given in (8) and (19), respectively. However, similar to the AC optimum detector, the integral in (35) does not have a closed-form solution. Therefore, we use equal gain combining as a heuristic detector for the MASK PC detection. Thus, the combined
received signal can be written as
\[ r_\Sigma = \frac{1}{N} \sum_{i=1}^{N} r_i \, e^{-j\theta_i}. \]  

(36)

Because the data part in (36) after co-phasing is real, the real part of \( r_\Sigma \) is extracted and then applied to a conventional coherent MASK detector, except that the thresholds are computed to minimize \( P_e \) using Monte Carlo simulation.

IV. SER Analysis of the Heuristic AC Detector

Due to the non-symmetry of the SER (\( P_e \)) with respect to the transmitted symbols, the SER for equiprobable transmitted symbols \([C_3]\) for the detector described in (33) can be written as
\[ P_e = \frac{1}{M} \sum_{m=0}^{M-1} P_e|s_m = \frac{1}{M} \sum_{m=0}^{M-1} (1 - P_C|s_m), \]  

where \( P_C|s_m \) and \( P_e|s_m \) are the conditional probability of correct and erroneous decisions given that symbol \( s_m \) is transmitted. Therefore,
\[ P_C|s_m = \begin{cases} 
\Pr (\zeta < \eta_{0,1}), & m = 0 \\
\Pr (\eta_{m-1,m} < \zeta < \eta_{m,m+1}), & m = 1, 2, \ldots, M - 2 \\
\Pr (\zeta > \eta_{M-2,M-1}), & m = M - 1 
\end{cases} \]

(37)

Therefore,
\[ P_C = \frac{1}{M} \left[ \int_{0}^{\eta_{0,1}} f(\zeta|E_0) \, d\zeta + \sum_{m=1}^{M-2} \int_{\eta_{m,m-1}}^{\eta_{m,m+1}} f(\zeta|E_m) \, d\zeta + \int_{\eta_{M-2,M-1}}^{\infty} f(\zeta|E_{M-1}) \, d\zeta \right] 
= \frac{1}{M} \left[ F_\zeta(\eta_{0,1}|E_0) + \sum_{m=1}^{M-2} \left[ F_\zeta(\eta_{m,m+1}|E_m) - F_\zeta(\eta_{m,m-1}|E_m) \right] \right] 
+ \frac{1}{M} \left( 1 - F_\zeta(\eta_{M-2,M-1}|E_m) \right), \]

(38)

where \( F_\zeta(\zeta|E_m) \) is the conditional cumulative distribution function (CDF). Therefore, the evaluation of \( P_e \) requires the evaluation of \( F_\zeta(\zeta|E_m) \).

In this section, we derive the conditional CDF \( F_\zeta(\zeta|\beta, E_m) \), \( \beta = \sum_{i=1}^{N} \alpha_i^2 \) from the conditional PDF \( f(\zeta|\beta, E_m) \), and then we derive the unconditional CDF \( F_\zeta(\zeta|E_m) \). By noting that \( \zeta = \frac{|r|^2}{\beta} \), then the conditional PDF \( f(\zeta|\beta, E_m) \) follows a noncentral Chi-squared with \( 2N \) degrees of freedom, noncentrality parameter \( E_m \), and the variance of Gaussian components is \( \frac{\sigma_n^2}{\beta} \), i.e.,
\[ f(\zeta|\beta, E_m) \sim \chi^2(2N, s_m^2, \frac{\sigma_n^2}{\beta}) = \chi^2(2N, E_m, \frac{\sigma_n^2}{\beta}). \]  

To derive \( f(\zeta|\beta, E_m) \) of the Heuristic
detector (31), the decision variable can be written as

\[
\zeta = \frac{|r|^2}{\sum_{i=1}^{N} \alpha_i^2} = \frac{1}{\sum_{i=1}^{N} \alpha_i^2} \sum_{i=1}^{N} |r_i|^2
\]

\[
= \frac{1}{\sum_{i=1}^{N} \alpha_i^2} \sum_{i=1}^{N} |\Re[r_i] + j\Im[r_i]|^2, \tag{39}
\]

where \( r_{i,R} = \alpha_i s_m \cos (\theta_i) + n_{i,R} \) and \( r_{i,\Im} = \alpha_i s_m \sin (\theta_i) + n_{i,\Im} \). For a given \( \alpha_i, s_m \) and \( \theta_i \), the variables \( r_{i,R} \) and \( r_{i,\Im} \) are mutually independent \( \forall i \), and the PDF for each of which is conditionally Gaussian, i.e., \( f(r_{i,R}|\alpha_i, s_m, \cos(\theta_i)) \sim \mathcal{N}(\alpha_i s_m \cos(\theta_i), \sigma^2_n) \) and \( f(r_{i,\Im}|\alpha_i, s_m, \sin(\theta_i)) \sim \mathcal{N}(\alpha_i s_m \sin(\theta_i), \sigma^2_n) \). Therefore, \( f(|r_i|^2|\alpha_i, s_m, \theta_i) \) is conditionally noncentral Chi-squared with two degrees of freedom and noncentrality factor \( \lambda_i \), i.e., \( f(|r_i|^2|\alpha_i, s_m, \theta_i) \sim \chi^2(2, \lambda_i, \sigma^2_n) \), where

\[
\lambda_i = [\alpha_i s_m \cos(\theta_i)]^2 + [\alpha_i s_m \sin(\theta_i)]^2
\]

\[
= \alpha_i^2 s^2_m. \tag{40}
\]

Therefore, \( f(|r|^2|\alpha_i, s_m, \theta_i) = f(|r_i|^2|\alpha_i, s_m) \sim \chi^2(2, \lambda_i, \sigma^2_n) \). Therefore, \( f(\zeta|\beta) \) can be written as

\[
f(\zeta|\beta, E_m) = \tilde{\beta} \left( \frac{\zeta}{E_m} \right)^{N-1} \exp \left( -\tilde{\beta} [\zeta + E_m] \right) I_{N-1} \left( 2\tilde{\beta} \sqrt{E_m} \zeta \right), \quad m > 0. \tag{41}
\]

For \( m = 0 \), \( r_{i,R} = n_{i,R} \sim \mathcal{N}(0, \sigma^2_n) \) and \( r_{i,\Im} = n_{i,\Im} \sim \mathcal{N}(0, \sigma^2_n) \), thus,

\[
f(|r_i|^2|\alpha_i, s_m, \theta_i) = f(|r_i|^2) \text{ which has exponential PDF with parameter } 2\sigma^2_n.
\]

Consequently, the PDF of the sum of \( N \) i.i.d. exponential random variables has Erlang distribution, i.e.,

\[
f(\zeta|\beta, E_0) = \frac{\tilde{\beta}^N}{(N-1)!} \zeta^{N-1} \exp \left( -\tilde{\beta} \zeta \right). \tag{42}
\]

Thus, \( F_\zeta(\zeta|\beta, E_m) \) \cite{40} can be defined as

\[
F_\zeta(\zeta|\beta, E_m) = 1 - Q_N \left( \sqrt{2\tilde{\beta}E_m}, \sqrt{\tilde{\beta}\zeta} \right). \tag{43}
\]

where \( Q_N (\cdot, \cdot) \) is the generalized Marcum Q function. The CDF of \( \zeta \) given \( E_m \) can be calculated by averaging the conditional CDF \( F(\zeta|\beta, E_m) \) over the distribution of \( \beta \) which is given by

\[
F_\zeta(\zeta|E_m) = \int_0^\infty F_\zeta(\zeta|\beta, E_m) f(\beta) d\beta. \tag{44}
\]
The PDF $f(\beta)$ can be derived by noting that $h_i \sim \mathcal{CN}(m_h, 2\sigma_h^2)$, thus $f(\beta)$ is noncentral Chi-squared,

$$f(\beta) = \exp \left( -\frac{\lambda}{2\sigma_h^2} \right) \exp \left( -\frac{\beta}{2\sigma_h^2} \right) \left( \frac{\beta}{\lambda\sigma_h^2} \right)^{0.5(N-1)} I_{N-1} \left( \sqrt{\frac{\lambda}{\sigma_h^2}} \beta \right), \tag{45}$$

where $\lambda = \sum_{i=1}^N \mu_{h,i}^2 + \mu_{\mathcal{Q},i}^2$, and because the $N$ channels are assumed to be i.i.d., then

$$\lambda = N \left( \frac{\mu_h^2 \cos^2 \phi}{\sigma_h^2} + \frac{\mu_h^2 \sin^2 \phi}{\sigma_h^2} \right) = 2KN. \tag{46}$$

It is worth noting that the conditional PDF $f(\zeta|E_m)$ for $m > 0$ and $f(\zeta|E_0)$ are given in [41, Eq. 46] and [41, Eq. 54], respectively.

A. The CDF $F_\zeta(\zeta|E_m)$ for $\zeta < E_m$

The series representation of the generalized Marcum Q-function is given in [42] as

$$Q_v(a, b) = 1 - \sum_{n=0}^{\infty} (-1)^n \exp \left( -\frac{a^2}{2} \right) \frac{L_n^{(v-1)} \left( \frac{a^2}{2} \right)}{\Gamma(v+n+1)} \left( \frac{b^2}{2} \right)^{n+v}, \quad \{a, v\} > 0 \text{ and } b \geq 0 \tag{47}$$

where $L_n^{(m)}(\beta) = \sum_{k=0}^n \frac{\Gamma(n+m+1)}{\Gamma(k+m+1)\Gamma(n-k+1)} (-\beta)^k k!$ is the generalized Laguerre polynomial of degree $n$ and order $m$, and $\Gamma(\cdot)$ is the gamma function. Using this formula, the conditional CDF $F_\zeta(\zeta|\beta, E_m)$ can be rewritten as

$$F_\zeta(\zeta|\beta, E_m) = \sum_{n=0}^{\infty} \sum_{k=0}^n \left( \frac{N+n-k}{N} \right) \frac{(N+n-1)!}{(N+k-1)!} (-1)^n \frac{\zeta^{N+n} E_m^k \beta^{N+n+k} \exp(-\bar{E}_m\beta)}{N+n}(\bar{E}_m)^k. \tag{48}$$

Then, the CDF $F_\zeta(\zeta|E_m)$ can be computed as

$$F_\zeta(\zeta|E_m) = \sum_{n=0}^{\infty} \sum_{k=0}^n \left( \frac{N+n-k}{N} \right) \frac{(N+n-1)!}{(N+k-1)!} (-1)^n \frac{\zeta^{N+n} (\bar{E}_m)^k}{\bar{E}_m^{N+n+k}} \exp(-\bar{E}_m\beta) \left( \frac{\beta^{N+n+k} \exp(-\bar{E}_m\beta) f(\beta)d\beta}{A} \right). \tag{49}$$

The integration $\bar{A}$ can be solved using [43, Eq. 2.15.5]

$$\bar{A} = \frac{e^{-\frac{1}{2}}}{\sigma_h^2} \left( \frac{1}{\lambda\sigma_h^2} \right)^{\frac{N-1}{2}} \int_0^{\infty} \beta^{2(N+n+k)+N} \exp \left( -\left( \bar{E}_m + \frac{1}{2\sigma_h^2} \right) \beta^2 \right) I_{N-1} \left( \sqrt{\frac{\lambda}{\sigma_h^2}} \beta \right) d\beta$$

$$= \frac{\Gamma(n+k+2N)}{(2\sigma_h^2)^N \Gamma(N) e^{\frac{1}{2}}} \left( \bar{E}_m + \frac{1}{2\sigma_h^2} \right)^{-(n+k+2N)} \frac{1}{1+2\sigma_h^2 \bar{E}_m} \frac{1}{1+2\sigma_h^2 \bar{E}_m} \frac{1}{1+2\sigma_h^2 \bar{E}_m} \tag{50},$$

where $1F_1(a; b; z)$ is the confluent hypergeometric function of the first kind.

Consequently, by substituting $\bar{A}$ into (49) and applying some manipulations, the CDF can be
expressed as

\[
F^\infty (\zeta |E_m) = \frac{1}{\Omega + K_m} \sum_{n=0}^{\infty} \left( \frac{\zeta}{E_m} \right)^n \sum_{k=0}^{n} \binom{n+k}{k} (n+k+2N-1)! (n+k+2N-1)! (N-1)!(N+n)! k! \\
= \frac{(2N-1)!}{N!} \left( \frac{\zeta}{E_m} \right)^N \left( \frac{\zeta}{E_m - 1} \right)^N , \quad (\zeta < E_m)
\]

where (52a) comes from

\[
\sum_{k=0}^{n} (-1)^{n+k} \binom{n+k}{k} (n+k+2N-1)! k! = (n+2N-1)!(n+N)! n! N!
\]

and (52b) comes from

\[
\sum_{n=0}^{\infty} \frac{a^n}{n!} (n+2N-1)! = (a-1)^{-2N}(2N-1)!, \quad a < 1.
\]

**B. The CDF** \(F^\infty (\zeta |E_m)\) for \(\zeta > E_m\)

To evaluate the required CDF, the following relation between \(Q_m(a,b)\) and \(Q_m(b,a)\) is applied.

\[
Q_m(a,b) + Q_m(b,a) = 1 + e^{-\frac{a^2+b^2}{2}} \sum_{k=1-m}^{m-1} \left( \frac{a}{b} \right)^k I_k(ab).
\]

Using this transformation, the CDF \(F^\infty (\zeta |\beta, E_m)\) for \(\zeta > E_m\) can be now rewritten as

\[
F^\infty (\zeta |\beta, E_m) = Q_N \left( \sqrt{2}\zeta, \sqrt{2}\beta E_m \right) - \exp \left( - [\zeta + E_m] \beta \right) \sum_{k=1-N}^{N-1} \left( \frac{E_m}{\zeta} \right)^k I_k \left( 2\sqrt{E_m} \zeta \beta \right).
\]
The CDF of $F_{\zeta}(\zeta | E_m)$ can be calculated as

$$F_{\zeta}(\zeta | E_m) = \int_0^\infty Q_m \left( \sqrt{2\beta \zeta}, \sqrt{2\beta E_m} \right) f(\beta) d\beta$$

$$- \sum_{k=1-N}^{N-1} \left( \frac{E_m}{\zeta} \right)^k \int_0^\infty \exp \left( - [\zeta + E_m] \beta \right) I_k \left( 2\sqrt{E_m \zeta \beta} \right) f(\beta) d\beta,$$

where integrals $\hat{B}$ and $\hat{C}$ can be evaluated as shown below in (56) and (58), respectively. Integration in $\hat{B}$ can be calculated similarly as (51) which is given by

$$\hat{B} = 1 - \sum_{n=0}^{\infty} \sum_{k=0}^{n} \left( \frac{N+n+1}{N+k+1} \right) \frac{(-1)^{n+k}(n+k+2N-1)!}{(N-1)!(N+n)!k!} \left( \frac{E_m}{\zeta} \right)^{n+N} \left( K_\zeta e^{-K} \right)^N$$

$$\times \frac{\hat{\Omega}^{n+k+N}}{(\hat{\Omega} + K_\zeta)^{n+k+2N}} F_1 \left( n+k+2N; N; \frac{NK_\zeta}{\hat{\Omega} + K_\zeta} \right),$$

where $K_\zeta = \frac{1+\hat{K}}{\zeta}$.

Using the series representation of the modified Bessel function of the first kind, i.e.,

$$I_v(z) = \left( \frac{z}{2} \right)^v \sum_{n=0}^{\infty} \frac{(z^2/4)^n}{n!(n+v)!},$$

and noting that $I_v(z) = I_{-v}(z)$, the integral $\hat{C}$ can be calculated as

$$\hat{C} = \sum_{n=0}^{\infty} \sum_{k=1-N}^{N-1} \left( \frac{E_m}{\zeta} \right)^k \frac{\left( 1 + \sqrt{E_m \zeta} \right)^{2n+k}}{n!(n+|k|)!} \int_0^\infty \beta^{2n+|k|} \exp \left( - [\zeta + E_m] \beta \right) f(\beta) d\beta$$

$$= \sum_{n=0}^{\infty} \sum_{k=1-N}^{N-1} \left( \frac{E_m}{\zeta} \right)^k \frac{\left( 1 + \sqrt{E_m \zeta} \right)^{2n+k}}{n!(n+|k|)!} \frac{(2n+|k|+N-1)!}{(N-1)!} e^{-NK} \left( \frac{1}{2\hat{\sigma}_h^2} \right)^N$$

$$\times \left( \hat{\Omega}^{2n+|k|+N} \right) F_1 \left( 2n+|k|+N; N; \frac{\lambda}{2(1+2\hat{\sigma}_h^2(E_m + \zeta))} \right)$$

$$\times \frac{\hat{\Omega}^{2n+|k|}}{(\hat{\Omega} + W_m)^{2n+|k|+N}} F_1 \left( 2n+|k|+N; N; \frac{N KW_m}{\hat{\Omega} + W_m} \right),$$

where $W_m \triangleq \frac{1+\hat{K}}{E_m + \zeta}$. It can be noticed that $\left( \frac{E_m}{\zeta} \right)^n$ in this CDF expression is converged only when $\frac{E_m}{\zeta} < 1$ given that $n$ goes to infinity. Therefore, it will be used to calculate the error probability for $Pr \left( \zeta \geq \frac{E_m + E_{m+1}}{2} \right)$. 
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Similar to the case for \( \zeta < E_m \), \( \hat{B} \) and \( \hat{C} \) for \( \zeta > E_m \) can be asymptotically represented as

\[
\hat{B}^\infty = 1 - \left( \frac{2N - 1}{N} \right) \left( \frac{K \zeta e^{-K}}{\Omega + K \zeta} \right)^{\frac{E_m}{\zeta - 1}}
\]

and

\[
\hat{C}^\infty = \left( \frac{W_m e^{-K}}{\Omega + W_m} \right)^N \sum_{k=1-N}^{N-1} \left( \sqrt{\frac{E_m \zeta}{\Omega + \zeta}} \right)^{|k|} \left( \frac{E_m}{\zeta} \right)^k \sum_{n=0}^{\infty} \frac{(2n + |k| + N - 1)!}{n!(n + |k|)!(N - 1)!} \left( \frac{\sqrt{E_m \zeta}}{E_m + \zeta} \right)^{2n} 
\]

\[
\times \, _2F_1 \left( \frac{|k| + N}{2}, \frac{|k| + N + 1}{2}, |k| + 1, \frac{4E_m \zeta}{(E_m + \zeta)^2} \right).
\]

C. The CDF for \( E_m = 0 \) when \( \zeta > E_m \)

As the CDF in (55) is not valid for \( E_0 \), the CDF \( F_\zeta(\zeta|E_0) \) is derived separately. Towards this end, the conditional CDF given \( \beta \) can be rewritten as

\[
F_\zeta(\zeta|\beta, E_0) = 1 - Q_N \left( 0, \sqrt{2\zeta \beta} \right)
\]

\[
= 1 - \frac{\Gamma(N, \zeta \beta)}{\Gamma(N)}
\]

\[
= 1 - \exp \left( -\zeta \beta \right) \sum_{k=0}^{N-1} \frac{(\zeta \beta)^k}{k!},
\]

where \( \Gamma(\cdot, \cdot) \) is the complementary incomplete Gamma function. Thus, the unconditional CDF is computed as

\[
F_\zeta(\zeta|E_0) = 1 - \sum_{k=0}^{N-1} \frac{\zeta^{-k}}{k!} \int_0^\infty \beta^k \exp \left( -\zeta \beta \right) f(\beta) d\beta 
\]

\[
= 1 - \sum_{k=0}^{N-1} \frac{(N + k - 1)}{k} \left( K \zeta e^{-K} \right)^N \left( \frac{\Omega}{\Omega + K \zeta} \right)^k.
\]

Asymptotically, this CDF can be represented as

\[
F_\zeta^\infty(\zeta|E_0) = 1 - \left( \frac{2N - 1}{N} \right) \left( \frac{K \zeta e^{-K}}{\Omega + K \zeta} \right)^{\frac{E_m}{\zeta - 1}}
\]

By substituting the CDFs (51), (55) and (62) into (38), a closed-form expression can be obtained for the average SER by summation of infinite series. Moreover, by replacing the obtained CDFs with the asymptotic CDFs, the asymptotic average SER can be obtained in a closed-form.
This section presents the analytical and simulation SER of MASK modulation with coherent, noncoherent and amplitude-coherent detection in flat Rician fading channels. The SER for AC detector is presented for the optimum, suboptimum, and the heuristic detectors, using single and multiple antennas as well as different modulation orders. The Monte Carlo simulation results are obtained by generating $10^7$ realizations and the average SNR is defined as $SNR = \frac{\Omega \cdot \bar{E}_S}{2\sigma_n^2}$, where $\bar{E}_S = \frac{1}{M} \sum_{m=0}^{M-1} E_m$ is the average symbol energy. In the analytical results, the summations with infinite limits are truncated to 20 terms, unless it is specified otherwise. For the results included in this section $\bar{E}_S$ and $\Omega$ are normalized to 1. The figures’ legends are using the following abbreviations, simulation (Sim.), analytical (Anal.), coherent detector (Coh.), noncoherent detector (NC), near-optimum AC (AC-NO), suboptimum AC (AC-SO), AC heuristic (AC-H), and asymptotic (Asymp.).

Table II depicts the accuracy of the truncated infinite summation, where the normalized truncation error $T_E$ is calculated as the normalized difference between the analytical and simulation results, $T_E = \frac{|P_e(\text{Sim.}) - P_e(\text{Anal.})|}{P_e(\text{Sim.})}$. The results in Table II are obtained for various summation limits using different SNRs, while $M = 2$, $N = 1$ and $K = 4$. The results in the Table show that the analytical and simulation results generally converge when the summation limit is equal or more than 6.

Fig. 1 shows the analytical and simulated conditional PDF $f(\zeta | E_m)$ [41] where $M = 4$, $K = 10$ and $SNR = 27$ dB. As can be noted from the figure, the overlap between the conditional PDF
for different $E_m$ values at such high SNR is negligible, and thus, the transmitted signal can be recovered reliably using the thresholds described in (34) for the heuristic AC detector. However, because the conditional PDFs are not identical and not equally spaced, the probability of error will depend on the transmitted symbol. Consequently, the amplitudes of the transmitted symbols can be optimized to minimize the BER. Nevertheless, the improvement that would be gained is generally limited as reported for the Rayleigh fading case [32].

Figs. 2 and 3 compare the SER of the coherent and heuristic AC detectors using $M = 2$ and 4, respectively. The figures also show the SER when the number of receiving antennas $N = 1, 2,$ and 4, the Rician factor for both figures is $K = 4$. The results presented in both figures show that the simulated SER perfectly matches the analytical SER for all the considered $M$, $N$ and SNR values. Comparing the coherent and AC heuristic detectors for $M = 2$ in Fig. 2 shows that the coherent detector outperforms the AC detector by about 3 dB at $P_e = 5 \times 10^{-5}$. For $M = 4$ in Fig. 3, the difference between the coherent and AC Heuristic becomes about 1.4, 1.7 and 2.0 dB for $N = 1, 2,$ and 3, respectively, at $P_e = 5 \times 10^{-5}$.

Fig. 4 illustrates the impact of the Rician factor $K$ on the SER for $M = 2, 4,$ and $N = 1$. The results for $K = 0$ are considered as the worst case scenario where the channel becomes Rayleigh. As can be depicted from the figure, the SER of the AC detector improves substantially

![Analytical and simulated conditional PDF $f(\zeta|E_m)$ for $M = 4$, $K = 10$ and $SNR = 27$ dB.](image)
Fig. 2. Analytical and simulated SER of the AC heuristic (AC-H) and coherent detectors using $N = 1, 2, 4$, $M = 2$, and $K = 4$.

Fig. 3. Analytical and simulated SER of the AC heuristic (AC-H) and coherent detectors using $N = 1, 2, 4$, $M = 4$, and $K = 4$. 
Fig. 4. Analytical and simulated SER of the AC heuristic (AC-H) detector using $M = 2$ and $4$ for different values of $K$, $N = 1$. by increasing $K$. For example, the SER improvement gained by increasing $K$ from 0 to 20 is about $20 \text{ dB}$ at $P_e = 4 \times 10^{-4}$ for both modulation orders.

Figs. 5 and 6 compare the SER of the near-optimum, suboptimum and heuristic AC detectors for $M = 2$, 4, $N = 1$, 2 and $K = 4$. As shown in both figures, the heuristic detector outperforms the suboptimum for all cases. For $M = 2$, the difference is about 3.5 and 3.7 dB for $N = 1$ and 2, respectively. For $M = 4$, the difference is about 2.5 and 3 dB for $N = 1$ and 2, respectively. As expected, the near-optimum detector outperforms the heuristic for $SNR \lesssim 21 \text{ dB}$ for $M = 2$ and $N = 1$, which corresponds to low and moderate SNRs. For $N = 2$, the system SNR is generally much smaller than the $N = 1$ case, and hence, the near-optimum detector outperforms the heuristic. The SER behavior for $M = 4$ given in Fig. 6 is generally similar to the $M = 2$ case, except that the cross-over point is shifted to $SNR \approx 29 \text{ dB}$. Consequently, the heuristic detector offers the best compromise between SER and computational complexity as compared to the suboptimum and near-optimum detectors.

Fig. 7 presents the SER using the optimum noncoherent, heuristic AC and PC detectors for that $M = 2$, 4, $N = 1$, and $K = 4$. As can be noted from the figure, the optimum noncoherent and heuristic PC detectors have roughly equivalent SER for $M = 4$, but the PC slightly outperforms the noncoherent for the $M = 2$ case. Moreover, both of detectors outperform the heuristic AC detector
Fig. 5. SER for of the near optimum (AC-NO), suboptimum (AC-SO), and heuristic AC (AC-H) detectors using $N = 1, 2, M = 2, \text{ and } K = 4$.

Fig. 6. SER for of the near optimum (AC-NO), suboptimum (AC-SO) and heuristic AC (AC-H) detectors using $N = 1, 2, M = 4, \text{ and } K = 4$. 
for SNRs less than 11 and 5 dB, for \( M = 2 \) and 4 respectively. Nevertheless, the noncoherent and PC detectors SER deteriorates severely for \( M > 2 \) where an error floor is observed at \( SER \sim 2 \times 10^{-1} \). Moreover, it is worth noting that the optimum noncoherent detector requires prior knowledge of the channel statistical information, i.e., \( \sigma_n^2 \), \( \sigma_h^2 \) and \( \mu_h \).

Figs. 8 and 9 show the effect of the phase noise on both the heuristic and coherent detectors for the cases of \( M = 2 \) and 4, respectively. The parameters for the two figures are \( N = 1 \) and \( K = 4 \), and the phase noise is modeled as a Tikhonov random variable with variance in degrees \( \sigma_{\phi}^2 = [0, 3, 5, 7, 10] \) [44], [45]. In both figures, the SER of the AC detector is represented by a single curve because it is immune to phase noise. The results in Figs. 8 and 9 show clearly the advantage of the AC detection in the presence of phase noise, particularly at high SNRs, where the coherent detector exhibits SER error floors with high values. As expected, the SER degradation is proportional to the modulation order. For example, the error floor for \( M = 4 \) results for values of \( \sigma_{\phi}^2 \) as low as \( 3^o \).

Fig. 10 compares the asymptotic and analytical SERs using \( M = 2 \), \( K = 4 \), \( N = 1 \), 2 and 3. As can be noted from the figure, the asymptotic SER provides accurate results for the SER at high SNRs, and thus, it can be useful to estimate the SER of the AC heuristic detector.
Fig. 8. The effect of the phase noise on the heuristic AC (AC-H) and coherent detectors for $N = 1$, where $M = 2, K = 4$.

Fig. 9. The effect of the phase noise on the heuristic AC (AC-H) and coherent detectors for $N = 1$, where $M = 4, K = 4$. 
VI. CONCLUSION AND FUTURE WORK

In this paper, the SER performance of MASK modulation with amplitude-coherent detection has been considered over flat Rician fading channels with receiver diversity. A closed form analytical expression was derived for the SER of the heuristic detector, and then, a simple formula was derived for asymptotic SER at high SNRs. Moreover, the optimum, near-optimum and suboptimum amplitude-coherent detectors were derived for the Rician fading channel, and their SER was compared with the heuristic amplitude-coherent, coherent, phase-coherent and noncoherent detectors for various modulation orders and number of receiving antennas. The obtained analytical and simulation results confirm that the amplitude-coherent detection offers SER performance that is comparable to the coherent detection, but without the need for a prior knowledge of the channel phase. Consequently, the computational complexity of the amplitude-coherent detector is much less than the coherent detector. The simulation results in the presence of phase noise corroborated that advantage of the amplitude-coherent detector over the coherent detector in the presence of phase noise.

Fig. 10. Asymptotic SER using $M = 2$, $K = 4$, and $N = 1, 2$ and $3$. 
APPENDIX I: EVALUATING THE INTEGRAL $\mathcal{I}_\theta$

The integral $\mathcal{I}_\theta$ given in (23) can be written as

$$\mathcal{I}_\theta = \frac{1}{2\pi} \int_{-\pi}^{\pi} \exp \left( K \cos (\theta - \phi) + 2\bar{\alpha}s_m |r| \cos (\theta - \theta_t) \right) d\theta.$$  

(63)

Applying the trigonometric identity $\cos (\theta - \phi) = \cos \theta \cos \phi + \sin \theta \sin \phi$ yields

$$\mathcal{I}_\theta = \frac{1}{2\pi} \int_{-\pi}^{\pi} \exp \left[ K (\cos (\theta) \cos (\phi) + \sin (\theta) \sin (\phi)) \right]$$
$$\times \exp \left[ 2\bar{\alpha}s_m |r| (\cos (\theta) \cos (\theta_t) + \sin (\theta) \sin (\theta_t)) \right] d\theta$$

$$= \frac{1}{2\pi} \int_{-\pi}^{\pi} \exp \left( \frac{(A + B\alpha s_m |r|) \cos (\theta) + (C + D\alpha s_m |r|) \sin (\theta)}{g(\theta)} \right) d\theta,$$

(64)

where $A = K \cos (\phi)$, $B = 2 \cos (\theta_t)$, $C = K \sin (\phi)$ and $D = 2 \sin (\theta_t)$. However, because $g(\theta)$ is periodic, the integral can be written as

$$\int_{-\pi}^{\pi} g(\theta) d\theta = \int_{-\pi}^{\pi} g(\theta + \varphi) d\theta$$
$$= 2 \int_{0}^{\pi} g(\theta + \varphi) d\theta,$$

(65)

where $\varphi = \arg \max_{\theta} g(\theta)$, which can be derived as

$$\frac{dg(\theta)}{d\theta} = [- (A + B\alpha s_m |r|) \sin \theta + (C + D\alpha s_m |r|) \cos \theta]$$
$$\times \exp \left( (A + B\alpha s_m |r|) \cos (\theta + \varphi) + (C + D\alpha s_m |r|) \sin (\theta + \varphi) \right).$$  

(66)

To find $\varphi \in (-\pi, \pi)$, the unique root of $\frac{dg(\theta)}{d\theta} = 0$ is calculated,

$$\varphi = \tan^{-1} \left( \frac{C + D\alpha s_m |r|}{A + B\alpha s_m |r|} \right).$$  

(67)

Therefore,

$$g(\theta + \varphi) = \exp \left( (A + B\alpha s_m |r|) \cos (\theta + \varphi) + (C + D\alpha s_m |r|) \sin (\theta + \varphi) \right).$$  

(68)

Therefore, the integral $\mathcal{I}_\theta$ given in (64) can be rewritten as

$$\mathcal{I}_\theta = \frac{1}{\pi} \int_{0}^{\pi} g(\theta + \varphi) d\theta.$$

(69)
Evaluating the integral $I_0$ by substituting $y = \cos (\theta)$ yields

$$I_0 = \frac{1}{\pi} \int_{-1}^{1} \frac{1}{\sqrt{1 - y^2}} \exp \left\{ (A + B \alpha_s m |r|) \cos \left( \varphi + \cos^{-1} (y) \right) + (C + D \alpha_s m |r|) \sin \left( \varphi + \cos^{-1} (y) \right) \right\} dy,$$

which can be efficiently solved using the Gauss-Chebyshev quadrature rules [46, Eq. 25.4.38],

$$I_0 = \frac{1}{L} \sum_{l=1}^{n} \exp \left\{ (A + B \alpha_s m |r|) f_c (y_l) + (C + D \alpha_s m |r|) f_s (y_l) \right\}, \quad (70)$$

where

$$f_c (y_l) = \cos \left( \varphi + \cos^{-1} (y_l) \right) = \cos \left( \varphi + \frac{2l - 1}{2L} \pi \right),$$

$$f_s (y_l) = \sin \left( \varphi + \cos^{-1} (y_l) \right) = \sin \left( \varphi + \frac{2l - 1}{2L} \pi \right),$$

$$y_l = \cos \left( \frac{2l - 1}{2L} \pi \right).$$
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