Modeling non-linear spectral domain dependence using copulas with applications to rat local field potentials
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\textbf{ABSTRACT}
Tools for characterizing non-linear spectral dependence between spontaneous brain signals are developed, based on the use of parametric copula models (both bivariate and vine models) applied on the magnitude of Fourier coefficients rather than using coherence. The motivation is an experiment on rats that studied the impact of stroke on the connectivity structure (dependence) between local field potentials recorded by various microelectrodes. The following major questions are addressed. The first is to determine changepoints in the regime within a microelectrode for a given frequency band based on a difference between the cumulative distribution functions modeled for each epoch (small window of time). The proposed approach is an iterative algorithm which compares each successive bivariate copulas on all the epochs range, using a bivariate Kolmogorov-Smirnov statistic. The second is to determine if such changes are present only in some microelectrodes versus generalized across the entire network. These issues are addressed by comparing Vine-copulas models fitted for each epoch. The necessary framework is provided and the effectiveness of the methods is shown through the results for the local field potential data analysis of a rat.
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1. Introduction

Brain stroke occurs when blood circulation in one of the cerebral blood vessels is abnormally weak, and in such case, leads to death of the cells. Brain stroke has been studied for years by biologists and neurologists. Studying this disorder from the perspective of the changes in the brain’s electrical activities among different regions has yielded many clinically important results: these changes are so important that often they do irreversible damages to patients and incur extravagant costs to society (e.g., high medical expenses and low quality of patients’ lives). In an attempt to reduce these societal costs, neuroscientists study the behavior of the cortex activity by inducing stroke in rats. Due to ethical considerations at the human-level, stroke experiments are conducted mostly only on rats. This paper is based on an experimental setup designed to induce stroke in a rat and to study the electrical oscillations among different regions in the rat’s brain. Using copula information, we developed methods for assessing and analyzing dependence between the rat’s brain regions. Our work is in collaboration with neuroscientists from University of California at Irvine (co-author Frostig and former PhD student Wann [44]) who mechanically induced brain stroke in the rats by clamping a brain artery and recorded the brain activity on 32 microelectrodes (or channels) before and after the stroke. Figure 1 shows, for one of the analyzed rats, how the data act differently in the pre-stroke phase (first 5 minutes or first 300 epochs) versus in the post-stroke phase (last 5 minutes or last 300 epochs). The detailed setup is described in Section 4.

One goal is to analyze the changes in the dependence between some microelectrodes for all frequency bands by using flexible models. Most analyses use coherence or correlation which are simple to implement but they are severely limited because they capture only linear dependence structures. Thus, we present an innovative methodology based on the notion of copula function to capture the complexity of the dependence and by comparing two (or more) copulas. Moreover, we assess whether or not the
dependence between pairs of epochs changes across (1-second) epochs of the entire recording period. From the recorded electrical activity during the laboratory experiment, the impact of brain stroke is observable for most microelectrodes on almost all frequency bands; and the effect of the stroke on brain signals appears to last throughout the entire post-stroke recording (see Appendix D). Our contributions in this paper are the following. First, we present an algorithm to help recognize which epoch(s) exhibits changes in the dependence structure of the brain signals. This recognition of a changepoint is key to understand the biological mechanisms occurring in the time window between the onset of the stroke and the moment where significant changes occur, because these changes are not simultaneous. Second, we present a method to assess if the dependence structure during pre-stroke differs from the one during the post-stroke. This is important towards identifying which channels (if any) will be impacted by the stroke. This method is also used later to compare the dependence structure among two different channels for a given frequency band.

In the literature, many studies investigated changes in dependence for brain channels (in electroencephalograms) defined in the spectral domain. Among them, we highlight Ombao et al. [35], Fiecas and Ombao [16], Long et al. [32], Purdon et al. [38], Nunez et al. [34], Gotman [21], Gorrostieta et al. [20], Gao et al. [18] and Wang et al. [43]. However, the primary limitation of these studies is that they look only into the linear
dependence between signals. Thus, they could miss potentially complex (or non-linear) dependence structure between signals. Most methods explored reported the problem of detecting one (or many) changepoint moment(s) (e.g., within an epoch). A major approach is based on segmentation of the series in order to assess a possible discrepancy between these segments: on either a change in mean or a difference in the correlation structure. Many authors considered the segmentation: e.g., Adak [2] with binary trees and windowed spectra to adaptively partition data; Ombao et al. [36] derive a segmentation by selecting the best localized basis from the SLEX (smooth local exponential) library. Another example is the estimation of a penalized minimum contrast (Lavielle [30]). Its principle has two steps where, in the first step, a contrast function is computed over a segment of a time period (or a sequence defined in the frequency domain - see Lavielle et al. [31]). The changepoints are then selected to be a solution to the minimization problem. Another example of that segmentation is based on probabilistic pruning methods. The principle of pruning is to predict the probability that a segment belongs to a stationary process. This method has been well studied by James and Matteson [25] and Kifer et al. [28]. Another approach presented by Davis et al. [11] is the Auto-PARM: it consists in fitting multiple auto-regressive (AR) functions to segments of time. However, a major limitation of this problem is that the AR model could be subject to model misspecification. Another class of methods for detecting changepoints is based on hypothesis tests. Dette and Paparoditis [13] and Dette and Hildebrandt [12] proposed an approach to test the equality of spectrum between two successive segments. This idea is interesting but it does not take into account the nature and the structure of the dependence between these successive segments.

The use of the joint cumulative distribution functions with brain signals has also been explored to study dependence. These functions, represented through copula models, have the advantage of showing dependence as functions that provide the information of both “strength” and ”structure” of the relation between two variables. For example, in Figure 1, for the three cases, it is obvious that the dependence pattern between succeeding epochs during pre-stroke (first 300 epochs) and the one during post-stroke (last 300 epochs) are different and that the dependence structure from epoch 300 to epoch 400 is not the same than the one between epoch 500 and epoch
These particularities in dependence structure will be fully detected with a copula under a right specification. Iyengar et al. [24] used it to quantify synchronicity between multichannel electroencephalographic (EEG) signals. Dauwels et al. [10] used copulas in their attempt to design brain network. Ince et al. [23] presented a framework to assess dependence for neuroimaging data based on the gaussian copula. Even if all of these approaches presented a copula-based framework for brain signals data, none of these addressed the important problem of detecting changepoints between successive epochs.

To show the advantage of assessing dependence through a copula function instead of via standard linear correlation-based methods, consider the following basic example. This example mimics the properties of rat local field potentials in this paper. For \( t = 1, \ldots, 500 \), let \( X^{(r)}_t \) and \( Y^{(r)}_t \) be two time series following the same dependence path for epochs \( r = 1, \ldots, s \) such that \( X_t \sim AR(1) \) of parameter \( \phi = 0.9 \) and \( Y^{(r)}_t = D(X^{(r)}_{t-1})X^{(r)}_t + \epsilon^{(r)}_t \) where \( \epsilon^{(r)}_t \) is a zero mean unit variance noise and \( D(X^{(r)}_t) \) is the logistic curve \( \exp\{-X^{(r)}_t\}/(1 + \exp\{-X^{(r)}_t\}) \). For epochs \( r = s + 1, \ldots, R \), \( X^{(r)}_t \) keeps following the same autoregressive process, but \( Y^{(r)}_t = D'(X^{(r)}_{t-1})X^{(r)}_t + \epsilon^{(r)}_t \) where \( D'(X^{(r)}_t) = \exp\{X^{(r)}_t\}/(1 + \exp\{X^{(r)}_t\}) \). Thus, a changepoint in the dependence structure is present between epochs \( s \) and \( s + 1 \). Under this setup, a correlation-based changepoint detection method will not detect the change because the correlation between \( X^{(r)}_t \) and \( Y^{(r)}_t \) at epoch \( r = s \) is not different from the correlation at epoch \( r = s + 1 \). Theoretically, Pearson’s correlation will stay equal to approximately 0.80.

On Figure 2, one observes that, for epochs \( r = 1, \ldots, s \), dependence is high in the lower tail and small in the upper tail; and for epochs \( r = s + 1, \ldots, R \), one observes exactly the converse. However, the copula function catches these changes in the dependence structure. Indeed, under a right specification, two different copula models will be fitted: one for epochs \( r = 1, \ldots, s \) and a completely different one for epochs \( r = s + 1, \ldots, R \). Thus, with an adequate methodology to assess the equivalence between two copulas as discussed in this paper, a copula-based method will detect the changepoint between epochs \( s \) and \( s + 1 \), for which a correlation-based method fails.

We present in this article a copula-based framework to analyze changes between brain signals on given frequency bands for three different contexts. Firstly, we are
interested in the detection of one (or many) changepoint(s) in the regime of a brain channel for a given frequency band. Secondly, we compare, within a single channel (microelectrode), if there is a difference in the dependence between successive epochs across the pre-stroke and post-stroke epochs. Thirdly, we compare the dependence structure of two different microelectrodes still on a given frequency band, on the entire recording time of 5 minutes prior to and 5 minutes post to the induced stroke.

The remainder of this paper is organized as follows. In Section 2, we present briefly the transformation of time data to spectral data as well as the copula function in order to introduce our notation. In Section 3, we present the necessary theoretical background to introduce our models and algorithms. Then, in Sections 4, 5 and 6, we present analyses of the local field potential data recording during a span of 10 minutes (5 minutes pre-stroke and 5 minutes post-stroke). Our methodology directly applied to these data shows its performance by, at first, assessing the statistically significant changepoints in dependence between successive epochs for some specific channels. Secondly, it shows whether the whole dependence structure between pre-stroke epochs is significantly different or not, for all the channels, than the dependence structure during the post-stroke epochs.
2. Statistical prologue and notation

To facilitate ease of reading of this paper, we include the notations in Appendix A. Let \( \mathbf{X} = [X_1, X_2, ..., X_d] \) a three-dimensional matrix of dimension \( T \times d \times R \) (\( d \) brain channels with the entire recording divided into \( R \) epochs (i.e., equal segmentation of 1 second into \( T \) time points) with possibly over-lapping dependence). Thus, an element of that matrix is represented by \( X_{\ell}^{(r)}(t), \ell = 1, ..., d; t = 1, ..., T; r = 1, ..., R \), which might be seen as any recorded measure on channel \( \ell \) during epoch \( r \). Therefore, the 3-dimensional matrix is composed of \( R \) matrices of size \( T \times d \) denoted by \( \mathbf{X}^{(r)} = [X_1^{(r)}, ..., X_d^{(r)}] \).

This paper focuses on dependence among brain channels in the frequency domain. We remark that from the experimental perspective, the channels are defined by microelectrodes implanted on the different points of the cortex. The Fourier coefficient for the channel \( \ell = 1, ..., d \), at epoch \( r = 1, ..., R \) and at fundamental Fourier frequency \( \omega_k = k/T \) (where \( k = -T/(2 - 1), ..., T/2 \)) is defined to be

\[
\hat{f}_{\ell\omega_k}^{(r)} = \frac{1}{\sqrt{T}} \sum_{t=1}^{T} X_{\ell}^{(r)}(t) \exp(-i2\pi\omega_k t).
\]

Because this transformation outputs single frequencies and in our context we are interested in frequency bands, we have to aggregate single neighboring frequencies according to the bands ranges and to smooth their magnitudes by averaging across frequencies in the band.

In this paper, we will study the dependence of magnitudes of the Fourier coefficients (or square roots of periodograms) between the different pairs of channels \( \ell \) and \( \ell' \); \( \ell, \ell' = 1, ..., d \) for the same epoch \( r \). In addition, we will investigate the dependence between successive pairs of epochs \( r \) and \( r + 1 \). We denote the frequency bands by \( \Omega_{\kappa} \): a set of the fundamental Fourier frequencies \( \omega \) where \( \omega \) change over all the frequencies (in Hertz) constituting that band and where \( \kappa = 1, ..., Q \), the index on the frequency band (\( Q \) being is the total number of considered bands). For example, for the frequency band \( \Delta \), \( \kappa = 1 \) and \( \Omega_1 = \{\omega_j, j = 0, ..., 4\} \).
We now define \( \delta_{\Omega}^{(r)} = [\delta_{1,\Omega}^{(r)}, ..., \delta_{d,\Omega}^{(r)}] \) which is the matrix of dimension \( \text{card}(\Omega) \times d \) where any column is a different channel \( \ell = 1, ..., d \). Therefore, each column is represented by \( \delta_{\ell,\Omega}^{(r)} = \{ |f_{\ell,\omega}^{(r)}| : \omega \in \Omega \}_\ell \), a set considered as a vector of length \( \text{card}(\Omega) \) containing the magnitude for each Fourier fundamental frequency constituting the frequency band \( \Omega \) at epoch \( r \). Hence, in the rest of this paper, we will consider \( \delta_{\ell,\Omega}^{(r)}, \delta_{r,\Omega}^{(r)} \) as the random vectors on which our methodology is applied.

**Copula function**

Let the brain channels be indexed by \( \ell, \ell' \in \{1, 2, ..., d\} \), let the epochs be indexed by \( r = 1, ..., R \) and denote the frequency bands of interest to be \( \Omega_\kappa \) and \( \Omega_{\kappa'} \). Our goal is to assess the dependence between the two successive epochs \( \delta_{\ell,\Omega}^{(r)}, \delta_{\ell',\Omega}^{(r')} \) in the cases where (a.) \( \ell = \ell', r \neq r', \Omega_\kappa = \Omega_{\kappa'} \), (b.) \( \ell \neq \ell', r = r', \Omega_\kappa = \Omega_{\kappa'} \) and (c.) \( \ell = \ell', r = r', \Omega_\kappa \neq \Omega_{\kappa'} \). We will express the dependence between these two quantities by expressing their joint cumulative distribution function. To this end, one denotes \( H_{(\ell,\Omega_\kappa),(\ell',\Omega_{\kappa'})}^{(r,r')}(\delta_{\ell,\Omega}^{(r)}, \delta_{\ell',\Omega}^{(r')}) \) as the bivariate joint distribution for the random variables \( \delta_{\ell,\Omega}^{(r)} \) and \( \delta_{\ell',\Omega}^{(r')} \). We denote its marginal distributions by \( H_{(\ell,\Omega_\kappa)}^{(r)}(\delta_{\ell,\Omega}^{(r)}) \) and \( H_{(\ell',\Omega_{\kappa'})}^{(r')}(\delta_{\ell',\Omega}^{(r')}) \). Using Sklar’s theorem[41], this joint distribution can be rewritten in terms of a unique copula:

\[
H_{(\ell,\Omega_\kappa),(\ell',\Omega_{\kappa'})}^{(r,r')}(\delta_{\ell,\Omega}^{(r)}, \delta_{\ell',\Omega}^{(r')}) = C_{(\ell,\Omega_\kappa),(\ell',\Omega_{\kappa'})}^{(r,r')} \left( H_{(\ell,\Omega_\kappa)}^{(r)}(\delta_{\ell,\Omega}^{(r)}), H_{(\ell',\Omega_{\kappa'})}^{(r')}(\delta_{\ell',\Omega}^{(r')}) \right),
\]

where \( C \) is the exact copula linking \( \delta_{\ell,\Omega}^{(r)} \) to \( \delta_{\ell',\Omega}^{(r')} \). Fontaine et al. [17] provided an inferential framework for such a joint model in the spectral domain. We define \( C \) as an unique representation of the cumulative distribution function (in case of continuous random variables) such that this function is \( d \)-increasing (\( d \)-dimension version of the 2-increasing property), \( C(1, v) = v; C(u, 1) = u \) and \( C(u, 0) = C(0, v) = 0 \) for margins \( u \) and \( v \). For the rest of this paper, in the case of \( \ell = \ell' \) and \( \kappa = \kappa' \), we reduce this notation to \( C_{(\ell,\Omega_\kappa)}^{(r,r')} \). We also assume that the copulas are fully parametric which implies that both the copula structures and the marginal distributions are parametric. Furthermore, we assume the true copula parameter \( \tilde{\theta} \) to be inferred in two possible
ways (depending on the clinical question we are trying to answer): by a maximum
likelihood estimation denoted $\hat{\theta}_K$ or by the inversion of Kendall’s tau method, denoted $\hat{\theta}_\tau$. We remark that although many parametric families of copulas have been studied in
the literature (see Genest and MacKay [19] or Nelsen [33]), selecting a suitable copula model may be difficult. Therefore, in Section 3.3, we discuss the selection of a copula model and the impact of misspecification.

3. Theoretical framework related to copulas and distributions

Prior to any statistical modeling, we computed the Fourier transform to the network
of microelectrodes, considering each microelectrode $\ell$ at each epoch $r$ as a single data vector. Then we computed the periodograms and the magnitudes of the Fourier co-
efficients. As noted earlier, our goal is to characterize dependence between frequency bands (rather than single discrete frequencies). The frequency bands followed the convention in neuroscience (see Buzsaki [7]). Hence, we adopted the following bands: $\Delta \in (0, 4)$ Hertz, $\theta \in (4, 8)$ Hertz, $\alpha \in (8, 12)$ Hertz, $\beta \in (12, 30)$ Hertz and $\gamma \geq 30$ Hertz. We note that in our applications, we truncated $\gamma$ at 300 Hertz and applied a
notch filter to remove the 60 Hertz activity.

Before describing the specific cases where we assess the dependence among mi-
croelectrodes for particular frequency bands, we first discuss the application of the Kolmogorov-Smirnov statistic to the multivariate setting to compare two cdfs to-
gether. In the univariate case, if $A(x)$ and $B(x)$ are two cdfs, to test $H_0 : A = B$
versus $H_1 : A \neq B$, we use the statistic

$$D = \sup_{x \in \mathbb{R}} \|A(x) - B(x)\|,$$

which is known to converge almost surely to 0 under $H_0$ due to Donsker’s theorem[14].

In this paper, we are interested in the empirical value of that statistic in a multivari-
ate context. Due to the fact that the distributions of the modulus of periodograms
are known (see section 3.2), modeled copulas will be fully parametric. Because dis-
tance criterions comparing two fully-parametric copulas are rare, we shall use the
Kolmogorov-Smirnov measure which is computationally viable. We remark that in case of uncertainty about the marginal distributions and the use of semi-parametric copulas, Zhang et al. [46] presents an excellent overview of possible tests for comparing these types of copulas.

In a bivariate situation, let \( X^{(r)} = (X_1^{(r)}, X_2^{(r)})' \) and \( Y^{(r)} = (Y_1^{(r)}, Y_2^{(r)})' \) be two random variables taken from any epoch \( r = 1, \ldots, R \), with respective joint cdfs \( A \) and \( B \). Also, let \( u, v \) be two finite partitions in any closed subset of \( \mathbb{R}^2 \), large enough to contain the support of \( X^{(r)} \) and \( Y^{(r)} \). Hence, we define our computational approach of the bivariate Kolmogorov-Smirnov distance as follows

\[
D(u, v) = \sup_{(u,v)} |A(u, v) - B(u, v)|
\]

and

\[
= \sup_{(u,v)} \left| C_{X^{(r)}}(A_{X_1^{(r)}}(u), A_{X_2^{(r)}}(v)) - C_{Y^{(r)}}(B_{Y_1^{(r)}}(u), B_{Y_2^{(r)}}(v)) \right|,
\]

where \( C_{X^{(r)}}, C_{Y^{(r)}} \) are respectively the unique copulas equal to \( A \) and \( B \) according to Sklar. In practice, variables are on different supports (e.g., the amplitude of signals for \( \delta \)-frequency band versus the one for \( \beta \)-frequency band) and finding a finite grid of values \( u \) and \( v \) containing the support of both \( X^{(r)} \) and \( Y^{(r)} \) might be a tricky task. That is the reason why we standardize data into the \([0, 1]\) interval (see how in Section 4).

Under a real equality in distribution for \( C_{X^{(r)}} \) and \( C_{Y^{(r)}} \), for \( \tilde{u} \in [0, 1] \) and \( \tilde{v} \in [0, 1] \) standardized versions of \( u \) and \( v \) being vectors of sufficiently large dimension, the statistic \( D_{\tilde{X}^{(r)}, \tilde{Y}^{(r)}} \), where \( \tilde{X}^{(r)}, \tilde{Y}^{(r)} \) are standardized versions of \( X^{(r)}, Y^{(r)} \), is nothing more than the bivariate version of the usual Kolmogorov-Smirnov.

A remaining issue with Kolmogorov-Smirnov is that the validity of this statistic relies on the robustness of the estimations of the copulas. However, due to the cardinality of the low-frequencies bands, estimating any parameter directly on these bands will lead to non-robust distributions. That is the reason why one uses resampling techniques in order to obtain some distributions and then derive statistical properties of their parameters (e.g., mean and standard deviation).
3.1. Block bootstrap for small frequency bands

Due to the small cardinality of some frequency bands (i.e., those composed of a small quantity of single frequencies) such that \(\Delta, \theta, \alpha\) or \(\beta\) (e.g., the actual frequencies considered in the \(\Delta\) band are \(\{1, 2, 3, 4\}\) Hertz), any standard parametric inference methodology applied on the magnitude of the different Fourier frequencies within them, for a fixed epoch, will suffer from a lack of robustness. Indeed, with such small populations, any standard estimation (e.g., estimation of the parameters of the distribution) will lead to a statistic for which its variance will likely suffer from a lack of robustness. It is the reason why one has to use resampling methods while inferring distribution parameters in order to obtain a gain in robustness of the variance of the estimators.

Let \(X^{(r)}_\ell\) be the time-domain valued vector, of dimension \(T\), for channel \(\ell\) at epoch \(r\). After computing straightforwardly the modulus of the Fourier transform, one obtains \(\delta^{(r)}_{\Omega_\kappa,\ell}\): a vector whose cardinality might not be sufficiently large. We apply resampling techniques in order to obtain an empirical distribution of \(\delta^{(r)}_{\Omega_\kappa,\ell}\). However, any naive use of bootstrap methods (Efron and Tibshirani [15]) will destroy the temporal structure among the \(T\) observations of \(X^{(r)}_\ell\). For this reason we apply the moving block bootstrap (see Politis and Romano [37] or Radovanov and Marcikić [39]) which preserves the temporal structure of the time series within an epoch. Here, we define \(M\) to be the number of blocks, each with \(T/M\) observations. Thus, one gets the bootstrapped variables \(X^{b,(r)}_\ell\) for \(b = 1, \ldots, B\) the number of iterations. One remarks that in this work, bootstrapped observations are only used to estimate the parameters of the distributions of \(\delta^{(r)}_{\Omega_\kappa}\), they are not directly used on any measure of the strength of the dependence between variables represented through Kendall’s tau or coherence measure because this segmentation in blocks will not necessarily represent correctly the index of concordances and discordances among variables.

3.2. Estimation of the distributions

Still for a reason of data size of \(\delta^{(r)}_{\Omega_\kappa}\) (e.g. as small as 5 values for \(\Delta\) band), we decided to avoid any empirical or non-parametric estimation of the distribution of \(\delta^{(r)}_{\Omega_\kappa}\). As shown in Brockwell and Davis [6], the asymptotic distribution of the periodogram of a time
series follows an exponential distribution (for deriving the magnitude of the Fourier coefficients) with mean $\lambda$ equals to the spectrum. By some algebraic manipulations, we show in Appendix E that the square root of an exponential distribution follows a Rayleigh distribution of parameter $1/\sqrt{2\lambda}$. Note that Rayleigh is a special case of the generalized Gamma distribution. Since the generalized gamma distribution is a model with three parameters (which allows room for computational bias in their estimation due to the idiosyncrasies of data for some frequency bands), we decided to use two-parameter models of that family to infer the distribution of $\delta^{(r)}_{t,\Omega}$ in order to reduce inferential bias due to the small data size as well as to increase computational speed in the inferential process. Thus, we compared the likelihood of fitting a gamma distribution versus the one of fitting a two-parameters Weibull distribution to the LFP data, on all channel. Hence, with the help of an information criterion ($BIC$ - see Section 3.3), we decided to use the gamma distribution to model $\delta^{(r)}_{t,\Omega}$. In the rest of this paper, we adopt the notation $\Gamma^{(r)}_{t,\Omega}$ to denote the estimated distribution of the variable $\delta^{(r)}_{t,\Omega}$ where the maximum likelihood estimators of the parameters are denoted by $(\hat{\nu}, \hat{\iota})$.

### 3.3. Selection of a copula model

The copula-based algorithms to detect changes in brain signals, which are presented in this paper, can be fit using various types of copula functions. Among the most common ways of model selection from a wide set of possible types of copulas, we find those based on an information criterion. For instance, Akaike Information Criterion (AIC, [3]), Bayesian Information Criterion (BIC, [40]) or Copula Information Criterion (CIC, Grønneberg and Hjort [22]) are some of these possibilities. In this paper, because only some slightly differences has been shown to exist between AIC and CIC (Jordanger and Tjøstheim [27]) and because the computational aspect of the algorithms gets reduced with AIC, we use AIC to select all the copula models.

The range of copula models to consider for such a methodology is arbitrary. In this paper, in an attempt to avoid any numerical issues/misscomputations while computing the differences between some copula models (e.g., the difference between a normal copula and a Gumbel copula might be very high for border values due to their divergent
behavior in these areas), we confined our choice only to the Archimedean family of copulas. We made this choice based on the flexibility of that family: elliptical copulas exhibit always a radial symmetry, which is not the case of the Archimedean copulas; furthermore Archimean copulas allow easily to model skewed distributions with nonsymmetric tails. Thus, the panel of considered copulas was restricted to: independent, Clayton, Gumbel, Frank, Joe and rotated Joe (180 degrees) copulas (see Cech [8] for more about rotated copulas).

3.3.1. Effect of model misspecification

In this work, we limit the panel of available copula models to 6 types of copulas from the Archimedean family. Let \( \tilde{C}_{r,r'}(u,v; \tilde{\theta}) \), \( r = 1, ..., R \) be the true copula (with its true parameter \( \tilde{\theta} \)) which is maybe or not in our selection panel, and \( C_{r,r'}(u,v; \bar{\theta}) \) be the one selected using AIC (or any other method based on likelihood information) with its parameter. Then, we express the Kullback-Leibler Information Criterion (KLIC, see [29]) by

\[
\text{KLIC} = \int_0^1 \int_0^1 \log \left( \frac{C_{r,r'}(u,v; \tilde{\theta})}{C_{r,r'}(u,v; \bar{\theta})} \right) \tilde{C}_{r,r'}(u,v; \tilde{\theta}).
\]

If \( \tilde{C}_{r,r'}(u,v; \tilde{\theta}) \) is in the panel of considered copulas to choose based on a likelihood-based criterion, then indeed \( \tilde{C}_{r,r'}(u,v; \tilde{\theta}) = C_{r,r'}(u,v; \bar{\theta}) \) and the KLIC will equal 0. Otherwise, concerning the copula structure, as long as the real copula function \( \tilde{C}_{r,r'}(u,v; \tilde{\theta}) \) is unknown, it is not realistic to compute a specific value of KLIC. However, we can minimize this criterion using a panel of flexible and rich possible families of copulas. Nevertheless, under a misspecified model, it is possible that the equivalent of \( \tilde{\theta} \) for the selected model does not exist. However, a pseudo-true parameter \( \bar{\theta} \) exists. From White [45], under conditions of continuity and measurability (which are met in this paper by LFP data), an estimator \( \hat{\theta}_k \) of \( \bar{\theta} \) obtained by a maximum likelihood estimator computed from the misspecified model will be consistent, as \( n = \text{card}(\Omega_n) \to \infty \). It is the case for Gamma band in the experimental setting described below, but might also be the case for all frequency bands when there are enough time points within each
Figure 3.: Placement of the 32 electrodes on the cortex of the rat. There are 4 layers (having a different depth in the cortex: respectively 300µm, 700µm, 1100µm and 1500µm) and each layer has 8 electrodes. For details, see Wann [44].

4. First application: Detecting a changepoint in across-epochs dependence over a frequency band, for a single microelectrode

To illustrate the pertinence of the dependence issues related to brain signals for certain frequency bands, here we use experimental data from Wann [44] on local field potentials recorded on rats’ cortex in a simulated stroke study. To summarize that experiment, local field potentials were recorded from 32 microelectrodes placed on 4 cortical layers (each with 8 electrodes). This setup is illustrated in Figure 3. On these 32 microelectrodes (channels), using insulated stainless steel wire electrodes, data was recorded for 5 minutes where each second represents a single epoch which consists of $T = 1000$ time points. After these five minutes, a stroke have been mechanically induced using an hemostat clamp on the brain artery located on the second column of electrodes (from the left) recording microelectrodes 2, 10, 18 and 26. Following the stroke, local field potentials data was recorded for five minutes.

Our interest in this section is to identify the epoch $r^*$ where the dependence between successive epochs $r^* - 1$ and $r^*$ differ from the dependence between epochs $r^*$ and $r^* + 1$. We remind here that epoch $r^*$ is a 1-second interval of 1000 time points. Thus, a sudden change is expected to happen between the beginning and the end of $r^*$. Hence, we are interested to identity that epoch $r^*$ within some (i.e. not all) frequency
bands that might be impacted by an external shock such as the stroke. With LFP data, the dependence between $\delta^{(r)}_{\ell,\Omega_\kappa}$ and $\delta^{(r+1)}_{\ell,\Omega_\kappa}$ (no matter if these epochs are considered as a changepoint or not) exhibit frequently complex structure. For example, in Figure 5 (rat id 141020, microelectrode 17), one can observe that the magnitudes of the Fourier coefficients for two successive epochs are highly dependent in their lower tail, and become more and more independent as they one moves toward their higher tail. This particular structure is easily representable through a copula function (Clayton copula will be considered in this case), but is not through any linear correlation (specifically coherence in the spectral domain) structure. For channel 1 (Figure 4), one notices, still for the same rat, that there is a change in the dependence structure following stroke. This difference gets more and more obvious as we are looking for dependence between these magnitudes for epochs which get closer to the temporal interval: epochs 375 to 380. One notices that data in the first row are the one used in our algorithm. However, for visualization purposes, data are log scaled in the second row in order to respond to skewness of large magnitude values.

For this data, the expected major changepoint is $r^* = 301$ which is the stroke onset. It is likely too that other changepoints would be observed much later after the stroke onset (or occlusion) due to the reorganizing of the dependence scheme between brain structures right after stroke. However, for some biological issues, the peak of this observation might be delayed between the 375−th and the 380−th epoch (from 75 to 80 seconds after occlusion) for a majority of the microelectrodes, on most of their frequency bands. We observe that this 5−seconds activity window is subject to change in function of the rat on which experiment is conducted. We note that the way we segregated epochs (changepoint vs stable epoch) is based on the empirical setting presented in 4.1.

We note that, without regard to the frequency band, mainly three patterns are present in the regime of $\delta^{(1:600)}_{\ell,\Omega_\kappa} = [\delta^{(1)}_{\ell,\Omega_\kappa}, \ldots, \delta^{(600)}_{\ell,\Omega_\kappa}]$ with rat id 141020. An interesting fact is that even if the location of the clamped artery is on column 2, these three patterns are observed on column 1. They are respectively microelectrodes (channels) 1, 9 and 17. Figure 6 exhibits the averaged amplitude (per epoch) for each one of these microelectrodes. The results for these three microelectrodes (for the five frequency
Figure 4.: Changes in between-epoch dependence for microelectrode (channel) 1, for rat id 141020. **First row:** Plot of the rescaled magnitudes into unit interval (as used in the changepoint detection algorithm) for pre-stroke (left), early post-stroke (middle) and late post-stroke (right). **Second row:** Plot of the log-scaled magnitudes (for visualization purpose) for pre-stroke (left), early post-stroke (middle) and late post-stroke (right).

Figure 5.: Changes in between-epoch dependence for microelectrode 17, for rat id 141020. Plot of the rescaled magnitudes into unit interval for pre-stroke (left), early post-stroke (middle) and late post-stroke (right).
bands) are presented as these are representative of our methodology.

**ALGORITHM 1:** Detection of a changepoint over many epochs, for a particular microelectrode (channel) and a given frequency band

```plaintext
for (epochs \( r = 1 \) to \( r = 600 \))
  1: Standardize (scale data into \([0, 1]\) interval) such that
     \[
     \hat{\delta}_{\ell,\Omega_\kappa}^{(r)} = (\delta^{(1:600)}_{\ell,\Omega_\kappa} - \min(\delta^{(1:600)}_{\ell,\Omega_\kappa})) / (\max(\delta^{(1:600)}_{\ell,\Omega_\kappa}) - \min(\delta^{(1:600)}_{\ell,\Omega_\kappa})).
     \]
  2: Apply the moving block bootstrap (to conserve the temporal structure inside data, see Section 3) by sampling on \( X^{(r)}_{\ell} \) to obtain robust estimations of the shape \( \nu \) and the rate \( \upsilon \) values of a Gamma distribution and fit its cdf \( \Gamma^{(r)}_{\ell,\Omega_\kappa}(u, \Gamma^{(r)}_{\ell,\Omega_\kappa}(v)) \)
end

for \( r = 1, ..., 599 \)
  3: Compute Kendall’s tau between \( \delta^{(r)}_{\ell,\Omega_\kappa} \) and \( \delta^{(r+1)}_{\ell,\Omega_\kappa} \).
  4: Among a predefined panel of parametric copulas, select using AIC the most suitable copula model and using inverse Kendall’s tau method, estimate the corresponding copula dependence parameter. This copula is noted \( C^{(r), (r+1)}_{\ell,\Omega_\kappa}(\Gamma^{(r)}_{\ell,\Omega_\kappa}(u), \Gamma^{(r+1)}_{\ell,\Omega_\kappa}(v)) \)
end

for \( r = 2, ..., 599 \)
  5: Compute all the bivariate Kolmogorov-Smirnov distances \( D(u, v) \) between copulas \( C_{\ell,\Omega_\kappa}^{(r-1), r}(\Gamma^{(r-1)}_{\ell,\Omega_\kappa}(u), \Gamma^{(r)}_{\ell,\Omega_\kappa}(v)) \) and \( C_{\ell,\Omega_\kappa}^{(r), (r+1)}(\Gamma^{(r)}_{\ell,\Omega_\kappa}(u), \Gamma^{(r+1)}_{\ell,\Omega_\kappa}(v)) \)
```

Figure 6.: Three different patterns in the regime of \( \delta^{(1:600)}_{1,\beta}, \delta^{(1:600)}_{9,\beta} \) and \( \delta^{(1:600)}_{17,\beta} \). Red dotted lines represent the moment when the stroke is artificially induced.
Kolmogorov-Smirnov distances above a threshold determined for a desired significance level are said to indicate plausible changepoints.

**Output:**

4.1. *Empirical thresholds for Kolmogorov-Smirnov distances*

The goal of this subsection is to determine empirical threshold(s) for the bivariate Kolmogorov-Smirnov distances, which will be used in order to test for a change in the auto-correlation between succeeding epochs. The determination of a theoretical threshold under the conditions on data used in this paper is a work in progress. Thus, as it is an explanatory work where we want to illustrate the potential of our methodology,
we establish from some simulations these thresholds through two main scenarios of data generating processes (DGPs).

The overall idea in all these DGPs is to simulate two or more time series (with background noise having moderate variance) in a given DGP, from a latent signal derived from an autoregressive process. The reason justifying to simulate many different series in each simulation is to explore the effect of various latent signals with our copula-based algorithm.

We mention that the hypothesis we are considering to establish a significant threshold are the equivalence of $C(r-1, r)_{\ell, \Omega, \kappa} \equiv C(r, r+1)_{\ell, \Omega, \kappa}$, $r = 2, ..., R-1$ under the null hypothesis against the hypothesis of non-equivalence under the alternative one. It can be rewritten as:

$$
\begin{align*}
H_0 : & \left| C(r-1, r)_{\ell, \Omega, \kappa}(u, v) - C(r, r+1)_{\ell, \Omega, \kappa}(u, v) \right| = 0 \quad \forall (u, v) \in [0, 1] \times [0, 1]; \\
H_1 : & \left| C(r-1, r)_{\ell, \Omega, \kappa}(u, v) - C(r, r+1)_{\ell, \Omega, \kappa}(u, v) \right| > 0 \quad \text{for some } (u, v) \in [0, 1] \times [0, 1].
\end{align*}
$$

Thus, setting up an experimental-based threshold that provides a critical value to test these hypotheses at a significance level $\tilde{\alpha}$ (in order to avoid confusion with $\alpha$, a frequency band) is our challenge here. We remark that we fixed our risk of type I error to $\tilde{\alpha} = 1\%$.

4.1.1. Deriving the empirical thresholds under the null hypothesis

4.1.1.1. DGP 1. In this DGP, we simulated two different scenarios where, for each scenario, we simulated $R = 100$ epochs with $T = 1000$ timepoints per epoch. The first scenario follows a stationary $AR(1)$, then the second one follows a similar $AR(1)$ process where we added a constant. Here, the change between epochs is expressed through a change in the mean levels. The simulations setting is, for $t = 1, ..., T$:

- $Z_{t,A}^{(r)} = 0.9X_t^{(r)} + \epsilon_t^{(r)}$ where $X_t^{(r)} \sim AR(1)$ of parameter $\phi = 0.9$, $\epsilon_t^{(r)} \sim \mathcal{N}(0, 0.1)$ for $r = 1, ..., R$;
- $Z_{t,B}^{(r)} = 1 + 0.9X_t^{(r)} + \epsilon_t^{(r)}$ where $X_t^{(r)} \sim AR(1)$ of parameter $\phi = 0.9$, $\epsilon_t^{(r)} \sim \mathcal{N}(0, 0.1)$ for $r = 1, ..., R$. 
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We computed in both cases the bivariate Kolmogorov-Smirnov distances, \( D(u, v) \), between each consecutive pairs of copulas \( C(r-1, r) \) and \( C(r, r+1) \), \( r = 2, \ldots, 199 \). These statistics are plotted for each of the three frequency bands on Figure 16. We remark that this DGP is considered being a basic simulation model. The goal here is to establish an empirical distribution of the Kolmogorov-Smirnov distance (that we will consider here from a non-formal way as a statistic) under the null hypotheses and to identify the 99 – th percentile which will serve as the threshold that satisfies \( \Pr(\text{Type I error}) = \bar{\alpha} = 0.01 \).

<table>
<thead>
<tr>
<th>Frequency band</th>
<th>Threshold for ( \bar{\alpha} = 1% )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Delta band (( \Delta ))</td>
<td>( D(u, v) &gt; 0.0102 )</td>
</tr>
<tr>
<td>Theta band (( \theta ))</td>
<td>( D(u, v) &gt; 0.0452 )</td>
</tr>
<tr>
<td>Alpha band (( \alpha ))</td>
<td>( D(u, v) &gt; 0.0090 )</td>
</tr>
<tr>
<td>Beta band (( \beta ))</td>
<td>( D(u, v) &gt; 0.0038 )</td>
</tr>
<tr>
<td>Gamma band (( \gamma ))</td>
<td>( D(u, v) &gt; 0.0048 )</td>
</tr>
</tbody>
</table>

Table 1.: DGP 1: threshold on the Kolmogorov-Smirnov statistics for a significance levels of \( \bar{\alpha} = 1\% \).

4.1.1.2. DGP 2. The second DGP is based on some AR(2) processes. The main idea for this DGP is to analyze time series generated from multiple latent signals, where the time series used is tributary of the frequency band on which is performed the analysis. We notice the stationarity here across epochs (i.e., dependence between successive epochs does not change).

The principle is that latent signals from six AR(2) processes are observed for 100 epochs. Thus, the six latent signals are: \( X_{t,i} \sim AR(2), i = 1, \ldots, 6 \) with autoregressive polynomial functions whose roots are complex-valued with respectively, for each latent signal, phases \( p_1 = \pm 4/T \cdot 2\pi, p_2 = \pm 6/T \cdot 2\pi, p_3 = \pm 9/T \cdot 2\pi, p_4 = \pm 13/T \cdot 2\pi, p_5 = \pm 15/T \cdot 2\pi, \) and \( p_6 = \pm 150/T \cdot 2\pi \); for \( t = 1, \ldots, 1000 \). Thus, the spectra of these latent signals are concentrated on the phases of each one of the bands of interest. Our simulation setup, for \( t = 1, \ldots, T \) and for \( r = 1, \ldots, 100 \), is:

- \( Z_{t,i}^{(r)} = X_{t,i}^{(r)} + \epsilon_{t}^{(r)} \), with noise \( \epsilon_{t}^{(r)} \sim N(0, 0.1\sigma_{X_{t,i}^{(r)}}) \); for \( i = 1, \ldots, 6 \).

Table 2 presents the thresholds obtained for a significance value of \( \bar{\alpha} = 1\% \). Hence,
for Delta band for example, based on these simulations, assuming the null hypothesis is true, the epochs related any Kolmogorov-Smirnov statistic valued greater than 0.0149 will be considered as a changepoint in the dependence structure.

<table>
<thead>
<tr>
<th>Frequency band</th>
<th>Threshold for $\bar{\alpha} = 1%$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Delta band ($\Delta$)</td>
<td>$D(u,v) &gt; 0.0149$</td>
</tr>
<tr>
<td>Theta band ($\Theta$)</td>
<td>$D(u,v) &gt; 0.0625$</td>
</tr>
<tr>
<td>Alpha band ($\alpha$)</td>
<td>$D(u,v) &gt; 0.0101$</td>
</tr>
<tr>
<td>Beta band ($\beta$)</td>
<td>$D(u,v) &gt; 0.0050$</td>
</tr>
<tr>
<td>Gamma band ($\gamma$)</td>
<td>$D(u,v) &gt; 0.0103$</td>
</tr>
</tbody>
</table>

Table 2.: DGP 2: Threshold on the Kolmogorov-Smirnov statistics for a significance value of $\bar{\alpha} = 1\%$.

4.1.2. Empirical threshold

We conclude that each frequency band has its own threshold. We note that these critical values are not based on a theoretical development but they are empirically based on an exploratory work. Thus, they are tributary to the way we infer the copulas in our code as well as the way that we compute Kolmogorov-Smirnov statistics over a bidimensional grid of evaluation points. However, as our methodology and our code remain the same to analyze LFP data, these threshold are a reliable way to determine changepoint(s) in the rats brain activity. Hence, as all the thresholds determined in DGP 2 are more conservative than the one in DGP 1, we will consider the latter (see table 2) in our local field potential of a rat study.

4.1.3. Illustration of the power of the test, under $H_1$

To assess the power of the test (under the alternative hypothesis), we decided to retake both DGPs from the last section and to combine the simulations settings in the same scenario. For example, for DGP 1, the simulation setting now becomes a scenario of 200 epochs such that we observe $Z_{t,A}^{(r)}$ for $r = 1,...,100$ and then $Z_{t,B}^{(r)}$ for $r = 101,...,200$. Thus, we observe two consecutive stationary series where the dependence between epochs does not change in the first half ($r = 1,...,100$), the one between epochs does not change too in the second half ($r = 101,...,200$), and a changepoint is expected.
between both stationary blocks.

For each DGP, we collect all the Kolmogorov-Smirnov values and verify that the known changepoint(s) (location between two consecutive series) are above the threshold. For example, as the series $Z_{t,A}^{(r)}$ for epochs $r = 1, ... , 100$ and the series $Z_{t,B}^{(r)}$ for epochs $r = 101, ..., 200$ are different, we will expect to detect a changepoint; which means that $|C^{(99,100)} - C^{(100,101)}| \geq \bar{\alpha}$ as well as $|C^{(100,101)} - C^{(101,102)}| \geq \bar{\alpha}$ for a significance level $\bar{\alpha}$ determined empirically; which leads to 2 values above the thresholds.

We present, in appendix B, for three frequency bands, the Kolmogorov-Smirnov distances for DGP 1 when, for a scenario of 200 epochs, for $t = 1, ..., 1000$, the setup becomes $Z_{t,A}^{(r)}$ for $r = 1, ..., 100$ and $Z_{t,B}^{(r)}$ for $r = 101, ..., 200$. We remark on Figure 16 that the Kolmogorov-Smirnov distances related to epochs 99 and 101 are above the threshold line.

Concerning DGP 2, we decided to combine three of the six series: $Z_{t,2}^{(r)}$ for $r = 1, ..., 100$, $Z_{t,3}^{(r)}$ for $r = 101, ..., 200$ and $Z_{t,6}^{(r)}$ for $r = 201, ..., 300$. We show the results in Figure 8 for theta band.

### 4.2. Changepoints observed on LFP

To verify the validity of our method which has been applied to LFP data (results for rat id 141020 are presented here), we decide to use also an estimator to detect changepoint
Figure 9.: Examples (for two microelectrodes, for rat id 141020) of detection of the epochs related to a changepoint in the dependence structure (for $\bar{\alpha} = 1\%$) using the copula-based method, represented by the vertical red dashed lines. **Left:** For channel 1, alpha band. **Right:** For channel 17, gamma band.

<table>
<thead>
<tr>
<th>Channel and Frequency band</th>
<th>Copula-based algorithm</th>
<th>Condorance with James algorithm</th>
</tr>
</thead>
<tbody>
<tr>
<td>Channel 1, $\Delta$</td>
<td>$374, 375, 376, 377, 378, 399, 425$</td>
<td>Yes</td>
</tr>
<tr>
<td>Channel 1, $\theta$</td>
<td>(25 changepoints have been detected)</td>
<td>Yes</td>
</tr>
<tr>
<td>Channel 1, $\alpha$</td>
<td>$375, 376, 377, 378$</td>
<td>Yes</td>
</tr>
<tr>
<td>Channel 1, $\beta$</td>
<td>$374, 375, 376, 378, 379, 380, 387$</td>
<td>Yes</td>
</tr>
<tr>
<td>Channel 1, $\gamma$</td>
<td>$374, 375, 376, 378$</td>
<td>Yes</td>
</tr>
<tr>
<td>Channel 9, $\Delta$</td>
<td>$59, 60, 61, 62, 179, 180, 181, 182, 239, 240$</td>
<td>Yes</td>
</tr>
<tr>
<td>Channel 9, $\theta$</td>
<td>$121, 372, 373$</td>
<td>Yes</td>
</tr>
<tr>
<td>Channel 9, $\alpha$</td>
<td>$214, 309, 372, 373, 374, 375, 376, 380$</td>
<td>No</td>
</tr>
<tr>
<td>Channel 9, $\beta$</td>
<td>$56, 372, 373, 374, 375, 376$</td>
<td>Yes</td>
</tr>
<tr>
<td>Channel 9, $\gamma$</td>
<td>$60, 180, 182, 372, 373, 374, 375, 376$</td>
<td>No</td>
</tr>
<tr>
<td>Channel 17, $\Delta$</td>
<td>$179, 180, 181, 184, 345, 374, 375, 376, 377, 378, 399, 424, 425, 426, 524, 525$</td>
<td>No</td>
</tr>
<tr>
<td>Channel 17, $\theta$</td>
<td>$18, 88, 191, 215, 339, 373, 376, 377, 390, 446, 467, 473, 563$</td>
<td>Yes</td>
</tr>
<tr>
<td>Channel 17, $\alpha$</td>
<td>(30 changepoints have been detected)</td>
<td>Yes</td>
</tr>
<tr>
<td>Channel 17, $\beta$</td>
<td>$91$ changepoints have been detected)</td>
<td>Yes</td>
</tr>
<tr>
<td>Channel 17, $\gamma$</td>
<td>$375, 376, 377, 378$</td>
<td>No</td>
</tr>
</tbody>
</table>

Table 3.: Epochs considered as changepoints using the copula-based algorithm (with a threshold of $\bar{\alpha} = 1\%$), for rat id 141020.

by pruned objectives (see James and Matteson [25]), and to verify if changepoint(s) detected by both methods concord. Figure 9 presents for two channels the detected changepoints, which are stated on table 3, for a significance level of $\bar{\alpha} = 1\%$. We remark that most of the time, epochs 374 to 379 are significant changepoints. Another remark that we have to do is about the multiple testing issue: trying to detect simultaneously changepoints on multiples microelectrodes and/or on multiple frequency bands will lead to a family-wise error rate (FWER) of $1 - (1 - \bar{\alpha})^w$ where $w$ is the number of independent tests done simultaneously. Such an error might be corrected using Bonferroni’s correction Bonferroni [5].
5. Second application: Comparing dependence prior to and post induced stroke

Our goal here is to compare the spectral dependence of the magnitude of Fourier coefficients pre-stroke versus the one post-stroke (i.e., to compare for a fixed microelectrode - understand "a fixed channel"- and a fixed frequency band if there is a change in the entire structure of dependence among the 300 epochs before the stroke versus after).

To do so, consider a given frequency band $\Omega_\kappa$, $\kappa = 1, ..., Q$. We define the multivariate matrices $\delta_{\ell, \Omega_\kappa}^{(1:300)} = [\delta_{\ell, \Omega_\kappa}^{(1)}, ..., \delta_{\ell, \Omega_\kappa}^{(300)}]$ and $\delta_{\ell, \Omega_\kappa}^{(301:600)} = [\delta_{\ell, \Omega_\kappa}^{(301)}, ..., \delta_{\ell, \Omega_\kappa}^{(600)}]$ (two matrices of dimension $\text{card}(\Omega_\kappa) \times 300$) as two single structures of the dependence. Using straightforwardly a single parametric copula in each case would be an enormous mistake. In fact, the parameter(s) of any Archimedean copula is too general to represent at the same time both the dependence measure between $\delta_{\ell, \Omega_\kappa}^{(1)}$ and $\delta_{\ell, \Omega_\kappa}^{(2)}$ and the dependence measure between $\delta_{\ell, \Omega_\kappa}^{(r)}$ and $\delta_{\ell, \Omega_\kappa}^{(r+1)}$; $r = 2, ..., 299$. That’s the reason why we propose here to use vine copulas (for information, see see Bedford and Cooke [4] and Aas et al. [1]) to represent the dependence between these sets of variables.

The principle of vine copulas is the representation of a multivariate copula as a nested network of bivariate copulas where each single copula is named a node and each link between two nodes (defining the order of the copulas and their relations among themselves) is named an edge. Each level of dependence in this nested network is named a tree. For all type of vines, the first tree is always the set of copulas between the univariate nodes (variables) and for the following trees, the nodes are always conditionals to at least one variable.

In this paper, due to the temporal relation between the consecutive $\delta_{\ell, \Omega_\kappa}^{(r)}$, $r = 1, ..., 600$, we assume the structures of dependence for the multivariate sets $\delta_{\ell, \Omega_\kappa}^{(1:300)}$ and $\delta_{\ell, \Omega_\kappa}^{(301:600)}$ being represented by drawable vine (D-Vine) copulas, where two successive nodes (or variables in this case) on the first tree are two successive epochs. In other words, we assume that the edge between any node in the first tree only links the consecutive variables $\delta_{\ell, \Omega_\kappa}^{(r)}$, $\delta_{\ell, \Omega_\kappa}^{(r+1)}$; $r = 1, ..., 599$.

Obviously, we cannot use a 300-variate version of the Kolmogorov-Smirnov statistic to compare $\delta_{\ell, \Omega_\kappa}^{(1:300)}$ to $\delta_{\ell, \Omega_\kappa}^{(301:600)}$. It is still computationally unfeasible. That’s the reason
why, in our work, we propose to adapt a test comparing two vine copulas models (see Clarke [9]) to our context consisting in determining any difference in the structure of dependence between them. We remark that this test is mainly used in the literature in a goodness of fit perspective of a vine structure given a set of data. Since \( \delta_{\ell, \Omega_{\kappa}}^{(1:300)} \) and \( \delta_{\ell, \Omega_{\kappa}}^{(301:600)} \) are two different set of data having the same dimensionality which does not need to be independent, it is appropriate to use it.

The principle of that test is as follows. Let the ratios of the log-likelihood for each Fourier frequency in the band under consideration \( m_{i; \ell, \Omega_{\kappa}} = \log \left\{ \frac{c_{\ell, \Omega_{\kappa}}^{(1:300)}(\mathbf{u}, \theta_{\ell, \Omega_{\kappa}}^{(1:300)})}{c_{\ell, \Omega_{\kappa}}^{(301:600)}(\mathbf{u}, \theta_{\ell, \Omega_{\kappa}}^{(301:600)})} \right\} \), \( i = 1, \ldots, \text{card}(\Omega_{\kappa}) \) where \( c \) stands for the density of a D-Vine copula function, \( \theta_{\ell, \Omega_{\kappa}}^{(1:300)}, \theta_{\ell, \Omega_{\kappa}}^{(301:600)} \) the vectors of the copula parameters for each vine structure and \( \mathbf{u} \) the vector of observations. Thus, if there is no difference between the vine copulas of the sets of variables \( \delta_{\ell, \Omega_{\kappa}}^{(1:300)} \) and \( \delta_{\ell, \Omega_{\kappa}}^{(301:600)} \), the ratios of the log-likelihood \( m_{i; \ell, \Omega_{\kappa}} \) should be uniformly distributed around zero and we expect 50\% of them should be greater than 0 (for details and proof, see Vuong [42]). Thus, we are testing for all \( i = 1, \ldots, \text{card}(\Omega_{\kappa}) \):

\[
H_0 : P( m_{i; \ell, \Omega_{\kappa}} > 0 ) = 0.5, \\
H_1 : P( m_{i; \ell, \Omega_{\kappa}} > 0 ) \neq 0.5.
\]

Therefore, the statistic of test is

\[
\xi_{\ell, \Omega_{\kappa}} = \sum_{i=1}^{\text{card}(\Omega_{\kappa})} \mathbf{1}_{(0, \infty)}( m_{i; \ell, \Omega_{\kappa}} ),
\]

where \( \mathbf{1} \) stands for the indicator function. Then, under the null hypothesis, \( \xi_{\ell, \Omega_{\kappa}} \sim Bin(\text{card}(\Omega_{\kappa}), 0.5) \) and we can interpreted the statistic of test such that the vine copula pre-stroke is statistically equivalent to the one post stroke if \( \xi \) is not statistically different from \( P( m_{i; \ell, \Omega_{\kappa}} \leq 0 ) \times \text{card}(\Omega_{\kappa}) = 0.5 \text{card}(\Omega_{\kappa}) \) for a given significance level.

This test is known as Clarke’s test [9] and has been considered in most of the literature comparing two vine structures (see Joe and Kurowicka [26]).

We performed our version of that test on the gamma band for the whole LFP data set, as it is the one where we can visually observe on some channels aspects.
of change and on some other channels aspect of stability. We note that, in order to reduce noise, we truncated gamma band to 300 Hz such that $γ \in \{30, 300\} \text{Hz}$. Figure 10 shows, for rat id 141020, in the way the electrodes are placed in the rat’s brain the p-value obtained for each channel. In Appendix C, one observes the statistics of test we obtained for each channel (second row) as well as these p-values for each one of the four rats. Microelectrodes in red suggest to reject $H_0$ for a significance level of $α = 0.0005$. Thus, under that significance level, we can say that for $γ$-band, there are strong evidences of a change in the brain activity of the rat after the induced stroke for a majority of channels.

6. Third application: Comparing the dependence behavior of two different channels for a given frequency band

This section is in fact a brief note to show that one can apply the methodology from Section 5 (with the same use of D-vine copulas including the same temporal order of the nodes on the first tree according to the epochs $r = 1, ..., 600$) to compare, based on the dependence structure, if two different microelectrodes (brain channels), for a given frequency band, act similarly during all the regime of the experiment (i.e., during the 600 epochs). Thus, we test exactly the same hypothesis but this time, $m_{i;ℓ,ℓ';Ω_κ}$ is
defined differently. For epochs 1 to 600, this log-likelihood ratio is defined by:

\[
m_{i;\ell,\ell';\Omega_\kappa} = \log \left\{ \frac{c_{\ell;\Omega_\kappa}(u_{\ell;\Omega_\kappa})^{(1:600)}}{c_{\ell';\Omega_\kappa}(u_{\ell';\Omega_\kappa})^{(1:600)}} \right\},
\]

where \(i = 1, \ldots, \text{card}(\Omega_\kappa)\), and \(\ell\) and \(\ell'\) are obviously two different channels. We applied this test to the channels defined on the two first columns of microelectrodes in the rat brain (i.e., channels linked to microelectrodes 1, 2, 9, 10, 17, 18, 25 and 26; which means a total of 28 possible combinations). We show the results for the gamma band, for the four experimental rats, in Appendix C (Table 4). Recall that to reject \(H_0\), then the Clarke's test statistic should be different from \(\text{card}(\Omega_\kappa)/2\). As the results are for gamma band, they should not be significantly different to \((300\text{Hz} - 31\text{Hz})/2 = 135\) under \(H_0\). That said, even if the Clarke’s statistics are valued on a wide range from 0 to 270, one observes that these 8 channels are considered being completely different on their whole regime for a significance level: the p-values are always lower than 0.0001 for all the 28 possible combinations.

7. Conclusion

This paper related information that can be learned from dependence (i.e. changepoint, change in a regime, etc.), by considering more complex structures rather than simplistic linear relationships such as correlation and coherence. Also, algorithms from which we determined if one can presume of a change or not in these complex structures of dependence has been presented. A clear advantage of changepoint(s) detection through a copula-based approach is the detection of changes in more complex dependence structure (even if the correlation remains constant). Such a methodology aims to show his utility in the future because research about specific types of stroke like CVA gets more and more funded in order to do prevention in society.

In closing, we address two potential criticisms of the proposed work. Firstly, we used only parametric copula models when it is true that in general, non-parametric models are more flexible to data. However, under the considered context motivating this paper, the dimension of some frequency bands is not large enough to ensure the
The robustness of a nonparametric model as a parametric model might be. Secondly, the analysis was conducted only on four rats. It is true that data from many more rats will increase the power of the neurological conclusions. However, the work done here was an explanatory study of a copula-based approach for such data, and having to analyze data from many more rats will complexify the computational work. Many future research avenues are possible from extensions of this current work as this is only a first step towards understanding relationships beyond linearity. One of these avenues is to study the impact of taking copulas on more than 2 epochs while processing the iterative algorithm when studying a changepoint for a single brain channel. Indeed, it will allow to detect changes that occur for small windows of time instead of abrupt changes. Another one is to study our copula-based approach on possible lagged dependence(s) between two different frequency bands.
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### Appendix A  Table of notation

<table>
<thead>
<tr>
<th>Notation</th>
<th>Signification</th>
</tr>
</thead>
<tbody>
<tr>
<td>ℓ, ℓ'</td>
<td>index of a channel, ℓ, ℓ' = 1, ..., d</td>
</tr>
<tr>
<td>(r), (r')</td>
<td>index of an epoch</td>
</tr>
<tr>
<td>T</td>
<td>number of time points for each epoch, assumed to be even</td>
</tr>
<tr>
<td>X(r)</td>
<td>(X^{(r)} = [X_1^{(r)}, ..., X_d^{(r)}]) matrix of size (T \times d) containing the entire observations for epoch (r)</td>
</tr>
<tr>
<td>Xℓ(r)</td>
<td>vector, in time domain, of (T) time points for channel (ℓ) at epoch (r)</td>
</tr>
<tr>
<td>f_{ℓ,ω_k}(r)</td>
<td>Fourier transform of (X_ℓ^{(r)})</td>
</tr>
<tr>
<td>ω_k</td>
<td>Fourier fundamental frequencies: (= k/T)</td>
</tr>
<tr>
<td>Ωκ, Ωκ'</td>
<td>frequency band, (κ, κ' = 1, ..., Q); (e.g. (Ω = {Δ, θ, α, β, γ}), (Q = 5))</td>
</tr>
<tr>
<td>δ(r)κ</td>
<td>(δ^{(r)}<em>κ = [f</em>{1,ω_k}^{(r)}, ..., f_{d,ω_k}^{(r)}])</td>
</tr>
<tr>
<td>δ(r)Ωκ</td>
<td>matrix of (\text{dim card}(Ω_κ) \times d) containing all the fundamental frequencies for a given band at a given epoch</td>
</tr>
<tr>
<td>δ_{ℓ,Ωκ}^{(r,s)}</td>
<td>matrix of the variables ([δ^{(r)}_ℓ, δ^{(s)}_ℓ], r, s ∈ {1, ..., R}, r ≤ s)</td>
</tr>
<tr>
<td>(H_{ℓ,Ωκ}^{(r)}(r', Ωκ'))</td>
<td>joint cdf of (δ^{(r)}<em>ℓ, δ^{(r')}</em>{ℓ'}), (ℓ, ℓ' = 1, ..., d), (κ, κ' = 1, ..., Q), (r, r' = 1, ..., R)</td>
</tr>
<tr>
<td>(H_{ℓ,Ωκ}^{(r)}(δ^{(r)}_ℓ, Ωκ))</td>
<td>marginal cdf for channel (ℓ = 1, ..., d), frequency band (Ω_κ), (κ = 1, ..., Q) at epoch (r = 1, ..., R)</td>
</tr>
<tr>
<td>(C_{ℓ,Ωκ}^{(r,r')})</td>
<td>copula function between (δ_{ℓ,Ωκ}^{(r)}) and (δ_{ℓ,Ωκ}^{(r')})</td>
</tr>
<tr>
<td>(C_{ℓ,Ωκ}^{(r,r')})</td>
<td>copula function between (δ_{ℓ,Ωκ}^{(r)}) and (δ_{ℓ,Ωκ}^{(r')}) (in case (ℓ = ℓ', κ = κ'))</td>
</tr>
<tr>
<td>(C_{ℓ,Ωκ}^{(r,r')})</td>
<td>density of the copula (C_{ℓ,Ωκ}^{(r,r')})</td>
</tr>
<tr>
<td>(C_{ℓ,Ωκ}^{(r,r')})</td>
<td>true copula function between (δ_{ℓ,Ωκ}^{(r)}) and (δ_{ℓ,Ωκ}^{(r')})</td>
</tr>
<tr>
<td>(θ)</td>
<td>true copula parameter</td>
</tr>
<tr>
<td>(θ)</td>
<td>pseudo-true copula parameter</td>
</tr>
<tr>
<td>(θ_K)</td>
<td>maximum likelihood estimator of the true copula parameter</td>
</tr>
<tr>
<td>(θ)</td>
<td>estimator of the true copula parameter based on the inversion of the Kendall's tau</td>
</tr>
<tr>
<td>Γ_{ℓ,Ωκ}^{(r)}</td>
<td>Gamma distribution fitted to (δ_{ℓ,Ωκ}^{(r)})</td>
</tr>
<tr>
<td>ν, θ</td>
<td>parameters of a Gamma distribution</td>
</tr>
<tr>
<td>(κ)</td>
<td>maximum likelihood estimators of (ν, θ)</td>
</tr>
<tr>
<td>(θ_{ℓ,Ωκ}^{(r,s)})</td>
<td>vector of the copula parameters of a vine structure</td>
</tr>
<tr>
<td>(u, v)</td>
<td>standardized version of the vectors (u, v) in ([0, 1])</td>
</tr>
<tr>
<td>(X, Y)</td>
<td>standardized versions of (X, Y)</td>
</tr>
<tr>
<td>(X_{ℓ,b}^{(r)})</td>
<td>bootstrapped version of (X_ℓ^{(r)}) at the (b)-th iteration</td>
</tr>
<tr>
<td>(b)</td>
<td>(b = 1, ..., B) index of the iteration in the bootstrap process</td>
</tr>
<tr>
<td>(M)</td>
<td>number of blocks (bootstrap procedure) of size (T/M)</td>
</tr>
<tr>
<td>(D(u, v))</td>
<td>Kolmogorov-Smirnov statistic</td>
</tr>
<tr>
<td>(m_{ℓ,Ωκ})</td>
<td>ratio of the pointwise log-likelihoods pre-stroke over post-stroke</td>
</tr>
<tr>
<td>(ξ_{ℓ,Ωκ})</td>
<td>Clarke’s statistic of test to determine an equivalence in distribution between (δ_{ℓ,Ωκ}^{(1:300)}) and (δ_{ℓ,Ωκ}^{(301:600)})</td>
</tr>
<tr>
<td>(\bar{σ})</td>
<td>significance level</td>
</tr>
</tbody>
</table>
Appendix B  Figures for the threshold experimental setting - illustration of the power of the test

Figure 11.: DGP 1: Bivariate Kolmogorov-Smirnov statistics computed to compare 200 copulas, for 3 frequency bands. Red dashed line represents threshold on the Kolmogorov-Smirnov statistics for significance value of $\bar{\alpha} = 1\%$. 
Appendix C  Tables showing the statistics of test for the four rats for Sections 5 and 6

![Table showing statistics]

Figure 12.: Results of the test of difference in the equivalence pre-stroke vs post-stroke, for γ-band, displayed in the order the electrodes are places on brain. First line represents the channel index, second line the Clarke’s statistic and third line the p-value related. P-values in red represent the non-rejection of $H_0$ for a significance level of 2.5%, for rat id 141020.
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Figure 13.: Results of the test of difference in the equivalence pre-stroke vs post-stroke, for γ-band, displayed in the order the electrodes are places on brain. First line represents the channel index, second line the Clarke’s statistic and third line the p-value related. P-values in red represent the non-rejection of $H_0$ for a significance level of 2.5%, for rat id 150326.
Figure 14.: Results of the test of difference in the equivalence pre-stroke vs post-stroke, for γ-band, displayed in the order the electrodes are places on brain. First line represents the channel index, second line the Clarke’s statistic and third line the p-value related. P-values in red represent the non-rejection of \( H_0 \) for a significance level of 2.5\%, for rat id 150410.

\[
\begin{pmatrix}
1 & 2 & 3 & 4 & 5 & 6 & 7 & 8 \\
\text{p}<0.0001 & 269 & \text{p}<0.0001 & 266 & \text{p}<0.0001 & 268 & \text{p}<0.0001 & 267 \\
\text{p}<0.0001 & 269 & \text{p}<0.0001 & 267 & \text{p}<0.0001 & 266 & \text{p}<0.0001 & 267 \\
\text{p}<0.0001 & 268 & \text{p}<0.0001 & 266 & \text{p}<0.0001 & 267 & \text{p}<0.0001 & 267 \\
\text{p}<0.0001 & 269 & \text{p}<0.0001 & 267 & \text{p}<0.0001 & 266 & \text{p}<0.0001 & 267 \\
\text{p}<0.0001 & 270 & \text{p}<0.0001 & 270 & \text{p}<0.0001 & 270 & \text{p}<0.0001 & 270 \\
\text{p}<0.0001 & 270 & \text{p}<0.0001 & 270 & \text{p}<0.0001 & 270 & \text{p}<0.0001 & 270 \\
\text{p}<0.0001 & 270 & \text{p}<0.0001 & 270 & \text{p}<0.0001 & 270 & \text{p}<0.0001 & 270 \\
\text{p}<0.0001 & 270 & \text{p}<0.0001 & 270 & \text{p}<0.0001 & 270 & \text{p}<0.0001 & 270 \\
\end{pmatrix}
\]

Figure 15.: Results of the test of difference in the equivalence pre-stroke vs post-stroke, for γ-band, displayed in the order the electrodes are places on brain. First line represents the channel index, second line the Clarke’s statistic and third line the p-value related. P-values in red represent the non-rejection of \( H_0 \) for a significance level of 2.5\%, for rat id 16046.

<table>
<thead>
<tr>
<th>Channel 1</th>
<th>Channel 2</th>
<th>Channel 9</th>
<th>Channel 10</th>
<th>Channel 17</th>
<th>Channel 18</th>
<th>Channel 25</th>
<th>Channel 26</th>
</tr>
</thead>
<tbody>
<tr>
<td>\text{p}&lt;0.0001</td>
<td>\text{p}&lt;0.0001</td>
<td>\text{p}&lt;0.0001</td>
<td>\text{p}&lt;0.0001</td>
<td>\text{p}&lt;0.0001</td>
<td>\text{p}&lt;0.0001</td>
<td>\text{p}&lt;0.0001</td>
<td>\text{p}&lt;0.0001</td>
</tr>
<tr>
<td>\text{p}&lt;0.0001</td>
<td>\text{p}&lt;0.0001</td>
<td>\text{p}&lt;0.0001</td>
<td>\text{p}&lt;0.0001</td>
<td>\text{p}&lt;0.0001</td>
<td>\text{p}&lt;0.0001</td>
<td>\text{p}&lt;0.0001</td>
<td>\text{p}&lt;0.0001</td>
</tr>
<tr>
<td>\text{p}&lt;0.0001</td>
<td>\text{p}&lt;0.0001</td>
<td>\text{p}&lt;0.0001</td>
<td>\text{p}&lt;0.0001</td>
<td>\text{p}&lt;0.0001</td>
<td>\text{p}&lt;0.0001</td>
<td>\text{p}&lt;0.0001</td>
<td>\text{p}&lt;0.0001</td>
</tr>
<tr>
<td>\text{p}&lt;0.0001</td>
<td>\text{p}&lt;0.0001</td>
<td>\text{p}&lt;0.0001</td>
<td>\text{p}&lt;0.0001</td>
<td>\text{p}&lt;0.0001</td>
<td>\text{p}&lt;0.0001</td>
<td>\text{p}&lt;0.0001</td>
<td>\text{p}&lt;0.0001</td>
</tr>
<tr>
<td>\text{p}&lt;0.0001</td>
<td>\text{p}&lt;0.0001</td>
<td>\text{p}&lt;0.0001</td>
<td>\text{p}&lt;0.0001</td>
<td>\text{p}&lt;0.0001</td>
<td>\text{p}&lt;0.0001</td>
<td>\text{p}&lt;0.0001</td>
<td>\text{p}&lt;0.0001</td>
</tr>
<tr>
<td>\text{p}&lt;0.0001</td>
<td>\text{p}&lt;0.0001</td>
<td>\text{p}&lt;0.0001</td>
<td>\text{p}&lt;0.0001</td>
<td>\text{p}&lt;0.0001</td>
<td>\text{p}&lt;0.0001</td>
<td>\text{p}&lt;0.0001</td>
<td>\text{p}&lt;0.0001</td>
</tr>
<tr>
<td>\text{p}&lt;0.0001</td>
<td>\text{p}&lt;0.0001</td>
<td>\text{p}&lt;0.0001</td>
<td>\text{p}&lt;0.0001</td>
<td>\text{p}&lt;0.0001</td>
<td>\text{p}&lt;0.0001</td>
<td>\text{p}&lt;0.0001</td>
<td>\text{p}&lt;0.0001</td>
</tr>
</tbody>
</table>

Table 4.: Results of the test of difference in the dependence between two channels of the first two columns, for γ-band. First line represents the Clarke’s statistic and second line the p-value related, for rat id 141020.
Table 5.: Results of the test of difference in the dependence between two channels of the first two columns, for $\gamma$-band. First line represents the Clarke’s statistic and second line the p-value related, for rat id 150326.

<table>
<thead>
<tr>
<th>Channel 1</th>
<th>Channel 2</th>
<th>Channel 9</th>
<th>Channel 10</th>
<th>Channel 17</th>
<th>Channel 18</th>
<th>Channel 25</th>
<th>Channel 26</th>
</tr>
</thead>
<tbody>
<tr>
<td>Channel 1</td>
<td>Channel 2</td>
<td>Channel 9</td>
<td>Channel 10</td>
<td>Channel 17</td>
<td>Channel 18</td>
<td>Channel 25</td>
<td>Channel 26</td>
</tr>
<tr>
<td>p &lt; 0.0001</td>
<td>p &lt; 0.0001</td>
<td>p &lt; 0.0001</td>
<td>p &lt; 0.0001</td>
<td>p &lt; 0.0001</td>
<td>p &lt; 0.0001</td>
<td>p &lt; 0.0001</td>
<td>p &lt; 0.0001</td>
</tr>
<tr>
<td>Channel 2</td>
<td>Channel 9</td>
<td>Channel 10</td>
<td>Channel 17</td>
<td>Channel 18</td>
<td>Channel 25</td>
<td>Channel 26</td>
<td></td>
</tr>
<tr>
<td>270</td>
<td>270</td>
<td>270</td>
<td>270</td>
<td>270</td>
<td>270</td>
<td>270</td>
<td></td>
</tr>
<tr>
<td>p &lt; 0.0001</td>
<td>p &lt; 0.0001</td>
<td>p &lt; 0.0001</td>
<td>p &lt; 0.0001</td>
<td>p &lt; 0.0001</td>
<td>p &lt; 0.0001</td>
<td>p &lt; 0.0001</td>
<td></td>
</tr>
<tr>
<td>Channel 9</td>
<td>Channel 10</td>
<td>Channel 17</td>
<td>Channel 18</td>
<td>Channel 25</td>
<td>Channel 26</td>
<td></td>
<td></td>
</tr>
<tr>
<td>270</td>
<td>270</td>
<td>270</td>
<td>270</td>
<td>270</td>
<td>270</td>
<td></td>
<td></td>
</tr>
<tr>
<td>p &lt; 0.0001</td>
<td>p &lt; 0.0001</td>
<td>p &lt; 0.0001</td>
<td>p &lt; 0.0001</td>
<td>p &lt; 0.0001</td>
<td>p &lt; 0.0001</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Channel 10</td>
<td>Channel 17</td>
<td>Channel 18</td>
<td>Channel 25</td>
<td>Channel 26</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>270</td>
<td>270</td>
<td>270</td>
<td>270</td>
<td>270</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>p &lt; 0.0001</td>
<td>p &lt; 0.0001</td>
<td>p &lt; 0.0001</td>
<td>p &lt; 0.0001</td>
<td>p &lt; 0.0001</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 6.: Results of the test of difference in the dependence between two channels of the first two columns, for $\gamma$-band. First line represents the Clarke’s statistic and second line the p-value related, for rat id 150410.

<table>
<thead>
<tr>
<th>Channel 1</th>
<th>Channel 2</th>
<th>Channel 9</th>
<th>Channel 10</th>
<th>Channel 17</th>
<th>Channel 18</th>
<th>Channel 25</th>
<th>Channel 26</th>
</tr>
</thead>
<tbody>
<tr>
<td>Channel 1</td>
<td>Channel 2</td>
<td>Channel 9</td>
<td>Channel 10</td>
<td>Channel 17</td>
<td>Channel 18</td>
<td>Channel 25</td>
<td>Channel 26</td>
</tr>
<tr>
<td>p &lt; 0.0001</td>
<td>p &lt; 0.0001</td>
<td>p &lt; 0.0001</td>
<td>p &lt; 0.0001</td>
<td>p &lt; 0.0001</td>
<td>p &lt; 0.0001</td>
<td>p &lt; 0.0001</td>
<td>p &lt; 0.0001</td>
</tr>
<tr>
<td>Channel 2</td>
<td>Channel 9</td>
<td>Channel 10</td>
<td>Channel 17</td>
<td>Channel 18</td>
<td>Channel 25</td>
<td>Channel 26</td>
<td></td>
</tr>
<tr>
<td>270</td>
<td>270</td>
<td>270</td>
<td>270</td>
<td>270</td>
<td>270</td>
<td></td>
<td></td>
</tr>
<tr>
<td>p &lt; 0.0001</td>
<td>p &lt; 0.0001</td>
<td>p &lt; 0.0001</td>
<td>p &lt; 0.0001</td>
<td>p &lt; 0.0001</td>
<td>p &lt; 0.0001</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Channel 9</td>
<td>Channel 10</td>
<td>Channel 17</td>
<td>Channel 18</td>
<td>Channel 25</td>
<td>Channel 26</td>
<td></td>
<td></td>
</tr>
<tr>
<td>270</td>
<td>270</td>
<td>270</td>
<td>270</td>
<td>270</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>p &lt; 0.0001</td>
<td>p &lt; 0.0001</td>
<td>p &lt; 0.0001</td>
<td>p &lt; 0.0001</td>
<td>p &lt; 0.0001</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Channel 10</td>
<td>Channel 17</td>
<td>Channel 18</td>
<td>Channel 25</td>
<td>Channel 26</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>270</td>
<td>270</td>
<td>270</td>
<td>270</td>
<td>270</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>p &lt; 0.0001</td>
<td>p &lt; 0.0001</td>
<td>p &lt; 0.0001</td>
<td>p &lt; 0.0001</td>
<td>p &lt; 0.0001</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Channel 17</td>
<td>Channel 18</td>
<td>Channel 25</td>
<td>Channel 26</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>270</td>
<td>270</td>
<td>270</td>
<td>270</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>p &lt; 0.0001</td>
<td>p &lt; 0.0001</td>
<td>p &lt; 0.0001</td>
<td>p &lt; 0.0001</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Channel 18</td>
<td>Channel 25</td>
<td>Channel 26</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>270</td>
<td>270</td>
<td>270</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>p &lt; 0.0001</td>
<td>p &lt; 0.0001</td>
<td>p &lt; 0.0001</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 7.: Results of the test of difference in the dependence between two channels of the first two columns, for $\gamma$-band. First line represents the Clarke’s statistic and second line the p-value related, for rat id 160406.
Appendix D  Illustrations of the frequency band filtering for three
channels, for rat id 141020

Figure 16.: Channels 1, 9 and 17 represented through 4 of their frequency bands, for
rat id 141020.
Appendix E  Proof that square root of the periodogram follows
asymptotically a Rayleigh distribution

Let the periodogram \( Z_{\ell,\Omega_n}^{(r)} = (\delta_{\ell,\Omega_n}^{(r)})^2 \) having the asymptotic exponential distribution of density

\[
g_{\ell,\Omega_n}^{(r)}(Z_{\ell,\Omega_n}^{(r)}) = \frac{1}{\lambda} \exp\left\{ -\frac{Z_{\ell,\Omega_n}^{(r)}}{\lambda} \right\} \mathbb{I}_{\{Z_{\ell,\Omega_n}^{(r)}>0\}}
\]

where \( \lambda \) is the mean parameter. Thus, one considers the one-to-one transformation \( \delta_{\ell,\Omega_n}^{(r)} = \sqrt{Z_{\ell,\Omega_n}^{(r)}} \). Therefore, one has the Jacobian

\[
\frac{d(Z_{\ell,\Omega_n}^{(r)})}{d(\delta_{\ell,\Omega_n}^{(r)})} = 2\delta_{\ell,\Omega_n}^{(r)}.
\]

Hence, the asymptotic density of \( \delta_{\ell,\Omega_n}^{(r)} \) is

\[
h_{\ell,\Omega_n}^{(r)}(\delta_{\ell,\Omega_n}^{(r)}) = g_{\ell,\Omega_n}^{(r)}(\delta_{\ell,\Omega_n}^{(r)})^2 \times \left| \frac{d(\delta_{\ell,\Omega_n}^{(r)})}{d(Z_{\ell,\Omega_n}^{(r)})} \right|
\]

\[
= 2\delta_{\ell,\Omega_n}^{(r)} \lambda \exp\left\{ -\frac{[\delta_{\ell,\Omega_n}^{(r)}]^2}{\lambda} \right\} \mathbb{I}_{\{\delta_{\ell,\Omega_n}^{(r)}>0\}}
\]

for \( \delta_{\ell,\Omega_n}^{(r)}>0 \), which is the density of a Rayleigh distribution of parameter \( 1/\sqrt{2\lambda} \).