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Abstract

Standard full waveform inversion (FWI) attempts to minimize the difference between observed and modeled data. When the initial velocity is kinematically accurate, FWI often converges to the best velocity model, usually of a high-resolution nature. However, when the modeled data using an initial velocity is far from the observed data, conventional local gradient based methods converge to a solution near the initial velocity instead of the global minimum. This is known as the cycle-skipping problem, which results in a zero correlation when observed and modeled data are not correlated. To reduce the cycle-skipping problem, we compare the envelope of the modeled and observed data instead of comparing the modeled and observed data directly. However, if the initial velocity is not sufficient, the correlation of the envelope of the modeled and observed data might still be zero. To mitigate this issue, we propose to maximize both the zero-lag correlation of the envelope and the non-zero-lag correlations of the envelope. A weighting function with maximum value at zero lag and decays away from zero lag is introduced to balance the role of the lags. The resulting
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objective function is less sensitive to the choice of the maximum lag allowed and has a wider region of convergence with respect to standard FWI and envelope inversions. The implementation has the same computational complexity as conventional FWI as the only difference in the calculation is related to a modified adjoint source. The implementation of this algorithm was performed on an AMD GPU platform based on OPENCL and provided a 14 times speedup over a CPU implementation based on OPENMP. Several numerical examples are shown to demonstrate the proper convergence of the proposed method. Application to the Marmousi model shows that this method converges starting with a linearly increasing velocity model, even with data free of frequencies below 3 Hz.
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1. Introduction

Full waveform inversion (FWI) has recently gained a lot of attention as a tool that can provide a high-resolution velocity estimation of the subsurface. However, it strongly depends on the initial velocity model that has to accurately explain the kinematics of the wavefield within a half cycle of the observed data. Otherwise, it will converge to a local minimum instead of a global one, which reflects the cycle-skip between the real and predicted data.

There are many solutions that have been proposed recently to address the issue of cycle-skipping. One family of solutions suggests extending the model space \[1, 2, 3\] with additional degrees of freedom that will allow to fit the data beyond the physical model limitations. A penalty on the unphysical nature of the model extension provides a path to correct the kinematics of the wavefield to make it suitable for FWI to converge. However, an extension of the model of any type usually forces the inversion to work in an extended domain, which is relatively expensive. In addition, the penalty is applied in many forms while
allowing the basic measure of difference between the observed and modeled data to impose a classic FWI in the inversion. Another family of methods is based on the global measurement of the distance between the modeled and observed data [4, 5, 6], and yet another family of solutions to the cycle-skipping problem involves minimizing the lag of the maximum of the correlation between the observed and modeled data [7, 8]. More generally, some researchers propose different methods to measure the phase difference between the modeled and observed data [9, 10, 11, 12]. Others, such as [13] developed an adaptive data selective method, that constrains the inversion to data that is not cycle-skipped by a measure of the traveltime lag through crosscorrelation. Another group of methods is based on measuring the quality or the difference of an extended image [14, 15, 16, 17, 18]. For data without sufficient low frequency information, some researchers have proposed generating artificial low frequencies by approximating the data in a transformed domain [19, 20, 21, 22]. Envelope inversion [23, 24, 25, 26, 27, 28, 29, 30, 31, 32] can reduce the number of local minima by comparing the envelope of data, which induces low frequency information. For reflection dominated data, [33] and [34] developed a method based mainly on the work of [35] to invert for smooth velocity models using modeled reflected energy from an image and referred to it as reflected waveform inversion (RWI). The idea is based on migration followed by de-migration to predict the reflections. Since the de-migration is obtained from the image, for an imperfect velocity, the modeled data from the image will have residuals, ideally at far offsets. As a result, RWI mainly inverts the propagator (smooth) part of the model, like migration velocity analysis (MVA) but without the need for extended images or angle gathers. [36] implemented the same approach in the frequency domain to utilize a sequential frequency implementation, which they thought was necessary, to avoid the nonlinearity caused by an incorrect image. [37] proposed similar ideas that invert for both velocity and impedance. In previous work, we proposed inverting for the background and perturbation simultaneously [38, 39], which can utilize diving waves, first-order reflection and even multi-scattering energy together [40] and later on, [41] extended the idea to the elastic case.
Reflected waveform inversion can update along the wave-path of both diving and reflected waves which can reduce the cycle-skipping problem. However, reflected waveform inversion might still suffer from cycle-skipping problems due to limitations in the objective function.

One modification in the objective function recently came as an extension to the fitting space in the data domain [42]. [43] proposed an extension correlation of the observed and modeled data. However, this requires a selective function to remove the negative contribution in the objective function. In this work, we propose maximizing the correlation with a time lag between the envelope of the modeled data and the envelope of the observed data. By combining this extension with a proper weighting function, there will be no need to introduce the selective function because the envelope of the signal is always positive. Numerical examples illustrate that the proposed method can have a much larger region of convergence (basin of attraction) than standard FWI and envelope inversions. Implementing the extension in the data domain makes the resulting algorithm has a similar gradient calculation and cost, compared to standard FWI. The only difference here is in the adjoint source, which makes the proposed method easy to implement in a high-performance computing platform, like the one we use here.

Thus, we implement this new inversion on a unique GPU computing platform referred to as SANAM, which is a GPU cluster hosted by King Abdulaziz City for Science and Technology (KACST), Saudi Arabia. Here we will also discuss our attempt at a high-performance implementation of our FWI methods on the AMD GPU based on OPENCL programming.
2. The objective function based on an extended correlation of the envelope

Standard waveform inversion can be formulated in the following optimization problem \[44, 45, 46\]:

\[
\min_v J_0 = \sum_{\vec{x}} \int_t \frac{1}{2} \left[ p(\vec{x}, t) - g(\vec{x}, t) \right]^2 dt,
\]
\[
s.t. \quad \frac{1}{\nu^2} p_{tt} - \Delta p = f,
\] (1)

in which, \( v \) is the \( P \)-wave velocity, \( f \) is the source wavelet, \( g \) is the observed data and \( p \) is the modeled wavefield corresponding to velocity \( v \). Here we consider only a single source case for simplicity. We only need to sum the contribution of different sources in the case of multiple sources. The summation of \( \vec{x} \) is over all receiver locations. This classic objective function (1) is highly sensitive to the amplitude of the wavefield, which is hard to accurately simulate considering our typical acoustic assumption of the medium and our ignorance of attenuation, among other shortcomings in the modeling process. A globally amplitude independent objective function \[47\] is given by maximizing the cross correlation between the modeled and observed wavefields, which can be expressed as

\[
\min_v J_1 = -\sum_{\vec{x}} \frac{\int_t p(\vec{x}, t)g(\vec{x}, t)dt}{\sqrt{\int_t p(\vec{x}, t)^2 dt \int_t g(\vec{x}, t)^2 dt}}.
\] (2)

The objective functions \( J_0 \) and \( J_1 \) are highly nonlinear with respect to the velocity model such that conventional local gradient based methods often converge to local minima if the initial velocity is far from the exact one; there are no sufficiently low frequencies in the data or the maximum offset is not large enough. This is often attributed to the cycle skipping between predicted and observed data. An example is shown in Figure 1(a), in which the red and blue curves represent the observed and modeled data respectively. The correlation between the red and blue curves equals zero, as there is no intersection between the energy corresponding to the two events. In this case, gradient methods cannot improve the velocity as the objective function \( J_1 \) (Figure 1(b)) is flat.
Figure 1: An illustration of the cycle skipping problem in the time domain. (a) Modeled and observed data and their envelope. (b) The global correlation objective function with different constant velocity. (c) The shift of the observed data to the modeled data. (d) The shift of the envelope of the observed data to the envelope of the modeled data.
around that velocity. In order to solve this problem and allow for an interaction between modeled and observed data, it might be possible to shift the observed data to the modeled data and correlate them, as shown in Figure 1(c). However, shifting the two data and correlating them directly could produce a correlation that contributes negatively to the objective function. To remove the negative contribution, [43] proposed an extra selective function to the shifted correlation. Instead of correlating of the modeled wavefield with shifted observed data directly, we can correlate the envelope of the modelled data and the shift of the envelope of the observed data as shown in Figure 1(d). In this case, the correlation will always be positive due to the positive nature of the envelope function. Thus, we can avoid the introduction of the selective function. More precisely, we suggest extending the objective function \( J_2 \) by correlating the envelope of the modeled data with the shifted envelope of the observed data as follows:

\[
\min_v J_2 = - \sum_{\vec{x}} \sum_{\tau} W(\tau) C(p, g, \vec{x}, \tau),
\]

in which \( W(\tau) \) is a weighting function and the shifted cross-correlation between the envelope of the modeled data and the envelope of the observed data is defined as

\[
C(p, g, \vec{x}, \tau) = \frac{\int E(p)(\vec{x}, t)E(g)(\vec{x}, t + \tau)dt}{\sqrt{\int E(p)(\vec{x}, t)^2dt \int E(g)(\vec{x}, t + \tau)^2dt}},
\]

where \( E(p) \) denotes the square envelope of the function of \( p \), which is defined as [23, 24, 25, 27, 32]:

\[
E(p)(\vec{x}, t) = p(\vec{x}, t)^2 + H_p(\vec{x}, t)^2.
\]

Here, \( H_p \) is the Hilbert transform of \( p \). Taking into consideration of the smoothness and the compact support requirement, we suggest the following weighting function (see Figure 2):

\[
W(\tau) = \begin{cases} 
2\left(\frac{1}{\max |\tau|}\right)^3 - 3\left(\frac{1}{\max |\tau|}\right)^2 + 1, & \tau \leq \max |\tau|, \\
0, & \tau > \max |\tau|,
\end{cases}
\]
which enhances the wavefield comparison. In this case, the objective function maximizes the correlation, not only at zero lag, but also at non-zero lag. We can control the maximum shift by making the $\max |\tau|$ depend on the quality of the initial velocity. In the case in which the modeled data is far from the observed data as shown in Figure 1(a), we choose large $\max |\tau|$. Due to the positive feature of the envelope function, the shifted correlation between the envelope of the modeled data and the envelope of the observed data will always be positive to guarantee the positive contribution to the objective function.

3. The gradient calculation

In order to solve the optimization problem with a local-based optimization method, we derive the gradient of the objective function. We perturb the velocity $v$ by $\delta v$, so that

$$\delta J_2 = -\sum_x \sum_\tau W(\tau) \delta C(p, g, \bar{x}, \tau),$$

where

$$\delta C(p, g, \bar{x}, \tau, \bar{h}) = \frac{\int_t \delta E(p)(\bar{x}, t) E(g)(\bar{x}, t + \tau) dt}{\sqrt{\int_t E(p)(\bar{x}, t)^2 dt \int_t E(g)(\bar{x}, t + \tau)^2 dt}}$$

$$- \frac{\int_t E(p)(\bar{x}, t) E(g)(\bar{x}, t + \tau) dt \int_t E(p)(\bar{x}, t) \delta E(p)(\bar{x}, t) dt}{\sqrt{\int_t E(p)(\bar{x}, t)^2 dt \sqrt{\int_t E(g)(\bar{x}, t + \tau)^2 dt}}}.$$  (8)
Let us denote
\[ R_1(\vec{x}, t, \tau) = \frac{E(g)(\vec{x}, t + \tau)}{\sqrt{\int E(p)(\vec{x}, t)^2 dt}} \sqrt{\int E(p)(\vec{x}, t + \tau)^2 dt} - \frac{\int E(p)(\vec{x}, t) E(g)(\vec{x}, t + \tau) dt E(p)(\vec{x}, t)}{\sqrt{\int E(p)(\vec{x}, t)^2 dt} \sqrt{\int E(g)(\vec{x}, t + \tau)^2 dt}}. \]

Then, we will have
\[
\delta C(p, g, \vec{x}, \tau, \vec{h}) = \int_t \delta E(p)(\vec{x}, t) R_1(\vec{x}, t, \tau) dt, \\
= \int_t (2p(\vec{x}, t) \delta p(\vec{x}, t) + 2H(p)(\vec{x}, t) \delta H(p)(\vec{x}, t)) R_1(\vec{x}, t, \tau) dt, \\
= \int_t [2p(\vec{x}, t) - H(2H(p)(\vec{x}, t) R_1(\vec{x}, t, \tau))] \delta p(\vec{x}, t) dt. \tag{10}
\]

We extract from the above the terms that form the adjoint source \( R(\vec{x}, t) \) given by
\[
R(\vec{x}, t) = -\sum_{\tau} W(\tau) [2p(\vec{x}, t) - H(2H(p)(\vec{x}, t) R_1(\vec{x}, t, \tau))] \\
= -2 \sum_{\tau} W(\tau) p(\vec{x}, t) R_1(\vec{x}, t, \tau) + 2H \left( \sum_{\tau} W(\tau) H(p)(\vec{x}, t) R_1(\vec{x}, t, \tau) \right). \tag{11}
\]

In the above formulation, we utilized the linearity of the Hilbert transform. Thus, only three Hilbert transforms are required even though the objective function is the summation of the time-shifted correlation on the envelope. The perturbed wavefield satisfies the wave equation:
\[
\frac{1}{v^2} \delta p_{tt} - \Delta \delta p = \frac{2}{v^3} p_{tt} \delta v. \tag{12}
\]

As a result, the gradient is given by the adjoint state method \[48\] as follows:
\[
\nabla_v J_2 = \frac{2}{v^3} \int_t p_{tt}(\vec{x}, t) \lambda(\vec{x}, t) dt, \tag{13}
\]

where \( \lambda \) is the back-propagated wavefield with the adjoint source \( R(\vec{x}, t) \). As we can see from the above gradient, the proposed method has the same cost as standard FWI for each iteration. We only need to execute one forward modeling and one backward modeling operation per iteration. The only difference is in the computation of the adjoint source. Due to the simple form of this objective function, it can easily be combined with other methods such as reflected
waveform inversion\cite{39, 38, 40} to help mitigate the cycle-skipping issue for these methods.

4. High-performance implementation

As mentioned earlier, the proposed technique has been implemented on a high-performance computing platform referred to as SANAM, which is a multi-GPU cluster hosted by King Abdulaziz City for Science and Technology (KACST) in Riyadh, Saudi Arabia. SANAM has been ranked second in the worldwide list of the most energy-efficient computers when it was launched. It consists of 210 nodes, each of which has two Intel(R) Xeon(R) CPU E5-2650@2.00GHz CPUs with 128GB of memory. Each node uses two AMD FirePro S10000 graphic cards with four graphic processors for acceleration. There are only 6 GB of memory for each AMD FirePro S10000 graphic card, which is not practical storing the entire wavefield. One option is to move the wavefield and store it on the CPU. However, this will result in a heavy burden on the communication between the CPU and GPU. To avoid frequent communication issues between the CPU and GPU, we need to solve the storage problem. The random boundary condition\cite{49} provides an efficient solution to the storage problem for gradient calculation. To improve the efficiency and accuracy of the objective function calculation, we propose using regular modeling in calculating the objective function and adjoint source. The random boundary condition is utilized to mitigate the storage problem for the gradient calculation. The detailed algorithm is summarized below as Algorithm 1.

In the forward modeling process, to minimize the usage of the velocity interpolation, we suggest using hierarchical modelling, where the same grid is used as much as possible. For relatively low-frequency modelling, we utilize the relatively low order finite difference. If the frequency is slightly higher, we utilize relatively high order finite difference method. For an even higher frequency, we use the pseudo-spectral method. To implement the free surface boundary condition for the pseudo-spectral method, we use the technique proposed in \cite{50}.
Algorithm 1 GPU implementation for FWI

**Require:** The source \( f \), and seismic velocity \( v \)

- Forward modeling with an absorbing boundary condition; the modelled data is saved at the receiver locations
- Calculate the objective function and adjoint source
- Forward modeling with the random boundary condition; the snapshot at the last two time steps \( p \) is stored
- Backward modeling with the last time step of \( p \) with the random boundary condition to recover \( p \). Meanwhile, backward modelling with an absorbing boundary condition using the adjoint source to obtain \( \lambda \). Apply the image condition at each time step

For the absorbing boundary condition, we use the hybrid absorbing boundary condition\[51]\, which works well for both the spectral and the finite-difference methods. In the three dimensional finite difference implementation, we use share memory for the first two axes to reduce access to the global memory because the memory access to the global memory is really slow for GPU. For the same reason, we use register memory to store the neighbor value in the third dimension and roll the register memory on the third dimension. For the implementation of Fast Fourier Transform(FFT), we utilize a highly optimized FFT library called clFFT (https://github.com/clMathLibraries/clFFT).

5. Numerical Examples

To demonstrate that the objective function (3) can adequately address the cycle-skipping issue clearly, we start with a simple example. The exact velocity shown in Figure 3(a) is a constant background of 1.5 km/s with a Gaussian anomaly in the middle.

\[
v_e = 1.5 + 1.5 \exp \left( -\frac{(x_1 - 3.75)^2 + (x_2 - 3.75)^2}{1.2^2} \right). \tag{14}\]
The initial velocity shown in Figure 3(b) is a constant velocity of 1.5 km/s. The space sampling is 0.03 km. The source is located in the middle of the left boundary and the receivers are located on the right boundary with a maximum offset of 1.5 km. The modeled data with the exact and initial velocities are shown in Figure 4(a) and Figure 4(b), respectively. We can see that the modeled and observed data are cycle skipped. The envelope of the observed and modeled data with the initial velocity is shown in Figures 4(c) and 4(d), respectively. We can see that even the envelope of the observed and modeled data with the initial velocity is cycle skipped. To show this clearly, we extract the traces in the middle and plot them in Figure 5. To show the effect of the cycle-skipping problem on the various objective functions, we consider the linear combination velocity \( v(t) = v_e t + v_i (1 - t) \). The objective function with different \( t \) values for different forms of the objective function is shown in Figure 6. It can be realized from Figure 6 that the objective function, which computes the zero-lag correlation of the envelope function has a larger convergence region than the standard zero-lag correlation. The new objective function has an even larger convergence region than the objective function which computes the zero-lag correlation of the envelope function.

With this analysis and with a one-dimensional model in mind, we perform inversion starting from a constant background velocity. In this example, there are 112 shots regularly placed on all the boundaries of the region and all the points on all boundaries act as receivers. We first analyze the gradient of the different methods with the initial constant background. We mute out the gradient near the source locations. The gradient of the proposed method with a maximum shift of 1.8 s is shown in Figure 7(a). To compare with Figure 7(a), we display the gradient with a maximum shift of 0 s (standard envelope inversion[24, 25]) and the gradient of standard full waveform inversion are shown in Figures 7(b) and 7(c), respectively. Figure 7(a) shows a smooth gradient with the correct sign, while Figures 7(b) and 7(c) show gradients marred with cycle skipping. For the new method, starting from a constant background velocity, we only execute five iterations with a maximum shift of 1.8 s. This is sufficient because there
is no cycle skipping with the new objective function. The inverted velocity is shown in Figure 8(a). Next, we plot the envelope of the modeled and observed data. The maximum distance between the modeled and observed data is about 0.3 s. Starting from Figure 8(a), another five iterations with a maximum shift of 0.3 s are utilized to obtain Figure 8(b). Then we update another five iterations starting from Figure 8(b) with the maximum shift of 0s, which is the standard envelope inversion, to obtain Figure 8(c). After that, we apply 10 iterations of standard full waveform inversion. The final inverted velocity is shown in Figure 8(d). For comparison, the inverted velocity with 30 iterations using the standard envelope objective function is shown in Figure 8(e). The inverted velocity with 30 iterations using standard Full waveform inversion is shown in Figure 8(f). By comparing Figures 8(d), 8(e), and 8(f), we can see that the newly proposed method results in a better converged result even with fewer number of iterations. To show the accuracy clearly, we take out the velocity profile at the middle and plot it in Figure 9.

Next, we will consider the more complicated Marmousi model. The exact velocity is shown in Figure 10(a). To avoid the issue that the gradient will have large amplitudes at the source location, we add a water layer and assume that the initial velocity is accurate in the water. The time sampling is 0.0025 s while the space sampling is 0.024 km. The source is located on the surface with 0.216
Figure 4: (a) The observed data. (b) The modeled data with the initial velocity. (c) The envelope of the observed data. (d) The envelope of the modeled data with the initial velocity.

Figure 5: The data comparison (red curve: the modeled data with the initial velocity; blue curve: the observed data; green curve: the envelope of the modeled data with the initial velocity; purple curve: the envelope of the observed data).
Figure 6: The comparison of different objective function with different linearly combined velocity.

Figure 7: The gradient comparison with the constant background velocity. (a) The weighted envelope inversion with maximum shift (max |τ|) of 1.8 s. (b) The standard envelope inversion. (c) The standard Full waveform inversion.
Figure 8: (a) The inverted velocity of weighted envelope inversion with maximum shift ($\max|\tau|$) of 1.8 s starting from constant background velocity. (b) The inverted velocity with maximum shift of 0.3 s starting from (a). (c) The inverted velocity using standard envelope inversion starting from (b). (d) The inverted velocity of standard Full waveform inversion starting from (c). (e) The inverted velocity with standard envelope inversion starting from constant background velocity. (f) The inverted velocity with standard Full waveform inversion starting from constant background velocity.
Figure 9: The comparison of the velocity profile in the middle (black-dashed line: exact velocity; black-solid line: maximum time shift of 1.8s; blue-solid line: maximum time shift of 0.3s; red-solid line: maximum time shift of 0s; green-solid line: followed standard Full waveform inversion; blue-dashed line: standard envelope inversion; red-dashed line: standard Full waveform inversion).

km space sampling. All the points on the Earth’s surface act as receivers. The starting model is a linearly increasing velocity model as shown in Figure 10(b).

We first model the data with a source wavelet (shown in Figure 11(a)) that has no frequencies lower than 3 Hz. The frequency spectrum of the source wavelet is shown in Figure 11(b). Starting from the initial velocity, we apply the proposed method with $\max |\tau| = 0.25$ s. The inverted model is shown in Figure 12(a). We then start from the inverted velocity in Figure 12(a) and apply the standard FWI. The inverted velocity is shown in Figure 12(b). Compared to the exact velocity in 10(a), the inverted velocity shown in Figure 12(b) is reasonably good. For comparison, the velocity shown in Figure 12(c) is the inverted velocity using standard full waveform inversion starting from the linearly increasing initial velocity in Figure 10(b). As shown in Figure 12(c), the standard full waveform inversion does not produce good inverted results due to the cycle-skipping issue.

Furthermore, we apply the standard envelope inversion followed by standard full waveform inversion starting from the initial velocity shown in Figure 10(b). The inverted velocity is shown in Figure 12(d). Compared to Figure 12(c), the inverted velocity has significantly improved. However, the inverted velocity (Figure 12(b)) produced by the weighted envelope objective function still shows
better accuracy. Figure 13 shows the comparison of the velocity profile at 3km, 5km, and 7km. To show the approximate accuracy of the modeled data to the observed data, we plot the shot gather when the source is located in the middle of the model. Figure 14(a) shows the observed data. Figure 14(b) shows the modeled data with the initial velocity. Figure 14(c) shows the residual (difference from the observed data) of the modeled data using the initial velocity. The residual of weighted envelope inversion followed by standard FWI is shown in Figure 14(d). The residual of the standard envelope inversion followed by standard FWI is shown in Figure 14(e). The residual of the standard FWI is shown in Figure 14(f). All these figures are plotted at the same color scale. From these figures, we can see that the weighted envelope inversion followed by standard FWI produces the smallest difference. The standard FWI does not significantly improve the residual due to the severe cycle-skipping issue. The standard envelope inversion followed by standard FWI shows a much smaller residual than standard FWI. However, it is still slightly larger than the weighted envelope inversion followed by standard FWI.

Figure 10: (a) The exact velocity for Marmousi model. (b) The linearly increasing initial velocity.
Figure 11: (a) The exact velocity for Marmousi model. (b) The linearly increasing initial velocity.

Figure 12: (a) The inverted velocity using the proposed method with maximum shift of 0.25s. (b) The inverted velocity using standard FWI starting from Figure 12(a). (c) The inverted velocity using standard FWI starting from Figure 10(b). (d) The inverted velocity using standard envelope inversion followed by standard FWI.
6. Performance discussion

As previously mentioned, we are testing the implementation on SANAM. To simplify the program, we assume one shot can be fitted into one single GPU, which is reasonable because the frequency of the data used in full waveform inversion is often reasonably low and, as previously discussed, we utilize the random boundary condition to store the wavefield. In this case, the scalability with respect to the number of shots is trivial, so we compare the performance for one single GPU and one single CPU of eight cores. Since forward modeling from a random boundary condition dominates the computation for a single iteration, we will focus the comparison on forward modeling with a random boundary condition. The relative hardware and software information is summarized in Table 1. The space mesh samples are 256 * 256 * 256 and we have extrapolated for 1000 time steps. The relative computing time for the CPU with different OPENMP threads and the GPU is shown in Table 2. It can be seen that we achieved a speed up of 80 compared to one single CPU core and the GPU code is 14 times faster than one whole CPU.

Figure 13: The velocity profile. (a) 3 km. (b) 5 km. (c) 7 km. (black-dashed line: initial velocity; black-solid line: exact velocity; green-solid line: standard FWI; red-solid line: standard envelope inversion followed by standard FWI; blue-solid line: the new method followed by standard FWI.)
Figure 14: Comparison of shot gather. (a) The observed data. (b) The modelled data with the initial velocity. (c) The error of the modelled data with the initial velocity. (d) The error of the modelled data with the new method followed by standard FWI. (e) The error of the modelled data with the inverted velocity using standard envelope inversion followed by standard FWI. (f) The error of the modelled data with the inverted velocity using standard FWI.

Table 1: Hardware and software information

<table>
<thead>
<tr>
<th>Hardware</th>
<th>Software</th>
<th>Facts</th>
</tr>
</thead>
<tbody>
<tr>
<td>CPU</td>
<td>Intel(R) Xeon(R) CPU E5-2650@ 2.00GHz CPU; 8 core, 128GB memory</td>
<td></td>
</tr>
<tr>
<td>GPU</td>
<td>AMD FirePro S10000; 2×3GB GDDR5 Memory; ECC: enabled; 5.91 TFLOPS single precision float calculation</td>
<td></td>
</tr>
<tr>
<td>OPENCL</td>
<td>AMD-APP-SDK-v2.8-lnx64</td>
<td></td>
</tr>
<tr>
<td>Compiler</td>
<td>gcc 4.3</td>
<td></td>
</tr>
</tbody>
</table>
Table 2: Computing time comparison

<table>
<thead>
<tr>
<th>Setting</th>
<th>CPU (1 thread)</th>
<th>CPU (2 threads)</th>
<th>CPU (4 threads)</th>
<th>CPU (8 threads)</th>
<th>GPU</th>
</tr>
</thead>
<tbody>
<tr>
<td>Time(s)</td>
<td>655</td>
<td>367</td>
<td>209</td>
<td>116</td>
<td>8</td>
</tr>
</tbody>
</table>

7. Conclusions

We proposed a new approach to mitigate the cycle-skipping problem. Instead of maximizing only the zero-lag correlation in the objective function, we maximize the correlation over the time lag of the envelope of the data. We apply a weighting function over the lag axis that allows for a correlation of the observed and predicted data up to a user defined maximum shift in time, which produces larger weights near zero lag. Since we are maximizing the correlation of the shifted envelope instead of the original data, the correlation will always contribute to the objective function positively. With the help of the weighting function applied to the lag, we obtain better convergence behavior. Numerical examples confirm these features, in which the inversion is less dependent on the initial velocity model and can tackle the cycle-skipping problem. This implementation is optimized on a unique GPU cluster in which we obtain reasonable scalability of our parallel implementation.

8. Acknowledgements

We thank KAUST and KACST for their support. We thank the SWAG group for collaborative environment. The numerical experiments were performed on the super computer SANAM, which is hosted by KACST, Saudi Arabia. We also thank the support team of SANAM for their useful help. Our special thanks are extended to the associate editor Sjoerd de Ridder and two anonymous reviewers for their fruitful suggestions and comments.
References

URL http://dx.doi.org/10.1111/j.1365-2478.2008.00698.x

URL http://dx.doi.org/10.1190/geo2013-0340.1

URL http://library.seg.org/doi/abs/10.1190/segam2015-5872566.1


URL http://gji.oxfordjournals.org/content/205/1/345.abstract


URL https://doi.org/10.1190/geo2016-0663.1


URL http://dx.doi.org/10.1190/1.1443081


URL http://dx.doi.org/10.1190/geo2014-0345.1


URL http://dx.doi.org/10.1111/j.1365-246X.2011.04970.x


URL http://library.seg.org/doi/abs/10.1190/segam2015-5901541.1


URL http://gji.oxfordjournals.org/content/202/3/1535.abstract


URL https://doi.org/10.1190/geo2016-0407.1

URL +http://dx.doi.org/10.1111/j.1365-246x.2010.04681.x

URL https://doi.org/10.1190/geo2016-0649.1


