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Due to changes in the spontaneous and piezoelectric polarization, AlGaN/GaN heterostructures exhibit strong polarization fields at
heterointerfaces. For quantum wells, the polarization fields lead to a strong band bending and a redshift of the emission wavelength, known as
quantum-confined Stark effect. In this paper the polarization fields of thin AlGaN layers in a GaN matrix were determined by evaluating the changes
in the depletion region width in comparison to a reference sample without heterostructure using capacitance–voltage-measurements. The
polarization fields for Al0.09Ga0.91N (0.6 ± 0.7 MV cm−1), Al0.26Ga0.74N (2.3 ± 0.6 MV cm−1), Al0.34Ga0.66N (3.1 ± 0.6 MV cm−1), Al0.41Ga0.59N
(4.0 ± 0.7 MV cm−1) and Al0.47Ga0.53N (5.0 ± 0.8 MV cm−1) heterostructures were determined. The results of the field strength and field direction
of all samples are in excellent agreement with values predicted by theory and a capacitance–voltage based Poisson-carrier transport simulation
approach giving experimental evidence for a nonlinear increasing polarization field with Al-concentration.

© 2019 The Japan Society of Applied Physics

1. Introduction

AlGaN/GaN heterostructures are commonly used for elec-
tronic and optoelectronic devices such as field-effect transis-
tors for high power, high temperature and high voltage
operation1–4) and in LEDs and laser diodes5–11) either as
quantum well or as electron blocking layer. The low-
symmetry of wurtzite crystals leads to a non-zero sponta-
neous polarization field in equilibrium causing polarization
sheet charges at AlGaN/GaN interfaces due to the large
difference in spontaneous polarization.2,12) Furthermore, high
macroscopic piezoelectric polarization fields are generated in
pseudomorphically grown heterostructures due to lattice
mismatch (i.e. strain) and large piezoelectric coefficients in
AlGaN.2,13–15) The resulting polarization field is in the order
of MV cm−116,17) and leads to a strong band bending.18–20) In
order to correctly describe and understand the carrier trans-
port and recombination in GaN/AlGaN/GaN semiconductor
devices, an accurate determination of the magnitude and
direction of the polarization fields is of great importance.
Unfortunately, very few publications concerning the quanti-
tative measurement of the internal fields in GaN/AlGaN/GaN
optical devices exist.
In this paper we precisely determine the polarization fields

in GaN/AlGaN/GaN heterostructures based on capacitance–
voltage-measurements (CVM). By evaluating the changes in
the depletion region width of pin diodes caused by the
polarization sheet charges at the interfaces, we are able to
determine the polarization fields with high accuracy. To
evaluate the polarization fields based on an analytical
model,21) it is necessary to compare the depletion region
width of a reference sample without the heterostructure (i.e.
homojunction) to a sample with a heterostructure. In addition,
the polarization fields were extracted from the CVM with the

help of self-consistent Poisson and drift-diffusion calcula-
tions using the internal polarization charges as a fitting
parameter. Both methods are based on the change of the
depletion region with changing polarization field. The error
analysis shows that the accuracy of the results depends
strongly on the thickness of the heterostructure and the error
of the CVM. For an accurate determination of the capacitance
and in order to minimize the error, transmission electron
microscopy (TEM) measurements were performed and a
more accurate equivalent circuit directly related to the sample
structure has been developed, tested, and applied.

2. Experiment

The pin diode heterostructures were grown by metalorganic
vapor phase epitaxy on (0001) c-plane sapphire substrates.
Details of the sample structure are shown in Fig. 1. A GaN-
based buffer layer was deposited, followed by a 1 μm thick
n+ GaN:Si current spreading layer with a nominal Si-doping
level of 3× 1018 cm−3, a 100 nm thick GaN:Si doping
gradient and a 400 nm thick low doped n− GaN:Si layer
with a nominal Si-concentration of 1× 1017 cm−3. The
25 nm thick intrinsic region consists of a 5 nm thick
AlxGa1-xN layer embedded in a GaN matrix. Finally the
heterostructure was capped by a 150 nm thick p+ GaN:Mg
layer with a nominal Mg-concentration of 8× 1018 cm−3 and
a 10 nm thick p++ GaN:Mg contact layer. The heterostruc-
tures were processed into pin diodes by standard microfab-
rication techniques using Ti-based n-contacts and Ni/Au
p-contacts. The CVM were performed on 100× 100 μm2

p-contacts, which define the capacitance area A.
A set of samples with different Al-compositions in the

5 nm thick AlxGa1-xN layer were fabricated (x= 0.09, 0.26,
0.34, 0.41, 0.47). Additionally, a reference sample was
grown without a heterostructure (i.e. x= 0) in the intrinsic
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region. The Al-content was determined by high resolution X-
ray diffraction (HRXRD) ω− 2θ measurements close to the
(0002) GaN reflection on calibration samples. The capaci-
tance values are determined from impedance-frequency
measurements by a Keysight E4980A Precision LCR Meter
assuming next to the capacitance parallel resistances as well
as series resistances (see Sect. 3). To determine the thickness
of the AlxGa1-xN layer, TEM was performed in an aberration
corrected TEM operated at 300 kV (FEI-Titan).
To determine the internal polarization fields of these pin

diodes, CVM were performed. As recently published21,22) the
internal polarization field EPol can be written as
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du describes the thickness of the intrinsic region, NA and ND

are the acceptor and donor concentrations of the p- and n-
doped regions respectively, Ni is the n-type background
doping concentration in the intrinsic region, ò0 is the vacuum
permittivity, òr is the relative permittivity, q is the elementary
charge, Vref is the reference potential, dDHS is the thickness of
the layer of interest in the double heterostructure, T is the
temperature, kB is the Boltzmann constant and V is an
additional external bias voltage. Values with a tilde symbol
correspond to values of the reference structure. The reference
potential Vref can be calculated using the reference sample.
Since no heterojunction is included in the reference sample,
neither a change in the spontaneous polarization nor a change
in the piezoelectric polarization occurs, and therefore no total
polarization at all. Consequently, the reference potential can
be extracted from the CVM without a superposition with a

polarization field. It is important to note that the reference
potential Vref is in principle equal to the build-in potential Vbi

of the pin-diode. However, parasitic electric fields (generated
by Fermi level pinning or Schottky contacts) can lead to a
deviation of the reference potential Vref from the build-in
potential Vbi. Since NA? ND, the n-doping concentration can
be determined from the voltage derivative of the capacitance–
voltage measurement
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Alternatively the polarization field can be determined by
matching the experimental CV-curves with a coupled
Poisson-carrier transport simulation of the pin diode as
recently published.21,22) The polarization charges and there-
fore the polarization field are used as parameters for matching
the experimental CV-curves. By fitting also the CV curves of
the reference sample the doping profile was extracted and
employed for the heterostructure samples. Note that Eq. (1)
assumes a constant doping profile, while the CVM-based
Poisson-carrier transport simulation approach also includes
non-constant doping profiles extracted from the CVM.

3. Accuracy of the polarization field evaluation

In this section, the measurement error is discussed. In general,
errors can be caused by deviations of the sample structure from
the nominal structure used for the evaluation, e.g. the back-
ground doping in the intrinsic region, layer thicknesses and
doping deviations during growth and process deviations
between the pin diodes. Equation (1) depends on 18 para-
meters containing uncertainties. Figure 2 shows the estimated
relative errors of each parameter. To determine the influence of
each parameter we varied each error from 0% up to +50%
while all the other values and parameters stayed constant at a
chosen value, using the Gaussian error propagation. The
resulting error (evaluated for an Al0.41Ga0.59N pin diode) of

Fig. 1. (Color online) Sample structure of the GaN-based pin diode grown
on (0001) sapphire.

Fig. 2. (Color online) Relative error of the polarization field evaluated by
Gaussian error propagation as a function of the relative error of every
parameter in Eq. (1). Solid lines correspond to parameters of the reference
sample and dashed lines to parameters of the heterostructure sample.
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the determined polarization field in dependence of each of its
contribution is shown in Fig. 2. With the errors given in Fig. 2,
the relative error of the polarization field is 14%. The accuracy
of the measurements of the capacitances (C C,˜ ), the slope of
the capacitances ( VC VC,2 2¶ ¶ ¶ ¶- -˜ ) and the AlGaN layer
thickness (dDHS) have a tremendous impact on the accuracy of
the polarization field whereas the other parameters have a
negligible impact even up to 50% relative error. The accuracy
of the AlGaN layer thickness is the dominating error for values
exceeding 20% and should be below 10%. Therefore TEM
measurements of the AlGaN layer thickness were performed
with a high accuracy. Also the measurement error of the
reference samples capacitance increases the relative error of
the polarization field strongly if it exceeds 7%. We developed,
tested, and quantified an advanced equivalent circuit model for
the capacitance determination to minimize the error of the
capacitance determination and thus of the polarization field
determination.
It should be noted that CVM are often based on simplistic

circuit models, which do not correctly represent the real device
behavior. The capacitance values can be calculated by applying
an equivalent-circuit model to the fundamental values. Most
LCR Meters have two capacitance measurement methods the
C RS S and the C RP P model. The C RS S model assumes a resistor
connected in series with the capacitor and neglects all parallel
resistors. On the other hand, in the C RP P model a resistor
connected in parallel with the capacitance is assumed and all
serial resistances are neglected. However, pin diodes exhibit a
series resistance given by the sheet and contact resistances as
well as a parallel resistance caused by thermal charge carrier
generation in the depletion region (especially in reverse bias),
drift and diffusion (in forward bias) and leakage currents via
impurity transport or leakage paths along defects.
A major difficulty is that the capacitances and resistances

occurring in the pin diodes must be known in order to decide
which model should be chosen. Assuming a parallel resis-
tance Rp as well as a series resistance RS in the equivalent
circuit to the capacitance of the diode C, the impedance Z can
be written as:
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Based on the first derivative of the imaginary part of the
complex impedance function, Eq. (6) was derived which
conveniently eliminates all the resistance terms inclusive
those that are voltage dependent as in the case of the pin
diode resistance.
In order to estimate the error of the capacitance determina-

tion, networks of single passive components (resistors and
capacitors) were measured and compared to the measurement
values of the single capacitors. The circuit has been chosen to

be similar to the equivalent circuit of the pin diode, with
capacitances in the pF range, series resistances in the Ω range
and parallel resistances in the MΩ range. The capacitances
were evaluated by Eq. (6) and compared to the built-in
models of a Keysight E4980A Precision LCR-Meter. In
Fig. 3 the deviation from the correct capacitance as a function
of the frequency for a pin diode-like circuit is shown. The
determined capacitance by Eq. (6) shows the smallest
deviation from the correct capacitance with a mean error of
1% (see Fig. 3). TheC RS S and the C RP P model show a higher
mean deviation of about 2.25%. In order to make statistical
statements about the precision of the three models, 70
different combinations of circuits with different capacitances
and different resistors were measured. As in Fig. 3, the
determination of the capacitance by Eq. (6) is most accurate
in almost all cases (especially in all cases where the electrical
circuit is similar to the equivalent circuit of a pin diode) with
an error of 1%–3%.
Therefore, in this paper Eq. (6) was used to determine the

capacitance and a relative error of 3% is assumed. Please note
that a constant capacitance has been observed for all pin-
diodes in the possible frequency measurement range
(1.4 kHz–2MHz).

4. Results and discussion

To determine the internal polarization fields with Eq. (1), it is
necessary to determine the reference potential Vref. The
reference potential Vref was extracted from the CVM of the

Fig. 3. (Color online) Percentage deviation of the measured values from
the correct capacitance value in the frequency range f = 100 kHz–2 MHz.

Fig. 4. (Color online) Reference potential as a function of the position on a
quarter wafer.
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reference sample, i.e. the pin-diode without heterojunction
using Eq. (2). The reference potential was evaluated at an
AC-frequency of 450 kHz, a DC voltage of 0 V, a tempera-
ture of 298 K and an unintentionally n-type doping of
4× 1016 cm−3. To reduce the error of a single measurement,
50 pin diodes were measured across the wafer. Figure 4
shows the calculated reference potential as a function of the
wafer-position. All reference potentials are determined to be
between 3.6 and 4.0 eV. On average, a reference potential of
VRef= (3.88 ± 0.26) eV with a standard deviation of ±0.16 eV
was determined and used to solve the polarization field
Eq. (1).
To increase the accuracy of the determination of the

internal polarization fields and to confirm the HRXRD of
the calibration samples, the AlxGa1-xN thickness dDHS was
measured by TEM. The upper part of Fig. 5 shows the TEM
images of the AlxGa1-xN layer of all samples in the middle of
the quarter wafer. In order to determine the AlxGa1-xN
thickness several line-scans along the [0001] crystal direction
were performed, also averaging along the [1-100] over
100 nm. Average thicknesses of 4.5 nm (Al0.09Ga0.91N),
5.3 nm (Al0.26Ga0.74N), 5.2 nm (Al0.34Ga0.66N), 5.2 nm
(Al0.41Ga0.59N), and 4.6 nm (Al0.47Ga0.53N) were deter-
mined. The TEM results are close to the intended
AlxGa1-xN thickness dDHS of 5 nm. Nevertheless, the mea-
sured dDHS, were used to determine the internal polarization
field assuming an error of 5% and 10% for the
Al0.09Ga0.91N/GaN sample due to the low intensity contrast.
The polarization field of 50 pin diodes distributed across the

sample was determined using Eq. (1). The lower part of Fig. 5
shows the results of the determined polarization field for each
measured pin diode of the different samples. The maps show
that pin diodes at the edges provide slightly lower values for the
polarization field than pin diodes in the center of the sample.
Inhomogeneities during the growth of the samples lead to a
deviation of the structure on the wafer edge23) i.e. layer
thickness, composition and doping, influencing the capacitance
of these diodes and the evaluated polarization fields. Therefore,
these pin diodes (marked in grey in Fig. 5) were excluded from
further evaluations. The mean value from the remaining pin
diodes within the evaluation range as well as mean error of all
errors calculated by Gaussian error propagation were deter-
mined (also shown in Fig. 6):
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Figure 6 does not only show the internal polarization field,
but also polarization sheet charges calculated using a simple
parallel-plate capacitor model (E= ne/(ò0òr)) with a relative
dielectric constant for AlN of 9.2124) and for GaN of 10.0425)

and a linear interpolation for AlxGa1-xN. It is worth noting
that due to the dependence of the relative dielectric constant
òr on the aluminum content, the color bar in Fig. 6 is not
straight. In addition, Fig. 6 contains also the results of the
alternative approach for the polarization field determination
that was performed by matching the experimental CV-curves
with a coupled Poisson-carrier transport simulation (blue
stars in Fig. 6). Both approaches are consistent and show the

Fig. 5. (Color online) TEM images of the AlxGa1-xN layer in GaN matrix and internal polarization field of the pin diodes as a function of the position on a
quarter wafer with different Al-content x. The dots are the location of the measured pin diode.

Fig. 6. (Color online) Internal polarization fields determined by capaci-
tance–voltage-measurements (analytical and simulation approach) and theo-
retically predicted values by Refs. 26, 27, and DFT calculations within this
paper. Black dots represent the polarization field averaged over 50 devices
with black error bars determined by the error propagation, and the red errors
indicating the standard deviation.
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same trend with overlapping confidence intervals. Although a
quantitative error estimation was not possible for the simula-
tion approach, a similar error is expected as also this
approach relies on the accuracy of the CVM and the
heterostructure thickness measurement. Nevertheless, the
CVM-based Poisson-carrier transport simulation approach
provides lower internal polarization fields for aluminum
contents higher than 9%. Here more investigations are
planned to quantify the potential influence of non-abrupt
doping profiles and parasitic capacitances on the determined
polarization fields by the two methods. We expect that the
analytical model is robust against effects adding to the
capacitance equally in the reference- and heterostructure
pin diode as they cancel each other if added in Eqs. (1)
and (2).
In order to compare the measured polarization fields to

values calculated by density functional theory,26,27) we deter-
mined the lattice constant of the GaN matrix. Due to the
different thermal expansion coefficients of GaN and sapphire
compressive strain in the GaN matrix may occur at room
temperature.28–30) This strain would lead to a contribution of
the piezoelectric polarization field of the GaN matrix. The a-
lattice constant determining the strain state of the GaN matrix
and AlGaN layer was measured by HRXRD. Similarly, based
on Ref. 31 several reflections were measured in symmetric and
skew symmetric geometry and the lattice constants were
calculated accordingly. The a- and c-lattice constant was
determined to be aGaN

XRD= (3.185 37 ± 0.000 36)Å and
cGaN

XRD= (5.187 78 ± 0.000 16)Å respectively. The polariza-
tion sheet charges are calculated by
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Cij are the elastic constants and aAlN and aGaN are the a-
lattice constants taken from Ref. 32 respectively. For the
spontaneous polarization ΔPSP and piezoelectric polarization
constants e31 and e33 of AlGaN we here compare values
published by Refs. 27 and 33.
The orange solid line in Fig. 6 corresponds to the

implementation recommended by Ref. 27 i.e. using the
layered hexagonal reference structure, the elastic constants
from Ref. 34 and the improper piezoelectric constants to
determine the polarization sheet charges. Quantities for alloys
were obtained using linear interpolation, however with the
experimentally measured lattice constants for strain free GaN
and AlN and the strained GaN matrix as described above.
The polarization sheet charges were converted to internal
polarization fields using a simple parallel-plate capacitor
model.
The green dashed line in Fig. 6 corresponds to the total

internal polarization field predicted by Ref. 26 using the
elastic constants and piezoelectric constants from Refs. 33
and 35. The internal polarization fields were calculated by the
total electrical polarization (EPol= P/(òr− 1)ò0) and

converted to polarization sheet charges using a simple
parallel-plate capacitor model.
However, Refs. 26 and 27 only calculate the binary

constants of AlN and GaN. Quantities for alloys were
obtained using linear interpolation. A more direct method is
to employ the ternary constants from ab initio calculation.
We calculated the constants of ternary alloys at compositions
of x= 0, 0.25, 0.5, 0.75, and 1, after which the second-order
polynomial expression was fitted.36) Then we used the
expression to get the spontaneous polarization and piezo-
electric polarization constants of AlxGa1-xN at all composi-
tions. Due to the use of constants of ternary alloys, the grey
dashed dotted line in Fig. 6 exhibits a bow. However,
compared to Ambacher et al. and Dreyer et al. the bow is
rather small and hardly noticeable in the selected scaling.
In conclusion, Fig. 6 shows that the results of the internal

field strength and field direction of all samples are in
excellent agreement with values predicted by theoretical
calculation of ternary alloys giving experimental proof for a
nonlinear increasing polarization field with aluminum con-
centration. The nonlinear dependence on the aluminum
concentration x can be approximated by a quadratic equation:

E x xAl Ga N 6.2 9.0
MV

cm
. 9x xPol 1

2= +-( ) ( ) ( )

The degree of agreement between the values predicted by
theory and our experimental CV-based approach merits some
discussion. For the AlGaN/GaN system, most experimental
studies show a significant scatter in the experimental data and
an underestimation of the polarization sheet charges compared
to the theoretical prediction.27) Using Eq. (1) to determine the
polarization fields has several advantages. Most optical
experiments e.g. photoluminescence and electron holography
suffer from uncertainties due to screening effects of addition-
ally generated free carriers.37–40) Measuring the density of
the 2DEG by Hall-measurements2) or capacitance–voltage
profiling41) at the AlGaN/GaN interface can suffer from
compensating surface states.2) In addition, various techniques
rely on Schrödinger-Poisson simulations to determine the
magnitude of the internal polarization field, and thus suffer
from uncertainties in the input parameters.27,42)

Since our polarization fields were measured in the dark to
eliminate any optical excitation and evaluated in the deple-
tion region in low reverse bias, very few carriers in the
junction should exist, which was also confirmed by Poisson-
carrier transport simulations. However, the CVM-based
Poisson-carrier transport simulation approach also considers
free carriers. Additionally, the heterostructure is buried deep
below the surface and surface states cannot affect the
evaluation. Furthermore, by comparing the sample under
investigation with a reference sample, the number of input
parameters is minimized, and the internal polarization field is
mainly given by the difference in the measured capacitances.
In addition, by evaluating over 50 pin diodes across the
wafer, the impact of local defects, growth fluctuations, and
process inaccuracies can be minimized. Moreover, in CVM,
the non-polarization-induced fields (generated by the pn
junction, fermilevel pinning, or heterostructure-induced
band bending) are described and measured as accurately as
possible, while they may not be sufficiently considered by the
other methods. In future measurements, the accuracy of the
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evaluation method can be further increased using thicker
AlxGa1-xN layers, in order to reduce the influence of
thickness fluctuations on the polarization field determination.

5. Conclusions

In this paper we demonstrate the precise determination of
polarization fields in AlxGa1-xN double heterostructures
within a GaN matrix based on CVM, by evaluating the
changes in the depletion region width of pin diodes. The
AlxGa1-xN/GaN heterostructures were grown on (0001)
sapphire substrates by metalorganic vapor phase epitaxy
and fabricated into pin diodes by microfabrication techni-
ques. The aluminium content in the AlxGa1-xN layer was
varied between 0.09 and 0.47. A nonlinear increasing
polarization field with increasing Al-concentration has been
found. The internal polarization fields for Al0.09Ga0.91N
(0.6 ± 0.7 MV cm−1), Al0.26Ga0.74N (2.3 ± 0.6 MV cm−1),
Al0.34Ga0.66N (3.1 ± 0.6 MV cm−1), Al0.41Ga0.59N (4.0 ±
0.7 MV cm−1) and Al0.47Ga0.53N (5.0 ± 0.8 MV cm−1) in
GaN matrix were determined. The results of the internal
field strength and field direction of all samples are in
excellent agreement with values predicted by theory.
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