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Abstract

Turbulent premixed flames at high Karlovitz numbers exhibit highly complex structures in different reactive scalar fields to the extent that the definition of the flame front in an unambiguous manner is not straightforward. This poses a significant challenge in characterizing the observable turbulent flame behaviour such as the flame surface density, turbulent burning velocity, and so on. Turbulent premixed flames are reactive flows involving physical and chemical processes interacting over a wide range of time scales. By recognizing the multi-scale nature of reactive flows, we analyze the topology and structure of two direct numerical simulation cases of turbulent H\textsubscript{2}/air premixed flames, in the thin reaction zone and distributed combustion regimes, using tools derived from the computational singular perturbation (CSP) method and augmented by the tangential stretching rate (TSR) analysis. CSP allows to identify the local time scale decomposition of the multi-scale problem in its slow and fast components, while TSR allows to identify the most energetic time scale during both the explosive and dissipative regime of the reactive flow dynamics together with the identification of the flame front in an unambiguous manner. Before facing the complexity of the turbulent flow regime, we carry out a preliminary analysis of a one-dimensional laminar premixed flame in view of highlighting similarities and differences between laminar and turbulent cases. Subsequently, it is shown that the TSR metric provides a reliable way to identify the turbulent flame topologies.
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1. Introduction

With the advances in supercomputing power, today’s direct numerical simulations (DNS) commonly reproduce turbulent premixed flames incorporating detailed chemistry [1] at high Karlovitz numbers (Ka). Consistent with the theory of turbulent combustion regimes [2], recent simulations reported that the flames at such extreme conditions exhibit highly complex
structures in different reactive scalar fields, such that even a flame front cannot be identified in an unambiguous manner since it depends strongly on the specific choice of the sampling variable and its iso-surface values. This poses a significant challenge in characterizing the integrated turbulent flame observables, such as the flame surface density, turbulent burning velocity, and the like. The process of identification and quantification of turbulent flame quantities of interest in datasets generated by reacting flow models of constantly increasing size poses a further technical hurdle.

Reactive flows involve transport and chemical processes proceeding at vastly different paces occurring over time scales which differ by several orders of magnitude. Kinetics is usually the cause of the emergence of very fast time scales, while transport processes usually proceed at slower time scales. It is also quite common to observe a strong coupling between kinetics and transport at both fast and slow scales.

The dynamics of a multi-scale reactive flow problem can be significantly simplified when a spectral gap between slow and fast processes develops. Let us consider that in the \(N\)-dimensional chemical composition space (CCS), a spectral gap exists between the \(M\)-th and \((M+1)\)-th time scale, and that the scales from 1 to \(M\) are fast and the scales from \(M+1\) to \(N\) are slow, with a large gap in between. After a time period of the order of the fastest of the slow scales, i.e., the \((M+1)\)-th scale, the \(M\) fast processes attain a quasi-stationary (near equilibrium) state as a result of their mutual competition. The locus of state points where this near-equilibrium condition is attained forms a \((N-M)\)-dimensional manifold in the \(N\)-dimensional chemical composition space, and this manifold constitutes the landscape over which the processes proceeding at the slow scales drive the system towards a possible global equilibrium or other asymptotic attractive loci such as limit cycles or chaotic attractors.

Under these circumstances, the effective dimension \((N-M)\) of the multi-scale reactive flow problem can become much smaller than the original dimension \(N\) when the number of fast scales \(M\) is large, or in other words, the effective number of degrees of freedom of the multi-scale problem becomes significantly smaller than \(N\) because the slow evolution of the system is constrained within the \((N-M)\)-dimensional slow invariant manifold (SIM). In chemical kinetics as an example, fast reactions in near equilibrium are those responsible for the emergence of the SIM, while chain branching and termination reactions are responsible for the slow motion constrained within the SIM.

This conceptual framework suggests that the dynamics of a reactive system will be fully characterized after having identified the role of each reaction in the emergence of the SIM, in the slow kinetic evolution, or its possible irrelevance in the given condition. Translating this concept into quantitative estimates involves specific mathematical and computational techniques. In this regard, the computational singular perturbation (CSP) \([3, 4]\) method is grounded on asymptotic concepts, allowing a systematic analysis of a multi-scale system independently of its dimension, complexity, and degree of nonlinearity.

The CSP algorithm assumes that it is possible to identify a local decomposition of the tangent space in a \((N-M)\)-dimensional slow and a \(M\)-dimensional fast subspaces. A new frame of reference is introduced in the \(N\)-dimensional CCS such that \(N-M\) basis vectors span the slow subspace and \(M\) basis vectors span the fast subspace. A leading order approximation of the basis vectors that ensure the best decoupling between slow and fast scales is obtained by taking the set of right eigenvectors of the Jacobian matrix of the vector field of the problem of interest as basis vectors. Higher order accuracy (accounting for nonlinearities) can be achieved by resorting to a procedure referred to as CSP refinements, which is equivalent to a block-power method \([4, 5]\).
The CSP decomposition allows to project the vector field onto the slow and fast subspaces. The fast projection of the vector field attains a vanishingly small magnitude over a time period of the order of the fastest of the slow scales. Effectively, the loci of state points where the fast projection of the vector field is nearly zero (thus a differential equation degenerates to an algebraic equation) identifies the SIM. The slow projection of the vector field defines a lower dimensional problem freed from all the fast scales, which evolves within the SIM.

CSP has been successfully used in combustion problems such as autoignition [6–9] and flames [10–13], chemical mechanism simplification [13–18], and as mathematical framework to develop stiff-savvy solvers [19–21] of the explicit type.

More recently, the identification of the slow scales that contribute the most to the system dynamics was achieved by the concept of tangential stretching rate (TSR) [22], which combines the amplitude with the time scale of slow (explosive and contractive) eigen-modes in a single metric, thus providing a unified and convenient characterization of the slow dynamics in terms of the most energy-containing scale, where the energy is the square of the mode amplitude. The TSR is essentially a time scale obtained as a weighted average of all slow time scales [23], with the weight depending on the amplitude associated with that scale, and on the relative orientation of the direction of the basis vector associated with that scale and the direction of the vector field. The TSR concept has been extended to cope with spatially inhomogeneous problems [24], so as to investigate flames for which both chemistry and transport play an important role.

Of all the CSP modes that characterize the dynamics of a system of reactive flows, the explosive ones are usually the most important ones, since they relate to components of the system that tend to drive it away from equilibrium. In the absence of transport, explosive modes are essential for ignition. However, in flames diffusion also plays a significant role to the ignition of the system, despite its dissipative nature. Note that an explosive mode can act as the dominant/characteristic mode driving the evolution of the system only when both of the following two conditions are satisfied:

i) its time scale is among the fastest of the slow ones, and

ii) its mode amplitude has the largest magnitude among all modes.

When either of the two conditions is not satisfied, other modes must be taken into account, which can be of explosive or dissipative nature. Therefore, the consideration of an explosive mode as the characteristic mode for the evolution of the system is not straightforward and must be subject to investigation.

Last but not least, explosive modes exist only in finite regions of the domain, and therefore, no information is provided about the dynamics of the system when or where they do not exist.

Our first attempt to identify TSR signatures in different combustion regimes were recently reported [24, 25], demonstrating the value of the TSR analysis in providing reactive-diffusive dynamics within turbulent flames. However, the study was limited mostly to cases in the flamelet regime at moderate Karlovitz numbers, where the basic one-dimensional flame normal structure is preserved against the turbulent forcing. Therefore, the present study aims to undertake the combined CSP and TSR analyses in identifying the flame topologies and the dominant processes on regard of turbulent premixed flames, over a wider range of turbulent conditions. The DNS datasets considered in this work have been generated and discussed in
previous studies [26, 27] for statistically stationary H\textsubscript{2}/air premixed flames, representative of the wrinkled flamelet and distributed combustion regimes.

With this background, the main goals of this work are:

(i) to perform a comparison of the flame front topology and structure in different turbulent regimes,

(ii) to analyze the flame dynamics by means of the TSR concept and the TSR-based indices.

Both goals are accomplished by comparing the spatial distribution of TSR as an effective means to identify the flame front region. It will be shown that the TSR metric is a reliable way to identify the turbulent flame topologies and it can capture the broadening of the reaction zone regime, which is a distinct feature of the broken reaction zone combustion regime.

2. Theoretical Framework

The dynamics of the scalar fields $\phi$ in the reactive Navier Stokes equations are governed by a set of partial differential equations (PDEs) of the general form:

$$\frac{D\phi}{Dt} = D_x(\phi) + \omega(\phi)$$

where $\phi := \{T, y_j\}$, $T$ is the temperature and $y_j$ is the mass fraction of the $j$-th species of a total of $N$ species, $D(\cdot)/Dt$ is the total derivative operator, $D_x(\cdot)$ is the diffusion operator with respect to the independent space variables $x$, and $\omega(\cdot)$ measures the rate of change of the state $\phi$ due to finite rate chemical kinetics.

Our analysis will proceed by adopting the Lagrangian perspective to investigate how diffusion and kinetics interact so as to produce a rate of change of the state $\phi$ of a prescribed material point. The role of the vector fields of the Navier Stokes equations, namely, the action of the convective (turbulent) transport cannot be directly addressed by the present analysis, although the scalar fields are obviously subjected to their action.

Although CSP was initially developed for ordinary differential equations (ODEs) [3, 4, 28], it was later extended to partial differential equations to account for the transport aspects for application in flames [10, 11, 29–32]. The decomposition of the $N$-dimensional (local) tangent space at one space location $x$ into a $(N-M)$-dimensional slow and a $M$-dimensional fast subspaces is obtained with reference to the set of right eigenvectors $a(\phi)$ of the Jacobian matrix $J_\omega(\phi) := (\partial\omega/\partial\phi)$ of the source term $\omega(\phi)$. The corresponding time scale $\tau^j(\phi)$, with $j = 1, \ldots, N$, of the $N$-dimensional multi-scale problem is also determined as the reciprocal of the modulus of the (possibly complex) eigenvalue $\lambda^j(\phi)$ of the $j$-th right eigenmode $a_j(\phi)$ of the Jacobian matrix, $J_\omega(\phi)$, that is $\tau^j := (|\lambda^j|)^{-1}$. For completeness, we introduce the left eigenmode $b^i(\phi)$, such that $\sum_j a_j b^i = 1$ and $b^i \cdot a_k = \delta^i_k$, with $j, k = 1, \ldots, N$. Finally, the amplitude $f^j_r$ of the $j$-th mode is defined as $f^j_r := b^i \cdot \omega$ due to the sole kinetics, and the amplitude $f^j_{r+d}$ of the $j$-th mode defined as $f^j_{r+d} := b^i \cdot (D_x + \omega)$ due to the full RHS of Eq. (1), that is to the combined action of diffusion and kinetics.

The analytical expression of the $(N-M)$-dimensional slow manifold, referred to as slow invariant manifold (SIM), is approximated by the set of $M$ algebraic equations

$$f^j_r(\phi) := b^i(\phi) \cdot \omega(\phi) = 0 \quad j = 1, \ldots, M$$

(2)
that express the establishment of equilibria between fast competing reactions [3, 16, 33–35]. A stable and robust criterion to declare an exhausted mode, that is one that satisfies Eq. (2), has recently been proposed in [36]. This criterion effectively determines the dimension $M$ of the fast subspace, that is of the $(N-M)$-dimensional SIM. Note that the criterion has a local character and thus, in principle, $M$ can take different values at each space location.

On the basis of the CSP decomposition, it is possible to obtain a number of metrics that allow to compare the relative contributions of one specific driving process (either diffusive or kinetic) to different aspects of the multi-scale problems. Specifically, one can list the following indices (each scaled to have unity as maximum value):

(i) the Time Scale Participation Index (TPI) measures the contribution of a specific reaction to the time scale in case of purely kinetic systems of the mode of interest [37–41];

(ii) the Amplitude Participation Index (API) measures the contribution of a process (either reaction or diffusion of a species) to the amplitude of a mode [9, 13, 32, 42] in case of reactive-diffusion systems; the API can be defined with respect to the kinetic amplitudes $f_j^r$ or to the diffusion/kinetics amplitudes $f_{r+d}^j$;

(iii) the CSP pointer ($\sigma_i^j := a_i^j b_i^j$) can be interpreted in many ways [8, 10, 43, 44]; the simplest interpretation involves considering that a large value of the CSP pointer $\sigma_i^j$ implies that the dynamics of the i-th state variable proceed at a pace mostly related to the j-th time scale.

In this work, the API index has been used for the quantification of the contribution of diffusion or kinetics [29, 32].

The dynamical analysis of the reactive flow system has been complemented by employing the tangential stretching rate (TSR) concept [23, 24], which provides an estimate of the active (slow) time scale at which the system proceeds while constrained within the SIM. The rigorous definition and underlying mathematical framework of the Tangential Stretching Rate (TSR) is detailed and discussed in previous studies [23]. Briefly, the tangential stretching rate, $\omega_\tau$, is a quadratic form involving the unit vector, $\tau$, tangential to the kinetic vector field $\omega$ and the Jacobian of the kinetic vector field, $J_\omega$, as follows:

$$\omega_\tau = \tau \cdot J_\omega \cdot \tau. \quad (3)$$

It was shown in Ref. [23] that by combining the TSR definition, Eq. 3, with the eigen-decomposition of the Jacobian matrix of the vector field, the TSR can be expressed as a weighted average of all the chemical eigenvalues $\lambda_j$ of the $j$-th mode:

$$\omega_r = \sum_{j=1}^{N} W_r^j \lambda_j, \quad (4)$$

with the weight, $W_r^j$ defined as:

$$W_r^j := \frac{f_j^r}{|\omega|} \sum_{k=1}^{N} \frac{f_k^r}{|\omega|} (a_k \cdot a_j). \quad (5)$$

This definition, obtained with reference to a purely kinetic problem (an ODE problem), shows that the favoured time scales are those associated with eigen-modes having a large
amplitude, and more co-linear with the vector field. It was later shown in Ref. [24] that it is possible to extend the definition to problems involving transport (a PDE problem) as follows:

$$\omega_{r+d} = \sum_{j=1}^{N} W_{r+d}^j \lambda_j,$$

(6)

with the weight, $W_{r+d}^j$ defined as:

$$W_{r+d}^j := \frac{f_{r+d}^j}{|D_x + \omega|} \sum_{k=1}^{N} \frac{f_{r+d}^k}{|D_x + \omega|} (a_k \cdot a_j),$$

(7)

where the mode amplitudes are defined as:

$$f_{r}^j := b_j \cdot \omega,$$

(8)

$$f_{r+d}^j := b_j \cdot (D_x + \omega).$$

(9)

In all the summations of the four preceding expressions, the contribution of the fast modes should be identically zero by definition of fast mode ($f^k = 0$ with $k = 1, \ldots, M$). However, the numerical evaluation carried out in finite machine accuracy is not able to produce fast mode amplitudes of exactly zero amplitude. This circumstance may lead to numerical artifacts when small but non-zero fast amplitudes are multiplied by large eigenvalues. To prevent this happening, one can simply run the summation index between $M+1$ to $N$ without any loss of information.

The magnitude of the TSR represents the reciprocal of the system’s characteristic time scale, while its positive or negative sign indicates an explosive or contractive nature of the dynamics. Hence, the TSR selects the most relevant time scales as those with the largest related amplitudes.

Furthermore, $\omega_r > 0$ identifies explosive states where the dominant processes that tend to drive the system away from equilibrium are chemical in nature, while $\omega_{r+d} > 0$ identifies explosive states where both reactions and transport processes contribute to the explosive nature of the system. When $\omega_r \approx \omega_{r+d}$, the contribution of transport to the dynamics of the system is negligible and the system is kinetically driven; otherwise, transport plays a non-negligible role.

The modes contributing the most to the TSR can be identified by resorting to a participation index of the $i$-th mode to the TSR, the Mode Participation Index to the TSR (TSR-MPI), defined as

$$P_{\omega \tau}^i := \frac{W_i |\lambda_i|}{\sum_{j'=1}^{N} |W_{j'}| |\lambda_{j'}|} \quad \text{no summation on } i.$$ 

(10)

The relative contribution of each process (being a transport term or a chemical reaction) participating in the development of the system’s driving timescale can be assessed with the TSR participation index, $P_{p \omega}^i$ (TSR-API, [23–25]), that relates the $p$–th process, with $p = 1, (2N_r + N)$, to $\omega_\tau$ as the product of the participation index of the $i$-th mode to the TSR, $P_{p \omega}^i$, times the API [7, 32] of the $p$–th process to the $i$–th mode, $P_{p}^i$, that is:
\[ P_{p}^{*} := \sum_{i=1}^{N} P_{p}^{\omega \hat{\tau}} \times P_{p}^{i}, \]  

(11)

One can inquire where transport (either convection or diffusion or both) competes/controls/is subjected to kinetics on the basis of two derived indices \( \Sigma_r \) and \( \Sigma_d \) obtained by summing the absolute value of the TRS-API of all reactions and all transport processes, separately, as follows:

\[ \Sigma_r := \sum_{k=1}^{2N_r} |P_{rk}^{\omega \hat{\tau}}|, \]  

(12)

where \( N_r \) is the number of reversible reactions in the chemical mechanism of interest, and

\[ \Sigma_d := \sum_{n=1}^{N} |P_{rn}^{\omega \hat{\tau}}|, \]  

(13)

and by construction, it holds that \( \Sigma_d + \Sigma_r = 1 \). In the following, \( \Sigma_d \) and \( \Sigma_r \) will be used in order to determine whether transport dominates over kinetics or the opposite [25], similarly to what has been introduced in the CSP context [29, 32].

All calculations of the CSP/TSR indices are carried out by employing the CSPTk package [23, 24], which adopts the TChem library [45] for the parsing and management of the thermo-kinetic data.

3. Description of Simulation Data

For the laminar flame used as a reference case, a steady-state solution for a freely propagating premixed \( \text{H}_2/\text{air} \) laminar flame was generated using Chemkin-Pro [46], at the pressure \( p_0=1 \text{ atm} \), upstream temperature \( T_0=300 \text{ K} \) and equivalence ratio \( \phi=0.7 \). The detailed mechanism of Burke et al. [47] (9 species and 23 reversible reactions) was used for all simulations. For future reference, the most important reactions are listed in Table 1. In the following, the subscripts “f” and “b” are associated with forward and backward reactions, respectively.

<table>
<thead>
<tr>
<th>Reaction</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>1: H + O (_2) ↔ O + OH</td>
<td></td>
</tr>
<tr>
<td>3: O + H(_2) ↔ H + OH</td>
<td></td>
</tr>
<tr>
<td>4: H(_2) + OH ↔ H(_2)O + H</td>
<td></td>
</tr>
<tr>
<td>5: OH + OH ↔ O + H(_2)O</td>
<td></td>
</tr>
<tr>
<td>11: H + O(_2) (+M) ↔ HO(_2) (+M)</td>
<td></td>
</tr>
<tr>
<td>12: HO(_2) + H ↔ H(_2)O + O</td>
<td></td>
</tr>
<tr>
<td>13: HO(_2) + H ↔ 2OH</td>
<td></td>
</tr>
<tr>
<td>14: HO(_2) + O ↔ O(_2) + OH</td>
<td></td>
</tr>
<tr>
<td>15: HO(_2) + OH ↔ H(_2)O + O</td>
<td></td>
</tr>
<tr>
<td>18: H(_2)O(_2) (+M) ↔ 2OH (+M)</td>
<td></td>
</tr>
<tr>
<td>19: H(_2)O(_2) + H ↔ H(_2)O + OH</td>
<td></td>
</tr>
</tbody>
</table>

The turbulent flame simulation datasets were previously generated and detailed in [26, 27]. The S3D DNS code was utilized, which solves the fully compressible Navier-Stokes equations [48]. Spatial discretization was carried out by an eighth-order central difference scheme and an explicit fourth-order Runge-Kutta scheme was used for time marching. Each test case
was initialized by considering a one-dimensional (1D) planar flame solution superimposed in a rectangular channel with the flow directed along the x-axis. In the x-axis direction, inflow and outflow boundaries are modelled using characteristic boundary conditions \[49, 50\] and all other boundaries were prescribed as periodic. The domain size is \(20 \times 10 \times 10 \text{ mm}^3\) and \(8 \times 4 \times 4 \text{ mm}^3\) for Case 2 and 4, respectively. In both cases the domain was discretized by a uniform Cartesian grid of \(512 \times 256 \times 256\) and \(1280 \times 320 \times 320\) points for Case 2 and 4, respectively. The grid spacing \((\Delta x)\) was determined based on the flame thickness \((\delta_{th})\). As a result, about ten grid points were ensured across the flame thickness, and the Kolmogorov length scale \((\eta)\) was bigger than the grid spacing \((\eta > 1.5\Delta x)\). A homogeneous isotropic turbulent flow field was injected at the inflow, with the mean velocity being adjusted to hold the flame within the domain for a period sufficiently long to achieve a statistically stationary solution and collect statistics.

The inflow values of normalized root-mean-square turbulent velocity fluctuation \(u'/S_L\), turbulent length scale to flame thickness ratio \(l_T/\delta_{th}\), Damköhler number \(Da = \tau_f/\tau_{ch} = (l_T/u')(\delta_{th}/S_L)\), Karlovitz number \(Ka = (\rho_0S_L\delta_{th}/\mu_0)^{0.5}(u'/S_L)^{1.5}(l/\delta_{th})^{-0.5}\) and turbulent Reynolds number \(Re_t = \rho_0u'l_T/\mu_0\) for all cases are presented in Table 2, where \(l_T\) is the turbulent length scale, \(S_L\) is the laminar flame speed, \(\mu_0\) is the unburned gas viscosity, \(\delta_{th} = (T_{ad}-T_0)/\max|\nabla T|\) is the thermal flame thickness, with \(\tau_i\) the integral eddy turnover time, and the subscript “L” is used to refer to unstrained laminar flame quantities.

According to the Borghi diagram \[2\], the test cases marked as 2 and 4 in Table 2 fall into the thin reaction zone and distributed combustion regimes, respectively. Considering that the turbulent flow is statistically stationary (decaying in the x-axis direction) and the side boundary conditions are periodic, the CSP/TSR analysis is carried out at some mid-z planes, and the selected time instants are illustrative of the main features of each case. In particular, the selected physical time was \(t = 2.19\text{ ms}\) for Case 2 and \(t = 0.41\text{ ms}\) for Case 4, at which the flames established a nearly statistically stationary condition, as has been illustrated by the time evolution of the normalized integrated heat release in Ref. \[26\].

<table>
<thead>
<tr>
<th>Case</th>
<th>(u'/S_L)</th>
<th>(l_T/\delta_{th})</th>
<th>(Re_t)</th>
<th>(Da)</th>
<th>(Ka)</th>
<th>(\tau_i) ((\mu s))</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>5</td>
<td>14</td>
<td>1623</td>
<td>5.0</td>
<td>14.4</td>
<td>731</td>
</tr>
<tr>
<td>4</td>
<td>14</td>
<td>4</td>
<td>1298</td>
<td>0.29</td>
<td>126</td>
<td>74.64</td>
</tr>
</tbody>
</table>

4. CSP Analysis of Laminar Flame

We first present the results of the standard CSP analysis for the reference laminar flame. The evolution of selected state variables (temperature, \(T\), mass fractions of \(\text{HO}_2\), H, and OH, heat release rate, HRR) across the lean premixed \(\text{H}_2/\text{air}\) laminar flame \((p(0) = 1\text{ atm}, T(0) = 300\text{ K}, \phi = 0.7)\) is shown along the x-axis in Fig. 1a, and along the c\(T\)-axis in Fig. 1b, where \(c_T = (T - T_r)/(T_p - T_r)\) is a normalized temperature, and \(T_r\) and \(T_p\) are the temperatures of the fresh reactants and products, respectively.

As discussed in \[51\], the reaction zone in hydrogen flames is composed of two parts: an H-production layer followed by an H-consumption layer. In the first, the \(\text{HO}_2\) radical is produced mainly through R11f and then is rapidly depleted. Reaction R11f is fed by H radicals which
are diffused from the hot downstream region. In the second layer, characterized by the consumption of H radicals, OH radicals become the dominant component of the radical pool, mainly through the chain branching reaction R1f, which becomes sufficiently active due to the increased temperature. The major exothermic reactions in the reaction zone are R11f and R4f; reaction R11f dominates the first and colder part of the reaction zone where the concentration of H-radicals increases, which is expected because the activation energy of R11f is zero. Later, the abundance of OH and the increased temperature favor the exothermic R4f. It is noted though that in the second layer, the highly endothermic reaction R1f becomes strong, consuming large amounts of heat. In the end, the heat release rate reaches its maximum value close to the point where H reaches its maximum value as well.

With reference to this description of the flame structure, and on the basis of the profiles of the selected species, of temperature, and of the heat release rate, one can infer that the reaction zone starts at $x=0.4$ cm where HO$_2$ starts to be produced, and can be conventionally considered to end at $x=0.5$ cm, where OH attains a peak value.

The spatial evolution of the kinetic time scales that characterize the local dynamics of a premixed H$_2$/air laminar flame ($p(0) = 1$ atm, $T(0) = 300$ K, $\phi = 0.7$) is shown along the $x$-axis in Fig. 2a. At each location in $x$, the number of the mode characterized by the fastest of slow timescales (i.e., the $M+1$) is indicated, and it varies at different locations across the flame. The time scales span a wide range of magnitude, and most of them are of dissipative nature with a related eigenvalue of negative real part (grey color in Fig. 2a). However, two of them are explosive with a related eigenvalue of positive real part (red color in Fig. 2a), with one ($\tau_{e,f}$) faster than the other ($\tau_{e,s}$). In the laminar flame under study, $\tau_{e,f}$ develops only in the region where temperature exhibits large variations, in contrast to the auto-ignition cases [42] where a positive eigenvalue may exist even during the isothermal induction regime.

Figure 2 demonstrates that the fast explosive mode does not always play the role of driving the system dynamics, since its amplitude can be small. These findings indicate that
the selection of the characteristic/driving mode/scale is not necessarily an obvious task. Alternatively, a better approach is to define the characteristic/driving mode/scale as the one with the largest amplitude. This information is provided by the TSR analysis, which unambiguously identifies the modes/scales most contributing to the slow dynamics of the system.

Figure 3: The evolution of the time scales along with temperature in the laminar flame case \(p(0) = 1\) atm, \(T(0) = 300\) K, \(\phi = 0.7\), on the basis of the full and the truncated Jacobian. Grey and black colors denote the time scales of the full and truncated Jacobians, respectively, while red color represents the explosive time scales of the full Jacobian.

The time scales in Fig. 2a were computed from the eigenvalues of the \((N+1) \times (N+1)\) Jacobian of the chemical source terms, which includes both the species and temperature equations. To isolate the dependence of the system’s time scales on the temperature, the time scales of the truncated \(N \times N\) Jacobian of the species equations were also computed and compared with those computed on the basis of the full Jacobian. This approach has been used in order to determine the chemical and thermal runaway regimes [38, 39, 42]. Figure 3 shows the evolution of the time scales based on the truncated Jacobian, where no explosive time scale exists. This implies that the two explosive time scales obtained from the full Jacobian depend highly on temperature, therefore they are found only by accounting for the coupling of temperature and species.

5. TSR Analysis of Laminar Flame

An investigation of the laminar flame structure is now conducted by the TSR analysis. Considering its large dynamic range, the reactive and reactive-diffusive TSR values as well as the associated eigenvalues are reported in the logarithmic scale as follows:

\[
\Omega_r = \text{sign}(\omega_r) \cdot \log_{10}|\omega_r|, \quad \Omega_{r+d} = \text{sign}(\omega_{r+d}) \cdot \log_{10}|\omega_{r+d}|, \quad \Lambda_i = \text{sign}(\lambda_i) \cdot \log_{10}|\lambda_i|,
\]

(14)

and, to avoid confusion, all values of \(\omega, \lambda < 1\) are not shown, since eigenvalues and TSR magnitudes less than unity have no meaningful impact on the system, and can be ignored. In this way, positive and negative values of \(\Omega\) and \(\Lambda\) denote explosive and dissipative behavior. Furthermore, all physical time scales are normalized by a nominal time of 1 second, such that the magnitudes shown in the results are nondimensional.

The above quantities have been evaluated for the reference laminar flame at \(p(0) = 1\) atm, \(T(0) = 300\) K, \(\phi = 0.7\), and plotted against the physical space \(x\) (Fig. 4a) and the normalized temperature \(c_T\) (Fig. 4b). Based on their distinct physical characteristics, the flame structures are divided by lines A-F, and referred to as the upstream zone (ahead of A), the preheat zone (A-C), the reaction zone (C-D), and the downstream zone (D-F). The boundaries of different zones were based on the zero-crossing of TSR variables. For detailed TSR analysis, zones A-C and D-F will be further divided later. It is noted that the flame thickness using the conventional formulation \(\delta_{th} = (T_{ad} - T_0)/\max |\nabla T|_L\) gives \(\delta_{th} = 0.3541\) mm, which is comparable but larger than \(\delta_{th} = 0.293\) mm, based on the zero crossing of \(\Omega_{r+d}\). On the other hand, based on the zero crossing of \(\Omega_r\), the reaction zone (or Zel’dovich) thickness is \(\delta_F = 0.07\) mm, which is comparable but larger than \(\delta_F = \alpha/s_L = 0.03\) mm, where \(\alpha\) is the mixture’s thermal diffusivity.
Within the upstream zone, both $\Omega_{r+d}$ and $\Omega_r$ are vanishingly small until $x = 0.39$ cm, after which $\Omega_r$ becomes negative and increases in magnitude, suggesting that chemical activity is slowly taking place. The fact that $\Omega_{r+d}$ remains small in the same region suggests that the chemical reaction is balanced by diffusion.

The preheat zone (A-C) is marked by the first appearance of positive $\Omega_{r+d}$. In this region, $\Omega_r$ is large and negative, balanced by large positive values of $\Omega_{r+d}$. With reference to Eq. (4) and (5), the negative value of $\Omega_r$ is attributed to the development of a large magnitude of the mode amplitude $f_j^{-} := b_j^{-} \cdot \omega$ of a mode $j-$ related to an eigenvalue $\lambda_{j-}$ with a negative real part, whereas the positive value of $\Omega_{r+d}$ arises from the development of a large magnitude of the mode amplitude $f_j^{+} := b_j^{+} \cdot (D_x + \omega)$ of a mode $j+$ with a positive real part of the eigenvalue. As such, the preheat zone is characterized by the significant role of heat and mass diffusion that competes with fast contractive kinetics, such as chain termination or endothermic reactions.

In the reaction zone (C-D), marked by two crossings of $\Omega_r$, shows that both $\Omega_{r+d}$ and $\Omega_r$ are positive and close to each other in magnitude, implying that reactions are the dominant driver for explosive dynamics.

Another point to note is that within the preheat zone (A-C), $\Omega_{r+d}$ nearly coincides with the fast explosive eigenvalue ($\Lambda_{e,f}$) (the grey line of $\Lambda_{e,f}$ exactly coincides with the $\Omega_{r+d}$ line in the earlier part of zone A-C), while in the reaction zone (C-D) $\Omega_{r+d}$ obtains values intermediate between $\Lambda_{e,f}$ and $\Lambda_{e,s}$.

Finally, the downstream region (D-F) is characterized by $\Omega_{r+d}, \Omega_r < 0$, representing the evolution towards equilibrium within a slow (kinetic) manifold.

Note that Fig. 4 clearly demonstrates the distinct utility of TSR metrics compared to the standard explosive mode analysis. If we followed $\Lambda_{e,f}$, it would identify the overall preheat and reaction zones altogether, with the end of the reaction zone marked by the merging of the fast and slow explosive modes[42]. On the other hand, the TSR analysis clearly identifies the distinct reactive-diffusive dynamics between the preheat and reaction zones. Such features of TSR will be found valuable in the analysis of turbulent flames as will be discussed later.

Traditionally, the partitioning of the flame structure is carried out by considering other criteria based on different observables, such as the heat release rate, first or higher order derivatives of the temperature, specific species known to be effective markers for the flame structure. For the benefit of the interested reader and to establish a direct comparison among different criteria and observables, Fig. 5 shows the profiles of various observables: the heat release rate (HRR), the temperature gradient ($\nabla T$), and the Laplacian of temperature ($\nabla^2 T$), overlaid with the TSR variables. From this comparison, it is evident that there is a good agreement between the location of peak HRR and the front end of the reaction zone $\Omega_r = 0$. On the other hand, there is no obvious correspondence between the location of peak HRR with special values of either $\nabla T$ or $\nabla^2 T$, although the peak value of $\nabla^2 T$ corresponds accurately to the peak of HO$_2$ (see also Fig. 1).

Now that the net explosive/dissipative dynamical characteristics across the flame are identified, we examine the individual controlling processes that are driving the dynamics. For this purpose, Fig. 6 shows the two indices of TSR-API, $\Sigma_r$ and $\Sigma_d$, according to Eq. (12)
and Eq. (13), respectively. Since $\Sigma_d + \Sigma_r = 1$, we can identify the diffusion-controlled ($\Sigma_d > \Sigma_r$) and reaction-controlled ($\Sigma_d < \Sigma_r$) regions. Fig. 6 reveals that even within the preheat zone (A-C), where $\Omega_{r+d} > 0$, the cause of the explosive nature comes from diffusion in further upstream and then from reactions. Likewise, in the downstream region the dissipative dynamics are governed initially by chemical and then by diffusive equilibration processes. These crossing points in the preheat and downstream zones are denoted as lines B and E, respectively.

Subsequently, specific processes contributing the most to the explosive/dissipative dynamics in each region can be assessed by inspecting the budget analysis of TSR-API as shown in Fig. 7. To avoid the clutter, contributions from diffusive (the budget of $\Sigma_d$) and the contributions from reactive (the budget of $\Sigma_r$) are separately shown. Some physical insights are drawn from the results as follows.

(i) Region A-B: the explosive dynamics are mainly driven by the diffusion of heat and fast species like H and H$_2$, while the recombination reaction R11f is the primary source of dissipation.

(ii) Region B-C: the explosive dynamics are mainly driven by the chemical pathways, R11f, R4f, R3f, and R1f (in the order of magnitude). As it is well known for hydrogen/oxygen chemistry, at this low temperature ($< 1000$ K) even the recombination reaction R11f leads to subsequent branching, and hence drives the explosive dynamics.

(iii) Region C-D: the explosive dynamics are driven by both reaction and diffusion. As for the reaction, the same reactions identified in region B-C are responsible. Note that the temperature is still low in this region, and R11f is the primary heat releasing reaction in the hydrogen/air flames, thus the recombination reaction R11f still contributes to explosive dynamics. As for the diffusion, in this region of strong gradients, the diffusion of H$_2$ (gain) wins over the diffusion of heat and H (loss) toward the explosive dynamics.

(iv) Region D-E: the dissipative dynamics are driven by both diffusion and reaction, but diffusion of reactants serve as the dominant cause of losses.

(v) Region E-F: the dissipative dynamics are driven by both diffusion and reaction, but at this region of low concentration gradient, the reactions play a dominant role for the dissipation.
6. TSR Analysis of Turbulent Flames

In this section, TSR analysis is applied to turbulent flames at two different combustion regimes and the characteristics are compared with those of the laminar flames. For each turbulent flame simulation case, an instantaneous solution field is taken as discussed in Section 3, for which the data of a mid-z plane were processed. Note that a few different planes were also analyzed and consistent results were found. A sample of the analysis of three additional time steps is included as Supplementary Material.

The two-dimensional (2D) mass fraction fields of selected species on the z-planes are shown in Fig. 8, namely, the spatial evolution of the mass fraction of H, HO$_2$ and OH for Case 2 (upper row) and Case 4 (lower row). Based on the typical laminar flame structure, these species approximately represent the preheat, main reaction, and downstream regions, respectively. Comparing the HO$_2$ fields for Cases 2 and 4 clearly underlines the main difference of the thin reaction zone regime in contrast to the distributed combustion regime. In the thin reaction zone regime, HO$_2$ is mostly confined in a well connected thin region, indicating that the basic laminar flame structure is intact. In contrast, in Case 4 the action of small scale turbulence creates complex structures in the preheat zone, while H isocontours exhibit some pockets ahead of the main reaction zone. The OH layers, located further downstream, appear to be broader but without much turbulence action due to the flow laminarization by heat release. These species have been commonly used in the literature as flame front markers. The results show that the flame front identification yields significantly different behavior depending on which species is used. It is also noted that unlike HO$_2$, H and OH obtain significantly lower maximum values in Case 4 compared to Case 2, thus further complicating their use as universal flame front markers.

Figure 8: The spatial distribution of mass fraction of (a,d) H, (b,e) HO$_2$ and (c,f) OH for Case 2 (upper row) and Case 4 (lower row).

Using the TSR analysis, Fig. 9 shows the distributions of $\Omega_{r+d}$, $\Omega_r$ and $\Lambda_{e,f}$ in physical space for both cases. As discussed in the laminar flame case, it is evident that the region of $\Omega_{r+d} > 0$ differs significantly from the region of $\Lambda_{e,f}$ existence; there is a wide region where $\Lambda_{e,f}$ indicates explosive dynamics but $\Omega_{r+d}$ shows dissipative. This tendency is more pronounced in Case 2, indicating stronger interaction between kinetics and transport. Finally, the region of $\Omega_r > 0$ adequately represents the major heat release region as will be discussed next.

Figure 9: The spatial distribution of (a,d) $\Omega_{r+d}$, (b,e) $\Omega_r$ and (c,f) $\Lambda_{e,f}$ for Cases 2 (upper row) and 4 (lower row).

To assess which metric serves as a proper flame marker, the spatial distributions of temperature and the heat release rate are plotted in Fig. 10, in which the contour lines of $\Omega_r = 0$ (white solid lines) and $\Lambda_{e,f} = 0$ contour lines (black solid lines) are overlaid, for both Cases 2 and 4. Contrary to $\Lambda_{e,f}$, the region of $\Omega_r > 0$ is confined in a thin layer and aligns well with the region of high heat release rate. In contrast, the region of $\Lambda_{e,f}$ is much wider, covering a significantly larger area which is identified as dissipative by the TSR analysis. Again, the message is that the positive eigenvalue alone does not guarantee
explosive dynamics; the TSR metric combines the positive eigenvalues weighted with their amplitudes, thus providing a more accurate description of explosive dynamics in the system.

Comparing Figs. 9 and 10, it is evident that the deviation between $\Omega_{r+d}$ and $\Lambda_{e,f}$ relates mainly to the preheat zone. This is a notable difference between Case 2 and the laminar flame, where $\Omega_{r+d}$ was shown to track $\Lambda_{e,f}$ in the preheat zone. These findings suggest that the different turbulent conditions have a qualitatively different impact on the preheat zone. In the thin reaction zone case, the explosive dynamics are suppressed, while at higher Ka the explosive dynamics tend to resemble the profile of a laminar one in the sense that the preheat zone is mainly characterized by explosive dynamics.

Figure 10: The spatial distribution of (a,c) temperature (K) and (b,d) heat release rate overlaid with the $\Omega_r = 0$ (white solid lines) and $\Lambda_{e,f} = 0$ contour lines (black solid lines), for Case 2 (upper row) and Case 4 (lower row).

The topological characterization of the reactive flow by means of the TSR indices is rendered with the three-dimensional (3D) plot shown in Fig. 11, where the height of each scatter plot at each (x,y) location of the domain is proportional to the magnitude of $\Omega_r$, while the color legend is associated with the value of HRR. By construction, a scatter point on the upper half of the 3D plot corresponds to an explosive situation, while on the lower half to a contractive/dissipative situation. The dark red color on the scatter points implies that there exists a positive correlation between $\Omega_r$ and HRR, that is, $\Omega_r$ and HRR attain high values at the same location. Clearly, Fig. 11 suggests that the heat release rate is well correlated with $\Omega_r$ (as indicated by the laminar test case, see Fig. 5).

Figure 11: The height of each scatter plot is proportional to the magnitude of $\Omega_r$, while the color legend is associated with the value of HRR; Left (a) is for Case 2; Right (b) is for Case 4. In both cases, the values of HRR have been normalized by their maximum values.

Figure 12: Scatter plots of $\Omega_r$ (a), $\Omega_{r+d}$ (b) and $\Lambda_{e,f}$ (c) against $c_T$, for laminar (red), thin reaction zone regime (Case 2 in blue) and distributed combustion regime (Case 4 in green). The conditional averages of $\Omega_r$ (left) and $\Omega_{r+d}$ for Case 2 and 4 are overlaid with cyan-dashed and black-solid lines, respectively.

Fig. 12 shows the scatter plot of $\Omega_{r+d}$, $\Omega_r$ and $\Lambda_{e,f}$ as a function of $c_T$, along with their conditional averages. To avoid clutters, the scatter points were taken from the 2D plane, but the conditional averages were calculated from the entire three-dimensional domain. It is seen that data points for $\Omega_r$ for Case 2 (thin reaction zone regime) show a much lower level of scatters compared to that for Case 4 (distributed regime), suggesting that a higher level of turbulence results in larger fluctuations. Nevertheless, the conditional averages nearly coincide with the laminar flame values for both cases, again suggesting that $\Omega_r$ serves as a good marker to identify the primary reaction zones even in high Ka conditions.

On the other hand, the profile of $\Omega_{r+d}$ appears to be qualitatively different in the preheat zone between Case 2 and the laminar flame, since in the early part of the preheat zone (i.e., $c_T < 0.07$) $\Omega_{r+d}$ is explosive in the laminar flame and dissipative in Case 2, as was also shown in Fig. 9. Rather, Case 4 recovers the profile closer to the laminar flame since $\Omega_{r+d}$ is
mainly explosive in that region. This behavior is also consistently shown in the conditional averages (lines). Thus, it appears that turbulence affects different cases in a different manner, resulting in such unexpected non-monotonic behavior. A possible explanation is that in the low Ka case, the integral-scale eddies are large enough to interact with the preheat zone, leaving the much smaller reaction zone unaffected. As a result of the strong interaction of the turbulent eddies with the preheat zone, the local dynamics become dissipative. On the other hand, in the higher Ka case, the turbulent kinetic energy is higher yet the energy dissipation is much larger, as compared to the lower Ka case. As a result, the dynamics return to that of the laminar flame, with the exception of the reaction zone which is broadened due to the intense interaction of the small-scale eddies with the size-comparable reaction zone.

The observed non-monotonic flame response to turbulence is an unexpected finding and needs further investigation examining cases for different turbulent conditions. In both cases, in the region where \( \Omega_{r+d} > 0 \), turbulence creates fluctuations to yield the local values of \( \Omega_{r+d} \) that can be either positive or negative. A similar finding was reported in Ref. [25] in the context of the comparative investigation of two turbulent flames, in the corrugated flamelet and thin reaction zone combustion regimes. The present analysis shows that this behavior is more pronounced in Case 4 compared to Case 2. Obviously, the increased dispersion that characterizes \( \Omega_{r+d} \) in Case 4 is the result of the increased turbulent activity.

In contrast to the behavior of the TSR metrics, the profile of \( \Lambda_{e,f} \) appears to be largely insensitive to the different turbulent conditions, with both turbulent cases nearly collapsing the laminar results with minor level of scatters. Again, this demonstrates the fact that the positive eigenvalue alone is not adequate in capturing the detailed turbulence effect on the net explosive dynamics in the system.

To further highlight the difference between the explosive mode and TSR diagnostics, Fig. 13 compares the regions of \( \Lambda_{e,f} > 0 \) and \( \Omega_{r+d} > 0 \), colored in green and red, respectively, for Cases 2 and 4. The isolines of \( \Omega_r = 0 \) are overlaid with black solid line. Case 2 shows that \( \Lambda_{e,f} \) tends to prematurely predict explosive dynamics, while the TSR accounting for the amplitudes of all modes predicts a much lower level of explosive behavior. This tendency is reduced at higher Ka (Case 4), where the differences become smaller as a wide range of turbulent preheat zones become diffusively explosive. While the pictures appear similar in Case 4, the eigenvalue diagnostics would have been interpreted as reaction zone broadening, while the TSR diagnostics correctly describes this region as diffusion-dominant region.

Figure 13: The contour lines of \( \Omega_{r+d} > 0 \) (in red) and \( \Lambda_{e,f} \) (green) overlaid with the \( \Omega_r = 0 \) isoline (black), for Case 2 (a) and Case 4 (b).

Figure 14: The distribution of \( \Sigma_r > 50\% \) (red) and \( \Sigma_d > 50\% \) (green) overlaid with the contour lines of \( \Omega_{r+d} > 0 \) (in black), for Case 2 (a) and Case 4 (b). The darkness of each color is representative of the intensity of the relevant quantity.

The light green areas in Fig. 13 represent the regions where explosive modes (\( \Lambda_{e,f} \)) exist but the net behavior is dissipative. To identify which processes are causing the dissipation, Fig. 14 shows the regions of \( \Omega_{r+d} < 0 \) in green and red color map, representing that dissipation is dominated by reactions (\( \Sigma_r > 0.5 \)) and diffusion (\( \Sigma_d > 0.5 \)), respectively. The regions of \( \Omega_{r+d} > 0 \) are blacked out. In Case 2, the dissipative behavior in the \( \Lambda_{e,f} > 0 \) zone is mainly due to the reactions, while in Case 4 both chemistry and diffusion play significant
role. In summary, relative to the laminar flames where the preheat zone is dominated by the diffusion-reaction-driven explosive dynamics (e.g., zone A-C in Fig. 6), turbulent eddies suppress the explosive behavior in the preheat zone. In the thin reaction zone regime, this is caused by the suppression of the reactive processes, while in the distributed combustion regime turbulent dissipation plays the dominant role. The results manifest the complex dynamics of the turbulence-chemistry interaction in turbulent flames at different Karlovitz numbers, which need further investigation.

7. Conclusions

The topology and structure of turbulent hydrogen/air premixed flames at different Karlovitz number conditions were investigated by the computational singular perturbation (CSP) method with extensive use of the tangential stretching rate (TSR) analysis. The standard CSP allows an automated identification of the local time scales of the multi-scale problems with a large number of degrees of freedom, decomposed into slow and fast components. In addition, TSR allows to identify the most energetic time scale during both the explosive and dissipative regimes. Taken together, the method serves as an unambiguous identification of important regions in turbulent flames, even at high Karlovitz number conditions, where traditional metrics yield incorrect descriptions or require case-by-case adjustments of the definitions.

The analytical tools were first applied to a basic laminar flame, which revealed a systematic description about the dynamical structure of a laminar flame. Additional index metrics further allow identifications of important chemical and transport processes that are driving the explosive characteristics. One key message from this study is that TSR provides a more comprehensive and correct description of the reactive system dynamics, while the method based solely on the eigenvalues may lead to misleading interpretation of physics due to the neglect of the corresponding mode amplitudes.

For turbulent flames, it was generally found that the reactive TSR ($\Omega_r$) properly identifies the main reaction zones, while the reactive-diffusive TSR ($\Omega_{r+d}$) depicts the broadened preheat zones where diffusion process drives the explosive dynamics. However, the detailed sub-processes responsible for the explosive dynamics in the preheat zone depend on the specific turbulence conditions, and the net effect was sometimes found to be nonmonotonic. Further analysis with a larger number of simulation cases is required to accomplish a complete understanding. This includes analysis of high Ka turbulent flames in different configurations, such as jet flames [52, 53], which reported some distinct flame characteristics.

Finally, we remark that the TSR analysis is compatible with a Lagrangian framework. By combining it with a flame particle tracking approach [54], the analysis can unravel important information about the dynamical evolution of turbulence-flame interaction without an introduction of ad hoc diagnostic metrics. Further work is needed to explore this approach.
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Figure 1: Space evolution across the laminar flame case \((p(0) = 1 \text{ atm}, T(0) = 300 \text{ K}, \phi = 0.7)\). The units of HRR is \([\text{J/(s\times m}^3])\).

Figure 2: Space evolution of the kinetic time scales along with temperature (a) and mode amplitudes (b), in the laminar flame case \((p(0) = 1 \text{ atm}, T(0) = 300 \text{ K}, \phi = 0.7)\). (Left) Explosive/dissipative time scales are in red/grey color and orange diamonds denote the \((M+1)\)-th time scale. (Right) Amplitude of mode 6 corresponds to \(\tau_{e,f}\) and of mode 7 to \(\tau_{e,s}\).
Figure 3: The evolution of the time scales along with temperature in the laminar flame case ($p(0) = 1$ atm, $T(0) = 300$ K, $\phi = 0.7$), on the basis of the full and the truncated Jacobian. Grey and black colors denote the time scales of the full and truncated Jacobians, respectively, while red color represents the explosive time scales of the full Jacobian.

Figure 4: The evolution of $\Omega_r$, $\Omega_{r+d}$, $\Lambda_i$ against physical space (a) and normalized temperature $c_T$ (b), for the laminar flame case ($p(0) = 1$ atm, $T(0) = 300$ K, $\phi = 0.7$).
Figure 5: Evolution of HRR ($J/(s \times m^3)$), $\nabla T$ (T/m), $\nabla^2 T$ (T$^2$/m$^2$) on the left axis and $\Omega_{r+d}$, $\Omega_r$ on the right axis as a function of temperature $c_T$. The values of HRR have been multiplied by $8 \times 10^6$ and the values of $\nabla T$ have been multiplied by $10^6$.

Figure 6: Spatial profiles of $\Omega_r$ and $\Omega_{r+d}$ (left axis) and TSR-API $\Sigma_r$ and $\Sigma_d$ (right axis), for laminar flame ($p(0) = 1$ atm, $T(0) = 300$ K, $\phi = 0.7$).
Figure 7: Spatial profiles of the largest TSR-API contributions from diffusive (left) and kinetic (right) processes, for the laminar flame \((p(0) = 1 \text{ atm}, T(0) = 300 \text{ K}, \phi = 0.7)\).

Figure 8: The spatial distribution of mass fraction of (a,d) H, (b,e) HO\(_2\) and (c,f) OH for Case 2 (upper row) and Case 4 (lower row).
Figure 9: The spatial distribution of (a,d) $\Omega_{r+d}$, (b,e) $\Omega_r$ and (c,f) $\Lambda_{e,f}$ for Cases 2 (upper row) and 4 (lower row).

Figure 10: The spatial distribution of (a,c) temperature (K) and (b,d) heat release rate overlaid with the $\Omega_r = 0$ (white solid lines) and $\Lambda_{e,f} = 0$ contour lines (black solid lines), for Case 2 (upper row) and Case 4 (lower row).
Figure 11: The height of each scatter plot is proportional to the magnitude of $\Omega_r$, while the color legend is associated with the value of HRR; Left (a) is for Case 2; Right (b) is for Case 4. In both cases, the values of HRR have been normalized by their maximum values.

Figure 12: Scatter plots of $\Omega_r$ (a), $\Omega_{r+d}$ (b) and $\Lambda_{e,f}$ (c) against $c_T$, for laminar (red), thin reaction zone regime (Case 2 in blue) and distributed combustion regime (Case 4 in green). The conditional averages of $\Omega_r$ (left) and $\Omega_{r+d}$ for Case 2 and 4 are overlaid with cyan-dashed and black-solid lines, respectively.

Figure 13: The contour lines of $\Omega_{r+d} > 0$ (in red) and $\Lambda_{e,f}$ (green) overlaid with the $\Omega_r = 0$ isoline (black), for Case 2 (a) and Case 4 (b).
Figure 14: The distribution of $\Sigma_r > 50\%$ (red) and $\Sigma_d > 50\%$ (green) overlaid with the contour lines of $\Omega_{r+d} > 0$ (in black), for Case 2 (a) and Case 4 (b). The darkness of each color is representative of the intensity of the relevant quantity.