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Highlights

- The time-optimal trajectory planning for autonomous underwater vehicles is considered.
- Detailed and simplified MINLP models considering obstacles and a flow field are proposed.
- A solution approach with an enhanced initialization and MILP models is implemented.
- A detailed analysis of the MILP models and performance of the MILP solver is made.
- The performance of the MINLP methodology and quality of the trajectories are analyzed.
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Abstract

This paper addresses the time-optimal trajectory planning for autonomous underwater vehicles. A detailed mixed integer nonlinear programming (MINLP) model is presented, explicitly taking into account vehicle kinematic constraints, obstacle avoidance, and a nonlinear flow field to represent the ocean current. MINLP problems pose great challenges because of the combinatorial complexity and nonconvexities introduced by the nature of the flow field. A novel solution approach in an optimization framework is developed to address associated difficulties. The main benefit of the proposed methodology is the ability to find multiple local minima. The contribution of the paper is fourfold: 1) a novel approach to integrate the flow field into the MINLP model; 2) a diversified initialization strategy using multiple waypoints, different solvers and approximated models, namely, a mixed integer linear programming model and the MINLP model with and without the flow field; 3) an algorithm that forces the solver to seek improved solutions; and 4) a parallel computing approach capitalizing on diversified initialization. The performance of the resulting methodology is illustrated on idealized case studies, and the results are used to gain insight into trajectory planning in the presence of flow fields.
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1. Introduction

We address the trajectory planning for an Autonomous Underwater Vehicle (AUV) moving in a flow field while avoiding obstacles. Trajectory planning involves the determination of a geometric path and the motion profile along the path (Carbone and Gomez-Bravo, 2015; LaValle, 2006). In this work, the path planning and trajectory planning are merged into one problem and are determined simultaneously. In an underwater scenario, this is a crucial task because the vehicle dynamics are substantially affected by the vehicle’s velocity and acceleration.
as well as the current velocity along the trajectory. Specifically, it is possible that even though it may be geometrically feasible, the trajectory can be dynamically infeasible in strong current conditions. Consequently, it is essential to determine the velocity and acceleration profiles of the vehicle to ensure a proper trajectory that also avoids obstacles.

The performance of trajectory planning is characterized in terms of a cost for the vehicle. An efficient trajectory minimizes the travel time to complete the task, the fuel/energy expenditure, or an appropriate combination thereof. In this paper, we focus on a time-optimal objective and accordingly formulate trajectory planning as an optimization problem accounting for the predicted flow field, and the constraints imposed by obstacles and by the vehicle dynamics.

Path planning methods were motivated by the determination of a geometric path between a starting and an ending point within a space with obstacles to be followed by robots. The main methods to address this problem are based on the following methods (Latombe, 1991; Goerzen et al., 2010): a) roadmap methods; b) exact cell decomposition; c) approximate cell decomposition; d) potential field methods; e) probabilistic approaches; f) weighted region problem.

Trajectory planning methods can be broadly divided into three main categories, each one with several methods and variants: a) sampling-based methods; b) grid-based methods; c) optimization using random search: simulated annealing, and evolutionary algorithms; and d) optimization via mathematical programming. Rapidly-exploring Random Trees (RRT) (LaValle, 1998) is a popular sampling-based method, which randomly builds a space-filling tree to represent the collision-free areas that can generate feasible solutions quickly and sample high dimensional spaces, but it may lead to suboptimal solutions; see an additional discussion in Lolla (2012). In grid-based methods such as the A* algorithm (Hart et al., 1968), level set methods (Osher and Sethian, 1988), Fast Marching Method (FMM) (Sethian, 1999), a regular grid is imposed over the physical search area and used to constrain the motion of the vehicle, namely by limiting directions. Random search-based optimization methods are derivative-free and use random strategies and evolutionary concepts to explore the search space and escape local optima; see Carbone and Gomez-Bravo (2015) for references on the application of these algorithms and Luo and Hauser (2014) for a comparison on the performance of these methods.

In trajectory planning, physical obstacles or forbidden areas may be present in the region of interest, which create holes in the collision-free space, leading to a discontinuous search space. Therefore, computational difficulties arise in mathematical programming, and suitable approaches are needed to address these difficulties. The optimal trajectory planning containing collision-free constraints and the linear kinematic equations governing the continuous motion of the vehicle can be posed as a Mixed Integer Linear Programming (MILP) problem. MILP problems have been proposed for unmanned aerial vehicles by Schouwenaars et al. (2001), Richards and How (2002), and Richards et al. (2002). After these initial works, several other authors have used MILP models for a) unmanned aerial vehicles (Schouwenaars et al., 2004b; Borrelli et al., 2006; Schouwenaars et al., 2006; Vitus et al., 2008; Kuwata and How, 2011; Richards and Turnbull, 2015; Turnbull et al., 2016; Grottli and Johansen, 2016; Radmanesh and Kumar, 2016; Richards and How, 2006); and b) wheeled robots (Earl and D’Andrea, 2005).
From the works above, there are three solution approaches that were developed to handle the size and complexity of the MILP models: a) receding horizon algorithms that break the original problem into a solution sequence of smaller problems (Schouwenaars et al., 2004a); b) iterative solution of MILP problems, where iteratively variable lengths of the time intervals are determined, so that a minimum number of time intervals is used, and therefore, smaller problems are solved (Earl and D'Andrea, 2005); and c) convex decompositions of the space based on the distribution of the obstacles, which leads to problems with fewer binary variables (Vitus et al., 2008; Park et al., 2015). In Vitus et al. (2008), it is also proposed the utilization of an A* algorithm and an FMM to determine an initial path to be considered by the MILP problem. The path optimization of unmanned aerial vehicles has also been extended to deal with routing problems involving task assignments by Edison and Shima (2011), Mufalli et al. (2012), and Shetty et al. (2008). Compared with MILP, MINLP has received less attention. Fukushima et al. (2013) reduced an optimal control problem to mixed-integer quadratic programming (MIQP) problem for multiple vehicles formation. For a review of mathematical programming techniques applied to motion planning problems see Abichandani et al. (2012).

The trajectory planning methods for AUVs are extensions of trajectory planning methods developed for wheeled robots or unmanned aerial vehicles, which include specific approaches to handle the flow fields. Rao and Williams (2009) proposed an RRT method for the path planning of underwater gliders taking into account the ocean current and they compare it with a grid-based method. They conclude that the solutions from the grid-based method are limited by the grid discretization, but in the cases where strong currents are considered the RRT methods have difficulties to find paths. Grid-based methods are widely used in path planning for AUVs. Pêtrès et al. (2007) proposed a new FMM for trajectory planning for AUVs that generates a continuous path and considers directional constraints. Lolla et al. (2014b) present a level set approach to minimize the travel time and determine the optimal trajectories, and apply the method in (Lolla et al., 2014a) to the trajectory planning for swarms of AUVs in the ocean with multiple obstacles. Eichhorn (2015) developed an enhanced A* algorithm to handle the time-varying environment in trajectory planning for AUVs. Note that in general, the optimality of the path is compromised by the grid space and time discretization. Another line of work has used model predictive control and optimal control (Morgan et al., 2014; Baumgartner et al., 2009; Zeng et al., 2014), and evolutionary algorithms (Alvarez et al., 2004). Risk-aware path planning methodologies have also been developed by considering the uncertainty in the ocean current predictions (Pereira et al., 2013; Wang et al., 2016). The trajectory planning of AUVs via mathematical programming methods has been less reported. Yilmaz et al. (2008) proposed a path planning method for AUVs based on an MILP formulation with a fixed grid for the space and limited angles of movement, but their model did not consider the impact of the ocean current on the vehicle. Abichandani et al. (2015) developed an MINLP model and a receding horizon for the multi-vehicle motion planning with acoustic connectivity constraints. However, these authors did not consider the ocean current in their model.

In this work, we propose a novel MINLP model for AUVs that considers obstacles avoidance and a nonlinear flow field to represent the ocean current. The incorporation of the nonlinear
flow in the MINLP model is a substantial improvement over other mathematical programming models for trajectory planning for AUVs. Overall, the MINLP model provides a versatile approach, which accommodates discrete binary variables and continuous functions accounting for nonlinear dynamics, motion constraints, and advection by the current. However, difficulties may arise due to nonconvexities and combinatorial complexity. A compromise may thus be sought between the details captured by MINLP models, the resulting complexity, and the capability to solve them.

Several algorithms, commercial and open-source solvers are available for the solution of MINLP problems. These solvers include 1) deterministic global optimization solvers; 2) random-search based solvers; and 3) deterministic local solvers. The first solver type is relatively recent compared with the other two; examples include \(\alpha\)-BB (Androulakis et al., 1995), ANTIGONE (Misener and Floudas, 2014), BARON (Sahinidis, 2015; Tawarmalani and Sahinidis, 2005), LINDOGLOBAL (Lindo Systems, 2017), and Couenne (Belotti et al., 2009). The performance and capabilities of these solvers have increased significantly in the last years, due to advances in global optimization theory, for example in building tighter relaxations. These deterministic global solvers can solve to global optimality several small MINLP problems, but for larger problems, they require some computational time to explore the spatial branch and bound tree to prove global optimality. Furthermore, these solvers may be limited to situations in which rigorous relaxation problems can be built. Random search based solvers, such as genetic algorithms (Mitchell, 1996) or simulated annealing (Cardoso et al., 1997), can handle discontinuous and non-differential functions, and these solvers easily handle black box models. These solvers can be efficient to find good solutions mainly when the simulation step is relatively fast, or when specific approaches are used to optimize the solution procedure to handle the constraints (Lima et al., 2006). This type of solver does not provide a global optimality certificate. In the third type, solvers are based on MINLP algorithms (Leyffer, 2001; Duran and Grossmann, 1986; Westerlund and Porn, 2002; GAMS Development Corporation, 2017) which can guarantee global optimality for convex MINLP problems, but not for nonconvex problems. Examples of these solvers are DICOPT (Viswanathan and Grossmann, 1990), \(\alpha\)-ECP (Westerlund and Porn, 2002; Westerlund and Lastusilta, 2017), SBB (GAMS Development Corporation, 2017), MINOPT (Schweiger and Floudas, 1998), and BONMIN (Bonami et al., 2008). However, in general, these solvers are relatively faster than the deterministic global optimization solvers, and they do not have the limitations that deterministic global optimization solvers have in handling particular nonlinear functions. Local MINLP solvers may depend on others solvers to tackle NLP and MILP subproblems, and therefore may be affected by the performance of these auxiliary solvers. We use the local solver DICOPT to solve the MINLP problems, and we implement a specific solution approach to overcome initialization difficulties and convergence to local solutions.

Specifically, we explore the problem of minimum-time trajectory planning for AUVs defined by MINLP models, considering the vehicle dynamics, collision avoidance, kinematic constraints and nonlinear flow fields.

The problem statement for minimum-time trajectory planning of AUV in the flow field is
specified in Section 2, which also formulates the MINLP and MILP models. The discussion provides a detailed outline of the MINLP problem, including AUV equations of motion, kinematic and obstacle avoidance constraints, and destination arrival check. Section 3 introduces a novel solution strategy, combining diversified initialization using waypoints, different solution methods, and parallel strategies. In Section 4, the computational efficiency of the solution approach is demonstrated through idealized case studies. Section 5 summarizes the major conclusions.

2. Formulation

We consider the optimal motion planning of an AUV represented by a point mass vehicle (Goerzen et al., 2010; Latombe, 1991). Starting from fixed initial position, velocity, and acceleration, the objective is to minimize the time to reach a fixed destination, subject to: a) limits on the speed and acceleration of the vehicle; b) transport by the current; and c) avoidance of obstacles. We assume that the velocity field of the current is known and steady, and that the position and size of the obstacles are stationary and given.

The optimal motion planning problem is accordingly expressed as

\[
\min \int_{t_0}^{t_f} 1 \, dt = t_f - t_0 \tag{1}
\]

subject to:

\[
x(t) = f(x(t)) + v(t), \tag{2}
\]

\[
\dot{x}(t) = \nabla f(x(t)) \cdot \dot{x}(t) + a(t), \tag{3}
\]

\[
x(t_0) = x_0, \tag{4}
\]

\[
x(t_f) = x_f, \tag{5}
\]

\[
0 \leq \|v(t)\| \leq \bar{v}, \tag{6}
\]

\[
0 \leq \|a(t)\| \leq \bar{a}, \tag{7}
\]

\[
x(t) \in X, \tag{8}
\]

\[
x(t), v(t), a(t) \in \mathbb{R}^2, \tag{9}
\]

where \(x(t)\) defines the position of the vehicle in the two-dimension Euclidean space, \(f(x(t))\) is the velocity of the current at \(x(t)\), \(v(t)\) and \(a(t)\) are the velocity and acceleration of the vehicle relative to the current, respectively, \(t_f\) is the time to travel from the initial position \(x_0\) to the destination \(x_f\), whereas \(\bar{v}\) and \(\bar{a}\) are the maximum velocity and acceleration of the vehicle. In component form, we denote \(x = (x, y)\), \(v = (u, w)\), and \(a = (\dot{u}, \dot{w})\).

The two first constraints are the kinematic equations that describe the motion of the vehicle, and the constraint \(x(t) \in X\) enforces that the trajectory does not intersect any obstacle. The remaining constraints define the initial position of the vehicle at the initial time, \(t_0\), and the final position of the vehicle at time \(t_f\), and the bounds on the velocity and acceleration.

Below, we reformulate the problem (1) to (9) as an MINLP model that we denote by detailed MINLP problem. However, some preliminary experiments revealed that the complexity of this problem poses some difficulties to solvers to obtain feasible solutions. Therefore, we propose a solution method that relies on the solution of a set of approximated models of decreasing
complexity to initialize the detailed MINLP problem. We start by describing the specific features of the models, and then discuss the solution approach.

2.1. Detailed MINLP model

In this section, we describe the derivation of the detailed MINLP model. Let \( I = \{0, \ldots, N_t - 1\} \) be a set of indices. We consider a discretization of the time interval \( T = \{t_i; i \in I\} \) ordered such that \( t_0 \leq t_1 \leq \ldots \leq t_{N_t - 1} \). For all time dependent variables \( \gamma(t) \), we denote by \( \gamma_i \) the quantity \( \gamma(t_i) \) for all \( i \in I \). We also define the set of indices \( J = \{0, 1, \ldots, N_t - 2\} \) and the time steps \( \Delta t_i = t_{i+1} - t_i \) for \( i \in J \).

Given a sufficiently small time step \( \Delta t_i \), the trajectory \( x(t) \) is approximated using a second-order Taylor series at \( t_i \) yielding

\[
x(t_{i+1}) \approx x(t_i) + \dot{x}(t_i)\Delta t_i + \ddot{x}(t_i)\Delta t_i^2 / 2,
\]

\[
= x(t_i) + (f(x(t_i)) + v(t_i))\Delta t_i + (\nabla f(x(t_i)) \cdot (f(x(t_i)) + v(t_i)) + a(t_i))\Delta t_i^2 / 2,
\]

\[
\mathbf{v}(t_{i+1}) \approx \mathbf{v}(t_i) + \mathbf{a}(t_i)\Delta t_i.
\]

In the rest of this work, we assume that the time step is constant, i.e., \( \Delta t_0 = \ldots = \Delta t_{N_t - 1} = \Delta t \), this discretization results in the following set of equations

\[
x_{i+1} = x_i + (f(x_i) + v_i)\Delta t + (\nabla f(x_i) \cdot (f(x_i) + v_i) + a_i)\Delta t^2 / 2, \quad \forall i \in J,
\]

\[
v_{i+1} = v_i + a_i\Delta t_i \quad \forall i \in J,
\]

where \( x_i, v_i, a_i \) respectively denote the position, relative velocity and relative acceleration of the vehicle for \( i \in I \).

The objective function minimizes the time that the vehicle needs to arrive to the destination. As in (1), the objective function is defined as

\[
\min t_f.
\]

However, because the time is discretized, the final time is one of the possible discrete values:

\[
[t_f = \Delta t_0] \lor [t_f = \Delta t_0 + \Delta t_1] \lor \ldots \lor \left[ t_f = \sum_{i \in J} \Delta t_i \right].
\]

The proposition in (15) represents a disjunctive set (Vecchietti et al., 2003) with a set of equality constraints separated by the operator OR (\( \lor \)). In the following derivation of the models, we also use the additional notation: \( \land \) for AND, \( \neg \) for NOT, and \( \Rightarrow \) for implication. We define the arrival of the vehicle to the destination when the vehicle is inside of a box with coordinates \( x_{\min}^F, x_{\max}^F, y_{\min}^F, y_{\max}^F \):

\[
x_{\min}^F \leq x_i \leq x_{\max}^F \text{ and } y_{\min}^F \leq y_i \leq y_{\max}^F
\]

\( \Rightarrow \) the vehicle arrived to the destination, \( \forall i \in I \).
The propositions in (15) and (16) are modeled using the disjunctions in (17) and (18), respectively, using a Boolean variable $B_i$, which is True if the vehicle is within the region defined in (16).

$$\bigvee_{j \in J} \begin{bmatrix} B_{j+1} \\ t_f = \sum_{i=0}^{j} \Delta t_i \end{bmatrix},$$  

(17)

$$B_i \in \{\text{True, False}\}, \ \forall i \in I,$$

(18)

We reformulate the disjunction in (18) using a big-M reformulation (Wolsey, 1998, p. 11; Vecchietti et al., 2003), leading to

$$-x_i \leq -x_{\text{min}}^F + M_i^{1,1} (1 - b_i), \ \forall i \in I,$$  

(19)

$$x_i \leq x_{\text{max}}^F + M_i^{1,2} (1 - b_i), \ \forall i \in I,$$  

(20)

$$-y_i \leq -y_{\text{min}}^F + M_i^{1,3} (1 - b_i), \ \forall i \in I,$$  

(21)

$$y_i \leq y_{\text{max}}^F + M_i^{1,4} (1 - b_i), \ \forall i \in I,$$  

(22)

where $M_i^{1,1} = \max\{-x_i + x_{\text{min}}^F : x_{\text{min}} \leq x_i \leq x_{\text{max}}\}$, $M_i^{1,2} = \max\{x_i - x_{\text{max}}^F : x_{\text{min}} \leq x_i \leq x_{\text{max}}\}$, $M_i^{1,3} = \max\{-y_i + y_{\text{min}}^F : y_{\text{min}} \leq y_i \leq y_{\text{max}}\}$, $M_i^{1,4} = \max\{y_i - y_{\text{max}}^F : y_{\text{min}} \leq y_i \leq y_{\text{max}}\}$, and $b_i$ is a binary variable that is equal to 1 if the vehicle is in the target area at time $t_i$, and zero otherwise. The disjunction in (17) is reformulated using a convex-hull reformulation (Balas, 1985) (see Appendix A), leading to

$$t_f = \sum_{j \in J} [(j + 1) \Delta t b_{j+1}],$$  

(23)

$$\sum_{i \in I} b_i = 1.$$  

(24)

The obstacles are represented as squares or rectangles through the coordinates of their lower left and upper right corner points: $(x_o, y_o)$ and $(\bar{x}_o, \bar{y}_o)$. The regions within the obstacles are considered as infeasible regions of the space. To enforce that the position of the vehicle is always in the feasible region, we define the following logical propositions over each obstacle and time grid point:

$$x_i \leq x_o \lor x_o \leq x_i \leq \bar{x}_o \lor x_i \geq \bar{x}_o, \ \forall o \in O, \ \forall i \in I,$$  

(25)
\[
y_i \leq y_o \lor y_o \leq y_i \leq y_o \lor y_i \geq y_o, \quad \forall o \in O, \forall i \in I, \tag{26}
\]
\[
\bar{x}_o \leq x_i \leq \bar{x}_o \Rightarrow y_i \leq y_o \quad \forall o \in O, \forall i \in I, \tag{27}
\]
\[
y_o \leq y_i \leq y_o, \Rightarrow x_i \leq x_o \quad \forall o \in O, \forall i \in I. \tag{28}
\]

These logical propositions can be translated into the disjunctions

\[
\begin{bmatrix}
Z_{o,i}^1 \\
x_i \leq \bar{x}_o
\end{bmatrix} \lor
\begin{bmatrix}
Z_{o,i}^2 \\
x_o \leq x_i \leq \bar{x}_o
\end{bmatrix} \lor
\begin{bmatrix}
Z_{o,i}^3 \\
x_i \geq \bar{x}_o
\end{bmatrix}, \quad \forall o \in O, \forall i \in I, \tag{29}
\]
\[
\begin{bmatrix}
Z_{o,i}^4 \\
y_i \leq \bar{y}_o
\end{bmatrix} \lor
\begin{bmatrix}
Z_{o,i}^5 \\
y_o \leq y_i \leq \bar{y}_o
\end{bmatrix} \lor
\begin{bmatrix}
Z_{o,i}^6 \\
y_i \geq \bar{y}_o
\end{bmatrix}, \quad \forall o \in O, \forall i \in I, \tag{30}
\]
\[
Z_{o,i}^1, Z_{o,i}^2, Z_{o,i}^3, Z_{o,i}^4, Z_{o,i}^5, Z_{o,i}^6 \in \{\text{True, False}\}, \quad \forall o \in O, \forall i \in I,
\]
\[
Z_{o,i}^2 \Rightarrow Z_{o,i}^4 \lor Z_{o,i}^6 \quad \forall o \in O, \forall i \in I, \tag{32}
\]
\[
Z_{o,i}^5 \Rightarrow Z_{o,i}^4 \lor Z_{o,i}^6 \quad \forall o \in O, \forall i \in I, \tag{33}
\]

where \(Z_{o,i}^1, \ldots, Z_{o,i}^6\) are Boolean variables that establish whether a given term in a disjunction is True. The disjunctions in (29) and (30) and the logical propositions in (32) and (33) are reformulated as (see Appendix B):

\[
x_i \leq \bar{x}_o + M_{o,i}^{2,1}(1 - z_{o,i}^1), \quad \forall o \in O, \forall i \in I, \tag{34}
\]
\[
-x_i \leq -\bar{x}_o + M_{o,i}^{2,2}(1 - z_{o,i}^2), \quad \forall o \in O, \forall i \in I, \tag{35}
\]
\[
y_i \leq \bar{y}_o + M_{o,i}^{2,3}(1 - z_{o,i}^3), \quad \forall o \in O, \forall i \in I, \tag{36}
\]
\[
-y_i \leq -\bar{y}_o + M_{o,i}^{2,4}(1 - z_{o,i}^4), \quad \forall o \in O, \forall i \in I, \tag{37}
\]
\[
z_{o,i}^1 + z_{o,i}^2 + z_{o,i}^3 + z_{o,i}^6 \geq 1, \quad \forall o \in O, \forall i \in I, \tag{38}
\]

where \(M_{o,i}^{2,1} = \max\{x_i - \bar{x}_o : x_{\min} \leq x_i \leq x_{\max}\}, M_{o,i}^{2,2} = \max\{-x_i + \bar{x}_o : x_{\min} \leq x_i \leq x_{\max}\}, M_{o,i}^{2,3} = \max\{y_i - \bar{y}_o : y_{\min} \leq y_i \leq y_{\max}\}, M_{o,i}^{2,4} = \max\{-y_i + \bar{y}_o : y_{\min} \leq y_i \leq y_{\max}\},\) and \(z_{o,i}^1, z_{o,i}^2, z_{o,i}^3, z_{o,i}^4,\) and \(z_{o,i}^6\) are binary variables associated with the Boolean variables in (29) and (30). The constraints that force the path of the vehicle to be outside of the obstacles are only enforced at the time grid points defined, which may lead to solutions where the trajectory cuts the corner of an obstacle, or the trajectory goes over an obstacle. To avoid these situations, we add a safety margin to the obstacles defined as \(S = \pi \Delta t/2\) (Radmanesh and Kumar, 2016).

Note that more elaborate approaches have been developed for inter-sample avoidance in Earl and D’Andrea (2005), Maia and Galvão (2009), Richards and Turnbull (2015), and Afonso et al. (2016).

The upper bounds on the velocity and acceleration are enforced by the following constraints:

\[
\|v_i\| \leq \bar{v}, \quad \forall i \in I, \tag{39}
\]
Finally, combining the constraints described above, the trajectory optimization problem is recast as the following MINLP problem:

\[
\begin{align*}
\min & \quad \text{time to arrive to the destination target (23)} \\
\text{s.t.} & \quad \text{arrival check (20) to (21), (24)}, \\
& \quad \text{discrete-time kinematics (12), (13),} \\
& \quad \text{obstacle avoidance (34) to (38),} \\
& \quad \text{initial conditions (4),} \\
& \quad \text{upper bounds on velocity and acceleration magnitude (39) and (40),} \\
& \quad x_{\min} \leq x_i \leq x_{\max}, \\
& \quad x_i, v_i, a_i \in \mathbb{R}^2, \quad \forall i \in I, \\
& \quad z_{o,i}^1, z_{o,i}^3, z_{o,i}^4, z_{o,i}^6 \in \{0, 1\}, \quad \forall o \in O, \forall i \in I, \\
& \quad b_i \in \{0, 1\}, \quad \forall i \in I.
\end{align*}
\]

In the model above, the nonlinearities are present in the constraints on the maximum velocity and acceleration of the vehicle, and in the discrete kinematic constraints involving the flow field. The constraints on the maximum velocity and acceleration of the vehicle are convex, but the discrete kinematic constraints are non-convex, resulting in a non-convex MINLP problem.

### 2.2. Simplified MINLP models

#### 2.2.1. Without current acceleration

Based on the problem (MINLP\(_D\)), we propose a simplified model by neglecting the term of the current acceleration in (12). This simplification leads to:

\[
\begin{align*}
x_{i+1} &= x_i + (f(x_i) + v_i) \Delta t + a_i \Delta t^2/2, \quad \forall i \in J, \quad (41) \\
v_{i+1} &= v_i + a_i \Delta t, \quad \forall i \in J. \quad (42)
\end{align*}
\]
Accordingly, the MINLP model without considering the current acceleration is stated as

\[
\begin{align*}
\text{min} & \quad \text{time to arrive to the destination target (23)} \\
\text{s.t.} & \quad \text{arrival check (20) to (21),} \\
& \quad \text{discrete-time kinematics (41), (42),} \\
& \quad \text{obstacle avoidance (34) to (38),} \\
& \quad \text{initial conditions (4),} \\
& \quad \text{upper bounds on velocity and acceleration magnitude (39) and (40),} \\
& \quad x_{\text{min}} \leq x_i \leq x_{\text{max}}, \\
& \quad x_i, v_i, a_i \in \mathbb{R}^2, \quad \forall i \in I, \\
& \quad z_{o,i}^1, z_{o,i}^3, z_{o,i}^4, z_{o,i}^6 \in \{0, 1\}, \quad \forall o \in O, \forall i \in I, \\
& \quad b_i \in \{0, 1\}, \quad \forall i \in I.
\end{align*}
\]

\(^{(\text{MINLP}_C)}\)

2.2.2. Without current

By neglecting the current velocity in (12), the discrete-time kinematics simplify to

\[
\begin{align*}
x_{i+1} &= x_i + v_i \Delta t + a_i \Delta t^2 / 2, \quad \forall i \in J, \\
v_{i+1} &= v_i + a_i \Delta t, \quad \forall i \in J.
\end{align*}
\]

In this MINLP model, we consider an additional feature that allows us to fix waypoints between the starting point and the destination. The waypoints are easy to model and they are based on the constraints of the arrival check with some minor adjustments, specifically

\[
\begin{align*}
x_i &\geq x_{\text{w max}}^i + M_{3,1}^i (1 - s_i), \quad \forall i \in I, \\
x_i &\leq -x_{\text{w min}}^i + M_{4,1}^i (1 - s_i), \quad \forall i \in I, \\
v_i &\leq y_{\text{w max}}^i + M_{3,3}^i (1 - s_i), \quad \forall i \in I, \\
v_i &\geq -y_{\text{w min}}^i + M_{3,4}^i (1 - s_i), \quad \forall i \in I,
\end{align*}
\]

\[
\begin{align*}
t_{wp} &= \sum_{j \in J} [(j + 1) \Delta t s_{j+1}], \\
\sum_{i \in I} s_i &= 1, \\
t_{wp} &\leq \sum_{j \in J} [(j + 1) \Delta t b_{j+1}],
\end{align*}
\]

where \(M_{3,1}^i = \max\{x_i - x_{\text{w max}}^i : x_{\text{min}} \leq x_i \leq x_{\text{max}}\}, \quad M_{3,2}^i = \max\{-x_i + x_{\text{w max}}^i : x_{\text{min}} \leq x_i \leq x_{\text{max}}\}, \quad M_{3,3}^i = \max\{y_i - y_{\text{w max}}^i : y_{\text{min}} \leq y_i \leq y_{\text{max}}\}, \quad M_{3,4}^i = \max\{-y_i + y_{\text{w max}}^i : y_{\text{min}} \leq y_i \leq y_{\text{max}}\}\), \(s_i\) is a binary variable that is equal to 1 if the vehicle is in the area defined by the coordinates of the waypoint, \(x_{\text{w max}}, x_{\text{w min}}, y_{\text{w max}}, y_{\text{w min}}\) at time \(t_i\) and zero otherwise, \(t_{wp}\) is the time from the starting...
point to the waypoint that must be visited before the vehicle arrives to the destination. The present model is stated as

$$\begin{align*}
\text{min} & \quad \text{time to arrive to the destination target} \ (23) \\
\text{s.t.} & \quad \text{arrival check (20) to (21), (24),} \\
& \quad \text{discrete-time kinematics (43) to (41),} \\
& \quad \text{obstacle avoidance (34) to (38),} \\
& \quad \text{waypoint (45) to (51),} \\
& \quad \text{initial conditions (4),} \\
& \quad \text{upper bounds on velocity and acceleration magnitude (39) and (40),} \\
& \quad x_{\min} \leq x_i \leq x_{\max}, \\
& \quad x_i, v_i, a_i \in \mathbb{R}^2, \quad \forall i \in I, \\
& \quad \varepsilon_{o,i}^1, \varepsilon_{o,i}^2, \varepsilon_{o,i}^4, \varepsilon_{o,i}^6 \in \{0, 1\}, \quad \forall o \in O, \forall i \in I, \\
& \quad b_i, s_i \in \{0, 1\}, \quad \forall i \in I.
\end{align*}$$

(MINLP)$$

2.3. Approximate MILP model

We consider a further simplified model that does not consider the current and approximates the nonlinear terms in (39) and (40) by linear expressions. Neglecting the current means that this model will provide solutions with paths free of obstacles, but the overall solution (not the path) are not feasible in the MINLP models with current. However, the solution of the MILP model can be useful for initialization purposes, taking advantage of the fast computational times of the MILP model by comparison to the MINLP models.

In the MILP model, the nonlinear term that evaluates the norm of the velocity vector is approximated by the projection of the vector of the velocity into a set of vectors with angle $\theta_k$, as proposed in Richards and How (2002). Thus, we approximate $\left[ (u_i)^2 + (w_i)^2 \right]^{0.5} \approx \cos(\theta_k) u_i + \sin(\theta_k) w_i$, and we enforce that the projections for all $\theta_k$ are less or equal than the maximum velocity:

$$\cos(\theta_k) u_i + \sin(\theta_k) w_i \leq v, \quad \forall k \in K, \forall i \in I. \tag{52}$$

The other nonlinear term in the MINLP models involves the constraint on the upper bound on the acceleration of the vehicle in (40). This bound on the norm of the acceleration is also approximated by considering the projection of the acceleration vector into a set of vectors with angle $\alpha_k$, $\forall k \in K$, as we presented for the velocity. Therefore, $\left[ (\dot{u}_i)^2 + (\dot{w}_i)^2 \right]^{0.5}$ is approximated by $\cos(\alpha_k) \dot{u}_i + \sin(\alpha_k) \dot{w}_i$, and the upper bound on the projection is enforced on a set of discretized $\alpha_i$,

$$\cos(\alpha_k) \dot{u}_i + \sin(\alpha_k) \dot{w}_i \leq a, \quad \forall k \in K, \forall i \in I. \tag{53}$$

An advantage of these two approximations is that they only introduce linear inequalities in the MILP, without adding new binary variables.
With the option to consider waypoints, the MILP model is formulated as

\[
\begin{align*}
\text{min} & \quad \text{time to arrive to the destination target (23)} \\
\text{s.t.} & \quad \text{arrival check (20) to (21), (24),} \\
& \quad \text{discrete-time kinematics (43) to (44),} \\
& \quad \text{obstacle avoidance (34) to (38),} \\
& \quad \text{waypoint (45) to (51),} \\
& \quad \text{initial conditions (4),} \\
& \quad \text{upper bounds on velocity and acceleration magnitude (52) and (53),} \\
\end{align*}
\]

\[
\begin{align*}
x_{\min} & \leq x_i \leq x_{\max}, \\
x_i, v_i, a_i & \in \mathbb{R}^2, \quad \forall i \in I, \\
z_{1o, i}, z_{3o, i}, z_{4o, i}, z_{6o, i} & \in \{0, 1\}, \quad \forall o \in O, \forall i \in I, \\
b_i, s_i & \in \{0, 1\}, \quad \forall i \in I.
\end{align*}
\]

3. Solution approach

MINLP models are a versatile approach to capture complex phenomena and decisions of real problems because they accommodate nonlinear functions and decisions involving binary variables. However, they require a special attention in the problem formulation, and they may pose some difficulties to MINLP solvers due to their intrinsic characteristics such as nonconvexities and combinatorial complexity. Therefore, there is a trade-off between the complexity and the details captured by MINLP models and the capability to solve them.

In general, MINLP solvers rely on the solution of two types of NLP problems: 1) a relaxed MINLP problem where the binary variables are treated as continuous variables between 0 and 1; and 2) an MINLP problem with the binary variables fixed. Therefore, the solution of MINLP problems relies on the solution of NLP problems, which are known to be sensitive to the initialization used. The initialization has an impact on finding an initial feasible solution, but also on the final solution returned by the solver. This dependence on the solution of NLP problems and initialization is present in solvers based on outer-approximation or branch & bound, such as DICOPT or SBB. Therefore, because the solution procedure of MINLP problems relies on the solution of NLP problems, initialization is paramount to obtain a solution of the MINLP problems.

The two solvers mentioned above can only guarantee the global optimum for convex MINLP problems. For nonconvex MINLP problems, the outer-approximations used in DICOPT may cut-off the global optimum; in SBB, failing to get a solution of the relaxed MINLP problem in a node may also prune the global optimum.

To overcome these issues, we propose a solution approach involving strategies for initialization and improvement of the solutions.
3.1. Initialization

In our solution approach, we implement three initialization strategies: 1) a sequential solution procedure of problems of increasing detail; 2) the generation of multiple starting solutions; and 3) an iterative procedure involving two NLP solvers to solve the initial relaxed MINLP problem.

The first strategy is based on the sequential solution of the problems presented in Section 2. This strategy starts with the solution of the MILP problem presented in 2.3, which provides a solution with a path that does not intersect any obstacle and minimizes the trajectory time in a short computational time. The solution sequence continues as illustrated in Figure 1. The main drawback of this solution sequence is that the two first problems do not consider the current. Therefore, the neighborhood region along the path resulting from the MINLP model without current may be an infeasible region or a region with low-quality solutions in the MINLP problem with current.

The second strategy aims at mitigation of the drawback above by forcing the MILP problem and MINLP problem without current to find alternative paths by enforcing the vehicle to pass by a waypoint. The independent solution of a set of sequences of MILP and MINLP without current, wherein each set a different waypoint is specified, provides a collection of different paths. These different paths are then used to initialize the models with current. Note that the MINLP problems with current do not consider the waypoints.

The third strategy addresses the initialization of the nonlinear solvers. Before calling DICOPT to solve one of the MINLP problems, we ensure that the relaxed MINLP provides a feasible solution by employing an iterative procedure involving the solvers IPOPT (Wächter and Biegler, 2006) and CONOPT (Drud, 1994), see Algorithm 1. This procedure is integrated into the proposed sequential solution and it is used before the solution of each MINLP problem.

Algorithm 1 The algorithm to solve RMINLP

1: STOP ← 0
2: while STOP < 0 do ▷ Or until it reaches the maximum time
3: {Solve RMINLP using IPOPT}
4: if ModelStat ≤ 2 Or ModelStat = 7 then ▷ Solution achieved
5: STOP ← 1
6: else
7: {Solve RMINLP using CONOPT}
8: if ModelStat ≤ 2 Or ModelStat = 7 then ▷ Solution achieved
9: STOP ← 1
10: end if
11: end if
12: end while
13: return all of the variables
14: {ModelStat=1, optimal solution achieved; ModelStat=2, local optimal solution achieved;
ModelStat=7, solver terminated early and model was feasible but not yet optimal}
3.2. Diversification

The strategies proposed in the previous section increase the robustness of our solution approach by helping to find feasible solutions. The benefits of using waypoints to search for alternative paths are twofold: 1) the set of solutions obtained with the waypoints help with the initialization of the relaxed MINLP problems, since one path obtained with a waypoint may not be a good starting point for the models with current, but the solution from another waypoint may be a successful starting point; and 2) the solution obtained with one waypoint may lead to a local solution, while another waypoint may help to find a better solution. Therefore, waypoints play also an important role in assessing the quality of the local solutions obtained.

In addition, we propose an efficient strategy to improve the solution obtained with the MINLP model with current. Given that we have a solution from the MINLP model with current with \( t_f = t_f^* \), we solve the same problem but we enforce the constraint

\[
\Delta t \leq t_f - t_f^* - n \Delta t,
\]

where \( n \) is a fixed positive integer number. This new constraint forces the solver to find a better solution with \( t_f < t_f^* \). We implement this strategy by solving first the MINLP model with current and then by solving in parallel a set of the MINLP problems with current for different values of \( n \). Note that the problems solved in parallel use the solution of the first problem as starting solution, which is infeasible only for the new constraint added. This strategy is oriented to find better solutions than the first solution obtained, which may compensate for the local convergence of DICOPT.

3.3. Parallel computing

Figure 1 presents a diagram of the solution approach described in the two previous sections. In this diagram, each column corresponds to the sequential solution of the MILP and MINLP problems for a given waypoint. Each sequential solution is independent and performed in parallel. Within each column, there is an additional parallelization of the solution of the MINLP problems including the constraint in (54). The best solution from the MINLP problems with current solved in parallel is used to initialize the detailed MINLP problem within the same solution sequence. The overall solution approach uses two levels of parallelization, the first represented by the main columns in the diagram, and a second level represented by the parallel blocks with the solution of the MINLP problem with current.

3.4. Specific probing techniques

The number of binary variables in the proposed models depends on the number of time steps postulated and obstacles considered. Given that the starting and ending points and obstacles are known, we can use specific probing techniques to fix some binary variables to 0 or 1, and therefore, reduce the initial size of the problem.

Regarding the binary variables \( b_i \), which indicate if the vehicle reaches the destination in the time period \( i \), some \( b_i \) can be fixed to zero by calculating a lower bound on the travel time
Figure 1: Proposed parallel solution approach. Each column represents a solution sequence of the problems MILP, MINLP, MINLP\textsubscript{C}, and MINLP\textsubscript{D}, which is solved independently in parallel. Within each column there is a set of MINLP\textsubscript{C} problems that are also solved independently in parallel.

between the starting point and destination target. The lower bound is calculated considering that the path of the vehicle is a straight line between the starting point and destination using the maximum velocity of the vehicle and the current. Based on this lower bound, some binary variables \( b_i \) can be fixed to zero.

A similar rationale is applied to the binary variables \( z_{o,i}^1, z_{o,i}^3, z_{o,i}^4, \) and \( z_{o,i}^6 \), which are used to avoid obstacles. In this case, we calculate a lower bound on the travel time of a straight line between the starting point and each obstacle, and this bound is applied to fix specific binary variables.

To infer the value of the specific probing techniques described, we present in Table 1 a set of results from four MILP problems that are described and further analyzed in Section 4. Table 1 shows the optimal values of the linear relaxations of the MILP problems and linear relaxations at the beginning of the root node for two cases: 1) without using the specific probing techniques; and 2) using the specific probing techniques. The results in Table 1 show that the optimal value of the LP relaxation increases from 1.97 to 16.04 in Problem 1, due to the specific probing techniques. However, there is only a small positive increment in the optimal value of the LP relaxation at the root node when the specific probing techniques are used with the MILP solver. For example, from 16.91 to 17.04 for Problem 1. These results indicate that the specific probing techniques are efficient in tightening the linear relaxation, but also that the pre-processing techniques applied by the MILP solver before the root node step are as efficient as
Table 1: Optimal values of the relaxations. Comparison between using specific probing techniques and do not using.

<table>
<thead>
<tr>
<th>Problem</th>
<th>LP relaxation</th>
<th>LP relaxation at the root node after pre-processing</th>
<th>Optimal value of the MILP</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Without SP</td>
<td>With SP</td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>1.97</td>
<td>16.04</td>
<td>16.91</td>
</tr>
<tr>
<td>2</td>
<td>1.30</td>
<td>7.05</td>
<td>10.00</td>
</tr>
<tr>
<td>3</td>
<td>1.38</td>
<td>10.01</td>
<td>11.00</td>
</tr>
<tr>
<td>4</td>
<td>1.54</td>
<td>13.03</td>
<td>12.00</td>
</tr>
</tbody>
</table>

SP - Specific probing techniques. CPLEX 12.6.3 is used as the LP and MILP solvers.

the specific probing techniques tested. In the numerical results section, we analyze the impact of these specific probing techniques on the performance of the MILP solver.

4. Example Applications

In this section, the performance of the proposed solution approach is assessed for various idealized scenarios. First, we assess and discuss the computational performance of the MILP model using three case studies: Case 1, 2, and 3. We consider a fourth case to demonstrate the full capabilities of the MINLP model.

Case 1 involves a scenario without current and three obstacles, which is used to evaluate the effect of different time step sizes on the performance of the MILP model and trajectories. Case 2 considers a more complex setting without current comprising five obstacles and four scenarios. Each scenario includes four instances, where each instance is differentiated by the initial position or the target position. This case provides interesting insights regarding the computational performance of the formulations and the MILP solvers. Case 3 involves a setting with 7 obstacles and we consider one scenario with four instances. This case demonstrates that some MILP models have tight relaxations, and therefore, optimal solutions are obtained fast. Case 4 addresses a domain with three obstacles around which a realistic flow field is assumed. In this case, we consider two scenarios, labeled 1 and 2, in which the destination of the vehicle is respectively downstream and upstream of the initial position. In all cases, we set $\bar{v} = 1.5$ m/s and $\bar{a} = 1.5$ m/s$^2$. The maximum velocity corresponds to a medium-range or small-range AUV (Zeng et al., 2015). The coordinates of the obstacles for each case are presented in Table 2 and the coordinates of the initial and target positions are given in Table 3. Note that in Case 2, the initial positions of Scenario A are the targets in Scenario B, whereas the destination target in Scenario A is the starting position in Scenario B. A similar reasoning is applied to Scenarios C and D; see Table 3.

To generate a realistic velocity field in Case 4, we rely on a simulation of the transient incompressible Navier-Stokes (NS) equation

$$\frac{\partial f}{\partial t} + (f \cdot \nabla)f - \nu \nabla^2 f + \nabla p = 0,$$
Table 2: Coordinates of the obstacles.

<table>
<thead>
<tr>
<th>Obstacles</th>
<th>( x_{o_{\text{min}}} )</th>
<th>( x_{o_{\text{max}}} )</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Case 1</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>(15,24)</td>
<td>(25,30)</td>
</tr>
<tr>
<td>2</td>
<td>(40,26)</td>
<td>(50,35)</td>
</tr>
<tr>
<td>3</td>
<td>(60,10)</td>
<td>(85,27)</td>
</tr>
<tr>
<td><strong>Case 2</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>(−4,3.5)</td>
<td>(−3,6)</td>
</tr>
<tr>
<td>2</td>
<td>(0,1)</td>
<td>(1.5)</td>
</tr>
<tr>
<td>3</td>
<td>(2,3)</td>
<td>(3.9)</td>
</tr>
<tr>
<td>4</td>
<td>(3,2)</td>
<td>(10.3)</td>
</tr>
<tr>
<td>5</td>
<td>(3,9)</td>
<td>(10,10)</td>
</tr>
<tr>
<td><strong>Case 3</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>(−1.75, −2.6)</td>
<td>(−0.4, −1.4)</td>
</tr>
<tr>
<td>2</td>
<td>(0.4, −2.6)</td>
<td>(1.7, −1.4)</td>
</tr>
<tr>
<td>3</td>
<td>(3.4, −3.5)</td>
<td>(4.6, −2.4)</td>
</tr>
<tr>
<td>4</td>
<td>(2.5, −1.6)</td>
<td>(3.6, −0.5)</td>
</tr>
<tr>
<td>5</td>
<td>(3.4, −0.4)</td>
<td>(4.6, 1.5)</td>
</tr>
<tr>
<td>6</td>
<td>(−1.75, 1.3)</td>
<td>(−0.4, 2.7)</td>
</tr>
<tr>
<td>7</td>
<td>(1.4, 1.3)</td>
<td>(2.8, 2.6)</td>
</tr>
<tr>
<td><strong>Case 4</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Same as Case 1</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 3: Coordinates of the initial and target positions for all cases and scenarios.

<table>
<thead>
<tr>
<th>Cases/Scenarios</th>
<th>Initial position (x,y)</th>
<th>Target (x,y)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Case 1</strong></td>
<td>(5,25)</td>
<td>(90,25)</td>
</tr>
<tr>
<td><strong>Case 2</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Scenario A</td>
<td>1-(−20,4)</td>
<td>(5,5)</td>
</tr>
<tr>
<td></td>
<td>2-(−7,4)</td>
<td>(5,5)</td>
</tr>
<tr>
<td></td>
<td>3-(−10,8)</td>
<td>(5,5)</td>
</tr>
<tr>
<td></td>
<td>4-(−15,6)</td>
<td>(5,5)</td>
</tr>
<tr>
<td>Scenario B</td>
<td>(5,5)</td>
<td>1-(−20,4)</td>
</tr>
<tr>
<td></td>
<td>(5,5)</td>
<td>2-(−7,4)</td>
</tr>
<tr>
<td></td>
<td>(5,5)</td>
<td>3-(−10,8)</td>
</tr>
<tr>
<td></td>
<td>(5,5)</td>
<td>4-(−15,6)</td>
</tr>
<tr>
<td>Scenario C</td>
<td>1-(−50,4)</td>
<td>(5,5)</td>
</tr>
<tr>
<td></td>
<td>2-(−37,4)</td>
<td>(5,5)</td>
</tr>
<tr>
<td></td>
<td>3-(−40,8)</td>
<td>(5,5)</td>
</tr>
<tr>
<td></td>
<td>4-(−45,6)</td>
<td>(5,5)</td>
</tr>
<tr>
<td>Scenario D</td>
<td>(5,5)</td>
<td>1-(−50,4)</td>
</tr>
<tr>
<td></td>
<td>(5,5)</td>
<td>2-(−37,4)</td>
</tr>
<tr>
<td></td>
<td>(5,5)</td>
<td>3-(−40,8)</td>
</tr>
<tr>
<td></td>
<td>(5,5)</td>
<td>4-(−45,6)</td>
</tr>
<tr>
<td><strong>Case 3</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>(−4,0)</td>
<td>1-(6,3)</td>
</tr>
<tr>
<td></td>
<td>(−4,0)</td>
<td>2-(6,4)</td>
</tr>
<tr>
<td></td>
<td>(−4,0)</td>
<td>3-(6,2)</td>
</tr>
<tr>
<td></td>
<td>(−4,0)</td>
<td>4-(6,−5)</td>
</tr>
<tr>
<td><strong>Case 4</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Scenario A</td>
<td>(0,25)</td>
<td>(90,25)</td>
</tr>
<tr>
<td>Scenario B</td>
<td>(90,25)</td>
<td>(45,15)</td>
</tr>
</tbody>
</table>
\[ \nabla \cdot \mathbf{f} = 0, \]

where \( \mathbf{f} \) is the current velocity vector, \( p \) the pressure, and \( \nu = 0.06 \) the kinematic viscosity. The computational domain is illustrated in Fig. 2. No-slip boundary conditions are imposed on all solid surfaces. At the left boundary of the domain, the inlet profile,

\[
\mathbf{f} = \left( \frac{4g(y-H)}{H^2}, 0 \right)
\]

is imposed, whereas outflow conditions are imposed at the right boundary. The NS is integrated starting from a state of rest using a mixed P2/P1 finite element method in space. An implicit-explicit scheme is used for this purpose, where implicit treatment of the diffusive term and explicit treatment of advection. We make an instantaneous snapshot of the flow available to the nonlinear solver within the MINLP solver by first projecting \( \mathbf{f} \), \( \nabla \mathbf{f} \) and \( \nabla^2 \mathbf{f} \) on the functional space of P1 elements. Library functions are then used to return the values required by the nonlinear solver.

Note that the peak velocity associated with the inlet profile is greater than the vehicle’s maximum speed. The mission of trajectory planning is much more delicate in such strong-current scenarios, because of the risk of the vehicle becoming trapped, or overwhelmed by the current.

The planning models are implemented in GAMS (Bruce A. McCarl et. al., 2013) and solved on a computer with a 2.8-GHz, Intel Xeon (R) CPU E5-2680 processor with 12 cores and 128GB RAM. The solvers used are CPLEX 12.6.3, GAMS/DICOPT 24.7.3, GAMS/CONOPT 3.17A and GAMS/IPOPT 3.12. The stopping criteria for each models are set to a maximum wall clock time of 36000 s, and a 0.0% gap of CPLEX.

4.1. Case 1

Time-optimal trajectories with different \( \Delta t \) are depicted in Fig. 3; also depicted are the velocity and acceleration profiles along the trajectory. With a large time step, \( \Delta t = 3 \) s, the
vehicle takes a longer path and requires 63 s to reach its destination. With a small time step, \( \Delta t = 0.5 \) s, the vehicle needs 59 s and follows a shorter path to reach its destination. Note that the vehicle maintains its maximum speed for most of the trajectory.

The constraints for obstacle avoidance are applied at the time grid points defined by the discretization; consequently, the collision-free motion between these grid points is not guaranteed, and this limitation is inherent in the discrete time approach. For a practical perspective, this issue is mitigated with the obstacles enlarged with a margin defined as \( S = \bar{v} \Delta t / 2 \). As shown in Fig. 3, the difference in size of the time steps results in the difference in optimal paths. As \( \Delta t \) increases, the safety margins become larger, and the vehicle is forced to take a longer path than with a small time step. With \( \Delta t = 0.5 \) s, the optimal path is in close agreement with the one produced by the Dijkstra’s algorithm (Dijkstra, 1959). With \( \Delta t = 3 \) s, the path cuts the corner of the enlarged obstacle but does not overlap with the obstacles. Note also that with \( \Delta t = 3 \) s, the path does not seem the shortest one. For example, between the time 22 s and 50 s, the path does not follow a straight line. This is explained by the discretization of the time. In this case with \( \Delta t = 3 \) s, the optimal \( t_f \) is 63 s, which means that any path that satisfies \( t_f = 63 \) s is an optimal path. Therefore, small adjustments on the path presented in Fig. 3 that do not lead to a better final time are redundant. Note that a better solution than \( t_f = 63 \) s is not feasible, for example to obtain \( t_f = 60 \) s, the path needs to be similar to the path obtained with \( \Delta t = 1 \) s, which is considerably different from the path obtained with \( \Delta t = 3 \) s and would violate the safety margins imposed by \( \Delta t = 3 \) s.

Table 4 summarizes the computational statistics of the MILP model with different time steps. It is clear that as the time step is reduced, the size of the model increases significantly. Specifically, with \( \Delta t = 0.5 \) s the model is nearly six times greater than with \( \Delta t = 3 \) s. Even though the size of the model is large, the MILP model can be solved very quickly, namely in less than 2 s.

<table>
<thead>
<tr>
<th>( \Delta t )</th>
<th>( N_t )</th>
<th>( E# )</th>
<th>( V# )</th>
<th>( BV# )</th>
<th>( t_f(s) )</th>
<th>( T (s) )</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.5</td>
<td>140</td>
<td>8862</td>
<td>3666</td>
<td>1833</td>
<td>59</td>
<td>2</td>
</tr>
<tr>
<td>1</td>
<td>70</td>
<td>4452</td>
<td>1846</td>
<td>923</td>
<td>60</td>
<td>2</td>
</tr>
<tr>
<td>3</td>
<td>23</td>
<td>1491</td>
<td>624</td>
<td>312</td>
<td>63</td>
<td>0.1</td>
</tr>
</tbody>
</table>

E-Equation, V-total variables, BV-Binary variables, T-Wall clock time.
4.2. Case 2

In this case, we present and discuss the results for the four scenarios presented in Table 3; each scenario has four instances. Figures 4 and 5 show the optimal trajectories and travel times for the Scenarios A and B, respectively. The results show that the travel times increase as the distance between the initial position and target increases, and also, the travel times for the same pair of initial position and target are the same. For example, the travel time between the initial position 1 and the target in Scenario A is the same as the travel time from the initial position to the target 1 in Scenario B.

The optimal trajectories obtained for Scenarios C and D are presented in Figures 6 and 7, respectively. In Scenarios C and D, the positions 1, 2, 3, and 4 are moved further to the left of the obstacles, and therefore, the travel times increase. The travel times for the same pair of the initial starting point and target are also the same for Scenarios C and D. However, in these scenarios, there are two pairs of symmetric solutions with the same travel time. For example, the starting/target positions with the label 2 have the same travel time but lead to different trajectories in Scenarios C and D.

The size of the models and computational results for Scenarios A and B are presented in
Table 5. For each scenario, we present the computational time for the MILP model using the specific probing techniques described in Section 3.4 and without using these techniques. In the

Figure 4: Optimal paths (top) and velocity and acceleration profiles of a single vehicle for Case 2, Scenario A with 5 obstacles. The obstacles are represented by ■, and the destination by □. The noncontinuous lines are the safety margins. Different paths correspond to different initial starting points, all with the same destination.

Figure 5: Optimal paths (top) and velocity and acceleration profiles of a single vehicle for Case 2, Scenario B with 5 obstacles. The obstacles are represented by ■, and the destination by □. The noncontinuous lines are the safety margins. Different paths correspond to different destination targets, all with the same initial starting position.
two scenarios and the four instances, the number of equations, number of total variables, and number of binary variables is the same. The instances where the specific probing techniques are applied, the number of binary variables is reduced as a function of the distance between the initial position and the obstacles and the destination target. For Scenario A, the results show that using the specific probing techniques in one instance there is a degradation of the computational time, from 10 s to 12 s, whereas in the other three instances there is a reduction: from 23 s to 21 s, 24 s to 16 s, and 16 s to 10 s. For Scenario B, there are no significant

![Figure 6: Optimal paths (top) and velocity and acceleration profiles of a single vehicle for Case 2, Scenario C with 5 obstacles. The obstacles are represented by ■, and the destination by □. The noncontinuous lines are the safety margins. Different paths correspond to different initial starting points, all with the same destination.](image)

Table 5: Case 2, Scenarios A and B. Size and results of the MILP without using and with the specific probing techniques. ∆t = 0 s and Nt = 50.

<table>
<thead>
<tr>
<th>Initial position</th>
<th>Target</th>
<th>E#</th>
<th>V#</th>
<th>BV#</th>
<th>tf (s)</th>
<th>T (s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1-(-20, 4)</td>
<td>(5, 5)</td>
<td>3702</td>
<td>2397</td>
<td>1071</td>
<td>923</td>
<td>27</td>
</tr>
<tr>
<td>2-(-7, 4)</td>
<td>(5, 5)</td>
<td>3702</td>
<td>2397</td>
<td>1071</td>
<td>1016</td>
<td>19</td>
</tr>
<tr>
<td>3-(-10, 8)</td>
<td>(5, 5)</td>
<td>3702</td>
<td>2397</td>
<td>1071</td>
<td>991</td>
<td>21</td>
</tr>
<tr>
<td>4-(-15, 6)</td>
<td>(5, 5)</td>
<td>3702</td>
<td>2397</td>
<td>1071</td>
<td>960</td>
<td>24</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Initial position</th>
<th>Target</th>
<th>E#</th>
<th>V#</th>
<th>BV#</th>
<th>tf (s)</th>
<th>T (s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>(5, 5) 1-(-20, 4)</td>
<td>3702</td>
<td>2397</td>
<td>1071</td>
<td>1039</td>
<td>27</td>
<td>2</td>
</tr>
<tr>
<td>(5, 5) 2-(-7, 4)</td>
<td>3702</td>
<td>2397</td>
<td>1071</td>
<td>1048</td>
<td>19</td>
<td>2</td>
</tr>
<tr>
<td>(5, 5) 3-(-10, 8)</td>
<td>3702</td>
<td>2397</td>
<td>1071</td>
<td>1045</td>
<td>21</td>
<td>2</td>
</tr>
<tr>
<td>(5, 5) 4-(-15, 6)</td>
<td>3702</td>
<td>2397</td>
<td>1071</td>
<td>1042</td>
<td>24</td>
<td>1</td>
</tr>
</tbody>
</table>

E - Equation, V - Total variables, BV - Binary variables, No SP - no specific probing techniques, With SP - with specific probing techniques, T-Wall clock time.
improvements by using the specific probing techniques. Overall, the specific probing techniques have a positive impact on the instances that require larger computational times. Comparing Scenarios A and B, the computational time required by Scenario B is one order of magnitude faster than in Scenario A.

Table 6 presents the size of the models and computational results for Scenarios C and D. Scenarios C and D require less computational time than Scenario A, and Scenario D is faster...
than Scenario C.

The four Scenarios A, B, C, and D have the same original size because the size only depends on the number of grid points postulated and the number of obstacles. Therefore, moving the initial positions or targets further away from the obstacles does not increase the size of the models. However, it is clear that Scenario A requires more computational time than Scenarios B, C, and D. In Table 7, we compare the performance of the MILP solver for Scenarios A and B. Both scenarios lead to similar optimal values of the LP relaxations at the beginning of the

Table 7: Case 2. Scenarios A and B. Performance of the MILP solver, without the specific probing techniques. $\Delta t = 0.2$ s and $N_t = 50$.

<table>
<thead>
<tr>
<th>Initial position</th>
<th>Target</th>
<th>$t^R_f$</th>
<th>Gap (%)</th>
<th>$t_f$ (s)</th>
<th>$T$ (s)</th>
<th>1st 0-1 solution</th>
<th>Final</th>
</tr>
</thead>
<tbody>
<tr>
<td>1-(-20,4)</td>
<td>(5,5)</td>
<td>16.91</td>
<td>NA</td>
<td>27</td>
<td>2</td>
<td>10</td>
<td></td>
</tr>
<tr>
<td>2-(-7,4)</td>
<td>(5,5)</td>
<td>10.00</td>
<td>NA</td>
<td>19</td>
<td>10</td>
<td>23</td>
<td></td>
</tr>
<tr>
<td>3-(-10,8)</td>
<td>(5,5)</td>
<td>11.00</td>
<td>NA</td>
<td>21</td>
<td>4</td>
<td>24</td>
<td></td>
</tr>
<tr>
<td>4-(-15,6)</td>
<td>(5,5)</td>
<td>15.00</td>
<td>70.00</td>
<td>24</td>
<td>0.2</td>
<td>16</td>
<td></td>
</tr>
<tr>
<td>(5,5)</td>
<td>1-(-20,4)</td>
<td>16.47</td>
<td>25.00</td>
<td>27</td>
<td>1</td>
<td>2</td>
<td></td>
</tr>
<tr>
<td>(5,5)</td>
<td>2-(-7,4)</td>
<td>8.83</td>
<td>38.10</td>
<td>19</td>
<td>1</td>
<td>2</td>
<td></td>
</tr>
<tr>
<td>(5,5)</td>
<td>3-(-10,8)</td>
<td>10.54</td>
<td>28.57</td>
<td>21</td>
<td>1</td>
<td>2</td>
<td></td>
</tr>
<tr>
<td>(5,5)</td>
<td>4-(-15,6)</td>
<td>13.51</td>
<td>27.83</td>
<td>24</td>
<td>1</td>
<td>1</td>
<td></td>
</tr>
</tbody>
</table>

$t^R_f$ - optimal value of the LP relaxation at the root node; NA - Not available, which means no integer solution found at the root node; $T$-Wall clock time.

The results show that when the tail includes several time grid points near some obstacles, the MILP solver requires additional computational time, as in Scenario A. This is explained by the fact that this tail considers binary variables, which relate the trajectory with the obstacles, that do not influence the objective function and lead to symmetric solutions. For example, in Scenario A, the trajectory with the initial position 2 reaches the destination in 19 s. Therefore, it has 31 additional time grid points that define a feasible trajectory avoiding the obstacles after the destination target. Moreover, also in Scenario A, the initial positions that are closer to the obstacles require more computational time than the initial positions further left from the target.
obstacles. For example, the initial position 2 (closer to the obstacles) requires a computational time of 21 s (using the specific probing techniques), whereas, the initial positions 1 and 4 lead to a computational time of 12 s and 10 s, respectively; see Table 5. In Scenario B, the trajectory tail is on the further left of the obstacles and by construction the binary variables of the tail do not lead to symmetric solutions.

In Scenario C, the initial positions and destination target are at the same relative position to the obstacles by comparison with Scenario A, but the number of time grid points after the destination is smaller than in Scenario A.

To further support the claim regarding the influence of the trajectory tail, we built an alternative model where the AUV stops at the destination target, but it still carries the constraints and continuous and binary variables for the remaining time grid points after the arrival time. The immobilization at the destination target is enforced by the new constraints proposed in Appendix C. In this new model, the binary variables associated with the tail only have one optimal value. Table 8 compares the MILP performance of the MILP solver applied to the Scenario A, where the vehicle does not stop at the target and applied to the Scenario A where the vehicle stops at the target. The results show that the LP relaxations at the beginning of the root node are similar, but the formulation where the vehicle stops is more efficient than the original. In the original, the minimum and maximum computational times are 10 s and 24 s, whereas in the new formulation are 4 s and 7 s. These results support the conclusion that in Scenario A the tail has an impact on the performance of the MILP solver.

Table 8: Case 2. Comparison between the Scenario A and Scenario A with a new model where the vehicle stops at the target. Performance of the MILP solver, without the specific probing techniques. \( \Delta t = 0.2 \text{s} \) and \( N_t = 50 \).

<table>
<thead>
<tr>
<th>Scenario</th>
<th>Initial position</th>
<th>Target</th>
<th>( t_f^R )</th>
<th>( t_f ) (s)</th>
<th>T (s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>1-(−20, 4)</td>
<td>(5, 5)</td>
<td>16.91</td>
<td>27</td>
<td>10</td>
</tr>
<tr>
<td></td>
<td>2-(−7, 4)</td>
<td>(5, 5)</td>
<td>10.00</td>
<td>19</td>
<td>23</td>
</tr>
<tr>
<td></td>
<td>3-(−10, 8)</td>
<td>(5, 5)</td>
<td>11.00</td>
<td>21</td>
<td>24</td>
</tr>
<tr>
<td></td>
<td>4-(−15, 6)</td>
<td>(5, 5)</td>
<td>15.00</td>
<td>24</td>
<td>16</td>
</tr>
<tr>
<td>A - with new formulation where the vehicle stops at the target</td>
<td>1-(−20, 4)</td>
<td>(5, 5)</td>
<td>15.00</td>
<td>28</td>
<td>5</td>
</tr>
<tr>
<td></td>
<td>2-(−7, 4)</td>
<td>(5, 5)</td>
<td>9.00</td>
<td>19</td>
<td>5</td>
</tr>
<tr>
<td></td>
<td>3-(−10, 8)</td>
<td>(5, 5)</td>
<td>11.00</td>
<td>21</td>
<td>7</td>
</tr>
<tr>
<td></td>
<td>4-(−15, 6)</td>
<td>(5, 5)</td>
<td>14.00</td>
<td>25</td>
<td>4</td>
</tr>
</tbody>
</table>

\( t_f^R \) - optimal value of the LP relaxation at the root node; T-Wall clock time.

4.3. Case 3

In this case, we consider one scenario with four instances: each instance has a different target, but all instances have the same initial position. The optimal trajectories for each instance are presented in Figure 8, where we can observe that the model can lead the AUV to navigate around the seven obstacles to arrive to the target.

Table 9 presents the size of the models and computational results for the four instances. These results show that the MILP solver requires less than 2 seconds to solve each of the four instances. In Table 10, we show that the optimal value of the LP relaxations at the beginning
Figure 8: Optimal paths (top) and velocity and acceleration profiles of a single vehicle for Case 3 with 7 obstacles. The obstacles are represented by ■, and the starting point by ◦. The noncontinuous lines are the safety margins. Different paths correspond to the same starting point, all with different destinations.

Table 9: Case 3. Size and results of the MILP. ∆t = 0.2 s and N_t = 50.

<table>
<thead>
<tr>
<th>Initial position</th>
<th>Destinations</th>
<th>E#</th>
<th>V#</th>
<th>BV#</th>
<th>t_f (s)</th>
<th>T (s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>(-4, 0)</td>
<td>1-(6, 3)</td>
<td>4212</td>
<td>1326</td>
<td>1479</td>
<td>7.4</td>
<td>1</td>
</tr>
<tr>
<td>(-4, 0)</td>
<td>2-(6, 4)</td>
<td>4212</td>
<td>1326</td>
<td>1479</td>
<td>7.6</td>
<td>1</td>
</tr>
<tr>
<td>(-4, 0)</td>
<td>3-(6, -2)</td>
<td>4212</td>
<td>1326</td>
<td>1479</td>
<td>7.2</td>
<td>1</td>
</tr>
<tr>
<td>(-4, 0)</td>
<td>4-(6, -4.5)</td>
<td>4212</td>
<td>1326</td>
<td>1479</td>
<td>8</td>
<td>2</td>
</tr>
</tbody>
</table>

E - Equation, V - Total variables, BV - Binary variables, T - Wall clock time.

Table 10: Case 3. Performance of the MILP solver. ∆t = 0.2 s and N_t = 50.

<table>
<thead>
<tr>
<th>Initial position</th>
<th>Target</th>
<th>t^R</th>
<th>end of root node</th>
<th>t_f (s)</th>
<th>1st 0-1 solution</th>
<th>Final</th>
</tr>
</thead>
<tbody>
<tr>
<td>(-4, 0)</td>
<td>1-(6, 3)</td>
<td>6.98</td>
<td>5.26</td>
<td>7.4</td>
<td>0.5</td>
<td>1</td>
</tr>
<tr>
<td>(-4, 0)</td>
<td>2-(6, 4)</td>
<td>7.15</td>
<td>2.56</td>
<td>7.6</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>(-4, 0)</td>
<td>3-(6, -2)</td>
<td>6.84</td>
<td>0.00</td>
<td>7.2</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>(-4, 0)</td>
<td>4-(6, -4.5)</td>
<td>7.26</td>
<td>22.38</td>
<td>8</td>
<td>1</td>
<td>2</td>
</tr>
</tbody>
</table>

t^R - optimal value of the LP relaxation at the root node; T - Wall clock time.

of the root node have a maximum relative gap of 9.25%. In the third instance, the MILP solver finds the optimal solution at the root node, given the tightness of the LP relaxation; see Table 10.

The MILP solver requires less time to solve these instances than the instances from Case 2, Scenario A, although the model from Case 3 is larger than the model from Case 2; see Tables 5 and 9. This difference in the performance of the solver is normal, given that the relative performance of a given MILP solver does not depend exclusively on the size of the problems,
but rather on the combination of several factors: a) overall size of the problem, which has an impact on the time spent on each node of the branch & cut algorithms to solve the LP problem; b) tightness of the LP relaxation; c) number of binary variables; d) existence of symmetric solutions; and e) localization of the integer solutions in the branch & cut tree. Note that the performance of the MILP solver for a given problem depends on the features of the solver, namely the pre-processing strategies, the sophistication of the simplex algorithm, the cuts implemented, the heuristics used, the branching options, and the parallelization strategies implemented (Wolsey, 1998; Lima, 2010; Lima and Grossmann, 2011).

4.4. Case 4

Scenario 1. The optimization runs performed to demonstrate the proposed solution approach are summarized in Table 11. Without current, the time-optimal paths generated by the MILP model with and without waypoints are plotted in Fig. 9. These paths are used to initialize the MINLP models. The optimal trajectories corresponding to the best solution in Table 11 are presented in Fig. 10 and 11, along with the vehicle’s velocity and acceleration profiles.

Table 11: Case 4, Scenario 1. Size of the models and results of the proposed methodology. $\Delta t = 1$ s and $N_t = 70$.

| Model   | E#   | V#  | BV# | $t_f$ | T   | $t_f$ | T   | $t_f$ | T | $t_f$ | T
|---------|------|-----|-----|-------|-----|-------|-----|-------|---|-------|---
| MILP   | 4739 | 1847| 994 | 60    | 2   | 61    | 1   | 62    | 1 | 66    | 1 |
| MINLP_S| 2487 | 926 | 994 | 60    | 14  | 62    | 31  | 63    | 18| 66    | 20 |
| MINLP_C| 1916 | 666 | 898 | 60    | 31  | 62    | 31  | 63    | 58| 65    | 37 |
| MINLP_C-1| 1916 | 666 | 898 | 55    | 127 | 50    | 100 | 48    | 102| 46    | 42 |
| MINLP_C-2| 1916 | 666 | 898 | 43    | 154 | 46    | 113 | 37    | 66| 43    | 85 |
| MINLP_D| 2484 | 1234| 898 | **    | **  | 46    | 3652| **    | **| **    | ** |

WP $(x, y)$ - waypoint with coordinates $(x, y)$, E - Equation, V - Total Variables, BV - Binary Variables, T - Wall clock time (s). The unit for $t_f$ is seconds. MINLP_C-1 and MINLP_C-2 are the MINLP_C model run in parallel. ** - solver aborted without returning a solution.

As shown in Table 11, not all of the columns can return a solution of the detailed MINLP model with current. Specifically, in some cases (initializations) the solver terminates without returning a solution, which highlights the importance of the diversification. The MILP and MINLP_S model have more binary variables than the MINLP_C and MINLP_D model. The MILP model is always faster than the MINLP model. For example, with WP1 the MILP model takes 1 second while the MINLP_S model takes 31 seconds to return a solution. Other MINLP models with more details require more computational time to complete the refinement step. Starting from the solution of the MINLP_S model, for the present case the MINLP_C model always returns a solution, and the constraint in (54) forces the solver to seek improved solutions in parallel. As the problems are solved in parallel, the strategy is efficient; it is also effective in improving the solution, particularly with WP2 where the travel time is reduced.
from $t_f = 63$ s to $t_f = 37$ s. The best solution from MINLP models with current is used to initialize the detailed models, MINLP$_C$ and MINLP$_D$. The travel times given by the MINLP$_C$ and MINLP$_D$ model are the same: 46 s with WP1, 37 s with WP2, and 48 s with WP4. The corresponding paths in currents are also very close, see Fig. 10, but the path obtained with MINLP$_D$ is smoother than that obtained with MINLP$_C$. Thus, the MINLP$_D$ model does not yield a significantly “better” solution than the MINLP$_C$ model but requires a computational time that is approximately 51 times larger.

It is also interesting to note that the optimal travel times obtained with the MINLP models with current are smaller than those obtained with the MILP without current. This result indicates that the time optimal trajectories are determined in such a way that the vehicle effectively takes advantage of favorable conditions. Also note that for the optimal trajectory, the vehicle’s acceleration profile has the smallest energy, see Fig. 11.

![Figure 9: Case 4, Scenario 1. Optimal paths with and without waypoints obtained with the MILP model. The waypoints are represented by ◻, the destination by □, and the noncontinuous lines are the safety margins. ∆t = 1 s and $N_t = 70$.](image)

**Scenario 2.** The optimization runs performed to demonstrate the proposed solution approach are summarized in Table 11. Figure 12 illustrates time-optimal trajectories generated by the MILP model with and without waypoints. The optimal trajectories corresponding to the best solutions in Table 12 are plotted in Fig. 13.

In Table 12, the solver returns solutions only when initialized without waypoints and with WP2. The algorithm terminates without returning a solution with WP1, WP3, WP4, and WP5. Thus, even starting from a good initialization, namely the solution of the MINLP model
without current, the MINLP model may fail to find a solution when the current is accounted for. This outcome is in contrast with the previous case (Table 11), where the MINLP with current always returned a solution. This difference in the performance can be explained by noting that in adverse conditions, the initial conditions determined assuming no current may become infeasible when the current is accounted for.
Table 12: Case 4, Scenario 2. Size of the models and results of the proposed methodology. $\Delta t = 1$ and $N_t = 100$. **Bold** - the best solution.

<table>
<thead>
<tr>
<th>Model</th>
<th>E#</th>
<th>V#</th>
<th>BV#</th>
<th>No WP</th>
<th>WP1 $(60, 32.75)$</th>
<th>WP2 $(60, 38.5)$</th>
<th>WP3 $(60, 44.25)$</th>
<th>WP4 $(60, 5)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>MILP</td>
<td>6749</td>
<td>2627</td>
<td>1414</td>
<td>35</td>
<td>2</td>
<td>38</td>
<td>5</td>
<td>6</td>
</tr>
<tr>
<td>MINLP$_S$</td>
<td>3537</td>
<td>1316</td>
<td>1414</td>
<td>35</td>
<td>18</td>
<td>38</td>
<td>23</td>
<td>42</td>
</tr>
<tr>
<td>MINLP$_C$</td>
<td>2726</td>
<td>925</td>
<td>1299</td>
<td>51</td>
<td>218</td>
<td>**</td>
<td>**</td>
<td>42</td>
</tr>
<tr>
<td>MINLP$_C$</td>
<td>2726</td>
<td>925</td>
<td>1299</td>
<td>**</td>
<td>**</td>
<td>**</td>
<td>**</td>
<td>**</td>
</tr>
<tr>
<td>MINLP$_D$</td>
<td>3534</td>
<td>1733</td>
<td>1299</td>
<td>51</td>
<td>4434</td>
<td>**</td>
<td>**</td>
<td>39</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>** **</td>
</tr>
</tbody>
</table>

WP $(x, y)$ - waypoint with coordinates $(x, y)$, E - Equation, V - Total variables, BV - Binary variables, T - Wall clock time (s). The unit for $t_f$ is seconds. MINLP$_{C-1}$ and MINLP$_{C-2}$ are the MINLP$_C$ model run in parallel. ** - solver aborted without returning a solution.

Figure 13 shows that the trajectory leading to the smallest travel time, $t_f = 39$ s, comes close to the surface of the obstacle, namely to minimize the impact of the adverse current. The paths generated by the MINLP$_C$ and MINLP$_D$ models are again very close to each other, but the computational time required by MINLP$_D$ is approximately 4.7 times larger than that of MINLP$_D$, see Table 12.

Figure 12: Case 4, Scenario 2. Optimal paths with and without waypoints obtained with the MILP model. The waypoints are represented by $\bullet$, the destination by $\Box$, and the noncontinuous lines are the safety margins. $\Delta t = 1$ s and $N_t = 70$. 
Figure 13: Case 4, Scenario 2. Optimal paths obtained with each model of the proposed solution approach with the waypoint WP2. The correspondence between the lines and models is the following: +− - MILP, ◦− - MINLPₕ, yellow and green lines- MINLPₙ, •− MINLPₒ.

5. Conclusions

In this paper, we have explored the application of MINLP models for AUV trajectory planning in the presence of currents and obstacles. Due to the nature of the currents studied, the resulting MINLP models are non-convex, which poses difficulties in solver initialization and convergence to local solutions. To tackle these hurdles, we developed an approach involving a sequential solution of problems of increasing complexity, based on diversification strategy for initialization and progressive refinement of individual solutions. In particular, the diversification strategy relies on the utilization of waypoints to explore different regions of space.

The performance of the solution approach is optimized by performing several tasks in parallel, namely the parallel solution of multiple independent MILP and MINLP problems. The computational experiments show that: 1) in general, the MILP solver solves to optimality the MILP problems in less than 10 s, several cases are solved in approximately 1 s; 2) for the cases where the number of grid points is significantly larger than the minimum travel time and the target is surrounded by obstacles, the performance of the MILP solver decreases by comparison with the performance for a similar model and same obstacles but with the target apart from the obstacles; 3) the MILP models are much faster than the MINLP models, suggesting the utilization of MILP models for initializing MINLP models; 4) the solution approach can initialize the detailed MINLP model, and the waypoint approach contributes to finding improved
solutions; 4) the detailed MINLP model considering the current acceleration requires longer computational times comparing with the MINLP model without current acceleration; 5) the trajectory obtained with the detailed MINLP model is smoother than the one obtained with the MINLP model without current; 6) the optimal trajectories obtained effectively take advantage of favorable currents and mitigate the impact of adverse currents.

Future work will involve the extension of the proposed models to address transient flows, uncertainty in the flow fields, and long-term missions. Considering uncertainty in the flows, the models will be extended to two-stage stochastic programming MINLP models with recourse actions to account for the adaptability of the vehicle to uncertain conditions. We will also investigate the characterization of the uncertain flows through ensembles obtained from ocean general circulation models.

Appendix A. Derivation of the objective function

In this Appendix, we show the derivation of the objective function in (23) for a uniform time discretization, and for a special case where the time steps are considered variables. First, using a uniform time discretization with equal known time steps \( \Delta t_j \), \( \forall j \in T \), the disjunction in (17) is transformed into the following equations using a convex-hull reformulation (Balas, 1985):

\[
t_f = \sum_{j \in J} t_f^j, \quad (A.1)
\]

\[
t_f^j \geq \left( \sum_{i=0}^{j} \Delta t_i \right) b_{j+1}, \quad \forall j \in J, \quad (A.2)
\]

\[
t_f^j \leq \left( \sum_{i=0}^{j} \Delta t_i \right) b_{j+1}, \quad \forall j \in J, \quad (A.3)
\]

\[
\sum_{j \in J} b_j = 1. \quad (A.4)
\]

Assuming a uniform time grid, we have

\[
t_f = \sum_{j \in J} t_f^j = \sum_{j \in J} \left( \sum_{i=0}^{j} \Delta t_i \right) b_{j+1} = \sum_{j \in J} [(j + 1) \Delta t b_{j+1}]. \quad (A.5)
\]

If the time steps are variable in a non-uniform time discretization, then the disjunction (17) can be reformulated using a Big-M reformulation, according to

\[
t_f \geq \sum_{i=0}^{j} \Delta t_i - M(1 - b_{j+1}), \quad \forall j \in J, \quad (A.6)
\]

\[
t_f \leq \sum_{i=0}^{j} \Delta t_i + M(1 - b_{j+1}), \quad \forall j \in J, \quad (A.7)
\]
\[
\sum_{i \in I} b_i = 1. \quad (A.8)
\]

Appendix B. Derivation of the constraints for obstacle avoidance

This appendix provides details about the derivation of the constraints for obstacle avoidance, and then offers an alternative formulation.

The disjunctions in (29) and (30) are reformulated using the Big-M reformulation, leading to

\[
x_i \leq \bar{x}_o + M_{2,1}(1 - z_{o,i}^1), \quad \forall o \in O, \forall i \in I, \quad (B.1)
\]

\[
-x_i \leq -\bar{x}_o + M_{2,2}(1 - z_{o,i}^2), \quad \forall o \in O, \forall i \in I, \quad (B.2)
\]

\[
y_i \leq \bar{y}_o + M_{2,3}(1 - z_{o,i}^4), \quad \forall o \in O, \forall i \in I, \quad (B.3)
\]

\[
-y_i \leq -\bar{y}_o + M_{2,4}(1 - z_{o,i}^6), \quad \forall o \in O, \forall i \in I, \quad (B.4)
\]

\[
z_{o,i}^1 + z_{o,i}^2 + z_{o,i}^3 = 1, \quad \forall o \in O, \forall i \in I. \quad (B.5)
\]

\[
z_{o,i}^4 + z_{o,i}^5 + z_{o,i}^6 = 1, \quad \forall o \in O, \forall i \in I. \quad (B.6)
\]

The logical propositions in (32) and (33) are transformed to:

\[
-Z_o^{2,i} \lor Z_o^{4,i} \lor Z_o^{6,i}, \quad \forall o \in O, \forall i \in I, \quad (B.7)
\]

\[
-Z_o^{5,i} \lor Z_o^{1,i} \lor Z_o^{3,i}, \quad \forall o \in O, \forall i \in I, \quad (B.8)
\]

and are converted to

\[
z_{o,i}^4 + z_{o,i}^6 \geq z_{o,i}^2, \quad \forall o \in O, \forall i \in I, \quad (B.9)
\]

\[
z_{o,i}^1 + z_{o,i}^5 \geq z_{o,i}^3, \quad \forall o \in O, \forall i \in I, \quad (B.10)
\]

which, by using the equations (B.5) and (B.6), are converted into a single inequality (38). In fact, this derivation shows that an equivalent disjunctive formulation is defined as

\[
\left[ Z_o^{1,i} \right] \lor \left[ \begin{array}{l} Z_o^{3,i} \\ x_i \leq \bar{x}_o \end{array} \right] \lor \left[ \begin{array}{l} Z_o^{4,i} \\ y_i \leq \bar{y}_o \end{array} \right] \lor \left[ \begin{array}{l} Z_o^{6,i} \\ y_i \geq \bar{y}_o \end{array} \right], \quad \forall o \in O, \forall i \in I. \quad (B.11)
\]

Alternatively, the logic propositions (25) to (28) can be represented with the following form of linear disjunctions

\[
\left[ -Z_o^{1,i} \right] \lor \left[ \begin{array}{l} Z_o^{1,i} \land Z_o^{2,i} \\ x_i \leq \bar{x}_o \end{array} \right] \lor \left[ -Z_o^{2,i} \right] \lor \left[ \begin{array}{l} \bar{x}_o \leq x_i \leq \bar{x}_o \\ x_i \geq \bar{y}_o \end{array} \right], \quad \forall o \in O, \forall i \in I, \quad (B.12)
\]

\[
\left[ -Z_o^{3,i} \right] \lor \left[ \begin{array}{l} Z_o^{3,i} \land Z_o^{4,i} \\ y_i \leq \bar{y}_o \end{array} \right] \lor \left[ -Z_o^{4,i} \right] \lor \left[ \begin{array}{l} \bar{y}_o \leq y_i \leq \bar{y}_o \\ y_i \geq \bar{y}_o \end{array} \right], \quad \forall o \in O, \forall i \in I, \quad (B.13)
\]

\[
Z_o^{1,i}, Z_o^{2,i}, Z_o^{3,i}, Z_o^{4,i} \in \{\text{True, False}\}, \quad \forall o \in O, \forall i \in I, \quad (B.13)
\]
\begin{align}
Z_{o,i}^1 \land Z_{o,i}^2 &\Rightarrow \neg Z_{o,i}^3 \lor \neg Z_{o,i}^4, \quad \forall o \in O, \forall i \in I, \\
Z_{o,i}^3 \land Z_{o,i}^4 &\Rightarrow \neg Z_{o,i}^1 \lor \neg Z_{o,i}^2, \quad \forall o \in O, \forall i \in I,
\end{align}

where \(Z_{o,i}^1, \ldots, Z_{o,i}^4\) are Boolean variables. Using a Big-M reformulation, the disjunctions in (B.12) and (B.13) can be converted to

\begin{align}
x_i &\leq x_o + M_{o,i}^{2,1} \left(1 - (1 - z_{o,i}^1)\right), \quad \forall o \in O, \forall i \in I, \\
-x_i &\leq -x_o + M_{o,i}^{2,2} \left(1 - (1 - z_{o,i}^2)\right), \quad \forall o \in O, \forall i \in I, \\
y_i &\leq y_o + M_{o,i}^{2,3} \left(1 - (1 - z_{o,i}^3)\right), \quad \forall o \in O, \forall i \in I, \\
-y_i &\leq -y_o + M_{o,i}^{2,4} \left(1 - (1 - z_{o,i}^4)\right), \quad \forall o \in O, \forall i \in I,
\end{align}

where \(M_{o,i}^{2,1} = \max\{x_i - x_o : x_{\min} \leq x_i \leq x_{\max}\}\), \(M_{o,i}^{2,2} = \max\{-x_i + x_o : x_{\min} \leq x_i \leq x_{\max}\}\), \(M_{o,i}^{2,3} = \max\{y_i - y_o : x_{\min} \leq x_i \leq x_{\max}\}\), and \(M_{o,i}^{2,4} = \max\{-y_i + y_o : x_{\min} \leq x_i \leq x_{\max}\}\).

The propositions in (B.14) (B.15) can be transformed to:

\begin{align}
\neg (Z_{o,i}^1 \land Z_{o,i}^2) \lor \neg Z_{o,i}^3 \lor \neg Z_{o,i}^4, \quad \forall o \in O, \forall i \in I, \\
\neg (Z_{o,i}^3 \land Z_{o,i}^4) \lor \neg Z_{o,i}^1 \lor \neg Z_{o,i}^2, \quad \forall o \in O, \forall i \in I.
\end{align}

Applying De Morgan’s laws to (B.17), the two propositions become

\begin{align}
\neg Z_{o,i}^1 \lor \neg Z_{o,i}^2 \lor \neg Z_{o,i}^3 \lor \neg Z_{o,i}^4, \quad \forall o \in O, \forall i \in I,
\end{align}

which can be represented as

\begin{align}
z_{o,i}^1 + z_{o,i}^2 + z_{o,i}^3 + z_{o,i}^4 \leq 3, \quad \forall o \in O, \forall i \in I.
\end{align}

Appendix C. Derivation of the constraints to stop the vehicle at the target

The constraints that model the arrival of the vehicle to the target, defined in Section 2.1, do not enforce the vehicle to stop at the destination target. Therefore, the formulations derived focus on the minimization of the time to arrive to the target, but the trajectory after the target is reached does not influence the objective function.

In this section, we propose a new formulation for models without current that forces the immobilization of the vehicle at the target. We define a new Boolean variable, \(C_i\), which is True for all time grid points after the vehicle has arrived at the target:

\begin{align}
B_i \Rightarrow C_{ii}, \quad \forall ii \geq i \in I,
\end{align}

\begin{align}
C_i \in \{\text{True, False}\}, \quad \forall i \in I,
\end{align}

whereas, \(C_i\) is False for all the time grid points before the vehicle has arrived at the target:

\begin{align}
B_i \Rightarrow \neg C_{ii}, \quad \forall ii < i \in I.
\end{align}
Using the definition of the Boolean variable $C_i$, we define the disjunction

$$
\begin{bmatrix}
C_i \\
\cos(\theta_k) u_i + \sin(\theta_k) w_i \leq 0, \forall k \in K \\
\cos(\alpha_k) \dot{u}_i + \sin(\alpha_k) \dot{w}_i \leq 0, \forall k \in K
\end{bmatrix} \vee 
\begin{bmatrix}
\neg C_i \\
\cos(\theta_k) u_i + \sin(\theta_k) w_i \leq \pi, \forall k \in K \\
\cos(\alpha_k) \dot{u}_i + \sin(\alpha_k) \dot{w}_i \leq \pi, \forall k \in K
\end{bmatrix}, \forall i \in I.
(C.4)

which enforces $\|v_i\| \leq 0, \forall i \in I$ and $\|a_i\| \leq 0, \forall i \in I$ after the vehicle has arrived at the target.

The expressions in (C.1), (C.3), and (C.4) can be reformulated as

$$
c_{ii} \geq b_i, \quad \forall ii \geq i \in I, \quad (C.5)
$$

$$
b_i + c_{ii} \leq 1, \quad \forall ii < i \in I, \quad (C.6)
$$

$$
\cos(\theta_k) u_i + \sin(\theta_k) w_i \leq \pi (1 - c_i), \quad \forall k \in K, \forall i \in I, \quad (C.7)
$$

$$
\cos(\alpha_k) \dot{u}_i + \sin(\alpha_k) \dot{w}_i \leq \bar{a} (1 - c_i), \quad \forall k \in K, \forall i \in I, \quad (C.8)
$$

where $c_i, c_{ii} \in \{0, 1\}, \forall i \in I$. The variable $c_i$ is equal to 1 for all time grid points after the vehicle has arrived at the target and 0 otherwise.

Note that the constraints derived in this section do not force the immobilization of the vehicle in the presence of current.
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**Nomenclature**

Indices, sets

- $i, I$: indices for the time grid points and time steps
- $j, J$: indices for the time steps
- $k, K$: indices for the discretization of the angles of the velocity and acceleration projected vectors
- $o, O$: obstacles

Parameters

- $\bar{a}$: upper bound on the acceleration of the vehicle relative to the current
- $\Delta t$: constant time step, $\Delta t_0 = \ldots = \Delta t_{N_t-1} = \Delta t$
- $\Delta t_i$: time step
- $M_i$: big-M constant with values defined as indicated in the text
- $M_{ii}$: big-M constant with values defined as indicated in the text
- $n$: integer number
- $N_i$: number of time grid points in the time discretization
- $p$: pressure parameter used in the simulation to generate the velocity field
- $S$: safety margin added to the coordinates of the obstacles

36
$t_0$ initial time time grid point  
$t_i$ time grid point  
$\bar{v}$ upper bound on the velocity of the vehicle relative to the current  
$x_0$ initial position, $(x, y)$  
$x_f$ final position, $(x, y)$  
$x_{\text{max}}$ maximum $x$ coordinate  
$x_{\text{min}}$ minimum $x$ coordinate  
$x^F$ maximum $x$ coordinate of the destination target  
$x^F_{\text{min}}$ minimum $x$ coordinate of the destination target  
$x_o$ maximum $x$ coordinate of the obstacle $o$  
$x_o$ minimum $x$ coordinate of the obstacle $o$  
$x^{\text{max}}_{\text{w}}$ maximum $x$ coordinate of the waypoint target  
$x^{\text{min}}_{\text{w}}$ minimum $x$ coordinate of the waypoint target  
$y_{\text{max}}$ maximum $y$ coordinate  
$y_{\text{min}}$ minimum $y$ coordinate  
$y^F$ maximum $y$ coordinate of the destination target  
$y^F_{\text{min}}$ minimum $y$ coordinate of the destination target  
$y_o$ maximum $y$ coordinate of the obstacle $o$  
$y_o$ minimum $y$ coordinate of the obstacle $o$  
$y^{\text{max}}_{\text{w}}$ maximum $y$ coordinate of the waypoint target  
$y^{\text{min}}_{\text{w}}$ minimum $y$ coordinate of the waypoint target  
$\alpha_k$ discrete angles of the acceleration projected vectors  
$\nu$ kinematic viscosity parameter used in the simulation to generate the velocity field  
$\theta_k$ discrete angles of the velocity projected vectors  

Continuous variables  
$a(t)$ acceleration of the vehicle relative to the current, $(\dot{u}, \dot{w})$  
$a_i$ acceleration of the vehicle relative to the current, $(\dot{u}_i, \dot{w}_i)$  
$t_f$ time to travel from the initial position $x_0$ to the destination $x_f$  
$t_{\text{wp}}$ time to travel from the initial position to a waypoint  
$v(t)$ velocity of the vehicle relative to the current, $(u, w)$  
$v_i$ velocity of the vehicle relative to the current in period $i$, $(u_i, w_i)$  
$x(t)$ position of the vehicle in the two-dimension Euclidean space,  
$f(x(t))$ velocity of the current at $x(t)$  
$x_i$ position of the vehicle, $(x_i, y_i)$  
$x_i$ $x$ coordinate of the vehicle  
$y_i$ $y$ coordinate of the vehicle  

Binary variables  
$b_i$ equal to 1 if the vehicle position is within the destination target area, and 0 otherwise  
$c_i$ equal to 1 for all time grid points after the vehicle has arrived to the destination target, and 0 otherwise  
$s_i$ equal to 1 if the vehicle position is within the waypoint target area, and 0 otherwise
equal to 1 if the vehicle position respects the constraints of the \( m \) term of the disjunction relative to obstacles avoidance.

Boolean variables
- \( B_i \): True if the vehicle position is within the destination target defined by \( x_{\text{min}}, x_{\text{max}}, y_{\text{min}}, y_{\text{max}} \).
- \( C_i \): True for all time grid points after the vehicle has arrived to the destination target.
- \( Z_{m, i}^o \): True if the vehicle position respects the \( m \) term of the disjunction relative to obstacles avoidance.
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