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In silico prioritization of undiscovered associations can help find causal genes of newly discovered diseases. Some existing methods are based on known associations, and side information of diseases and genes. We exploit the possibility of using a neural network model, Neural inductive matrix completion (NIMC), in disease-gene prediction. Comparing to the state-of-the-art inductive matrix completion method, using neural networks allows us to learn latent features from non-linear functions of input features.

Previous methods use disease features only from mining text. Comparing to text mining, disease ontology is a more informative way of discovering correlation of diseases, from which we can calculate the similarities between diseases and help increase the performance of predicting disease-gene associations.

We compare the proposed method with other state-of-the-art methods for predicting associated genes for diseases from the Online Mendelian Inheritance in Man (OMIM) database. Results show that both new features and the proposed NIMC model can improve the chance of recovering an unknown associated gene in the top 100 predicted genes. Best results are obtained by using both the new features and the new model. Results also show the proposed method does better in predicting associated genes for newly discovered diseases.
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Chapter 1

Introduction

The study of relationships between genetic disorders and genes has been a major challenge in bioscience [1][2]. Knowing the causal genotype of a genetic disorder improves our understandings of the underlying molecular basis, which helps us develop treatment method of that disease. Associations between genes and genetic disorders are being continuously updated in Online Mendelian Inheritance in Man (OMIM) [3]. Associations in OMIM is curated by biological experiments. Most genetic diseases recorded in OMIM are associated with one and only one gene, while the other diseases are associated with two or more genes. Although biological experiments are necessary to identify an association, blind screening of all genes and diseases is too expensive and time-consuming. In silico predictions of disease-gene associations help select the possible unknown associations and reduce the amount of work on biological experiments. For a disease with known associations, a disease-gene prediction system should be able to prioritize other possibly related genes. A more successful system should also be able to predict possible associations for a new genetic disease without any known associations with the help of other information of that disease.

A simple idea from the design of recommender systems, such as recommending movies that a user may be interested in [4], is to recommend potential associations based on the associations we already have. Solutions like matrix completion and collaborative filtering work in this way. However, models in this category all face the cold-start problem [5], which means they do not have the ability to predict for those diseases that have no known associations. To solve the cold-start problem, side infor-
mation other than disease-gene associations is needed. Some network-based methods have been built, including PRINCE[6], RWRH[7], Katz[8] and CATAPULT[1], by exploiting the usage of the functional gene interaction network and the disease similarities network. Both networks can be joint together with the association network as a heterogeneous network. Network node similarities and random walk procedures are used in these methods to make use of side information.

Network information is not always available for new diseases. To make use of side information other than networks, inductive matrix completion(IMC) [2] was introduced as a feature-based method which can adopt any kind of disease features and gene features. The network information is easy to be translated into feature vectors by doing eigendecomposition on the adjacency matrix or similarity matrix and keeping only top eigenvectors. As a result, a network with $N \times N$ square matrix representation will be reduced to a matrix of $N \times k$, representing a feature vector of length $k$ for each of the $N$ entities. It is proved that IMC works effectively particularly for diseases without previously known associations. Additional features used in inductive matrix completion including microarray measurements of gene-expression levels in different tissue samples, disease-gene associations in other species and disease features based on the term-document count from the text describing the diseases. The performance of IMC showed us a great potential of feature-based methods in learning from information compared to traditional network-based methods.

In this thesis, I explored the possibility of improving the state-of-the-art of disease-gene predictions in two directions.

1. Inductive matrix completion learns latent features based on linear combination of the input features, and the output prediction is the inner product of the latent features of the disease and the latent features of the gene. However, we believe that there could be a non-linear relationship between the prediction output and the input features. Some recently proposed recommender systems use neural
network techniques in matrix completion, such as neural collaborative filtering [9] and deep matrix factorization [10]. Inspired by these methods, we propose a model called neural inductive matrix completion to improve the expressivity of inductive matrix completion. Our model uses the Leaky ReLU function and the sigmoid function to introduce non-linear factors.

2. Other than mining disease features from the text, we introduce a more informative way of discovering correlation of diseases by the semantic similarities of disease ontology. We show that by using these features, we always obtain improved results of final prediction.

Experimental results show that both strategies work well in improving the performance of disease-gene predictions.
Chapter 2

Background

In this chapter, we review the background concerning our work in disease-gene predictions, including some basic concepts, introduction to our problem and some information sources that have been used in our work.

2.1 Introduction to Genes and Genetic Diseases

The genetic information of human beings is mainly stored in 23 pairs of chromosomes. They vary largely in size and shape [11]. Twenty-two pairs of them are autosomal chromosomes which share the same morphology within one pair. The remaining pair is called the sex chromosomes, which determines our sex. Females have a pair of X chromosomes, while males have one X and one Y chromosomes. Chromosomes are made of proteins and DNA. Each DNA is a long molecular, which needs to be wrapped tightly around proteins. Genetic information is encoded in DNA in the form of base pairs. Genes are special units of DNA, which contain a number of base pairs within one DNA. To our knowledge, the 46 human chromosomes contain almost 3 billion base pairs of DNA, which may consist of about 30,000 - 40,000 protein-coding genes [11]. Only 5% of the genome base pairs are identified as protein-coding genes. This density of genes also varies from one chromosome to another [11].

The Human Genome Project [12], an international collaborated research project, has been playing an important role in our understanding of human genes. Its goal is to completely map and understand all the human genes. All of the human genes
are called the human genome. It is mainly based on sequencing of DNA molecules of human beings. Although not complete yet, it is being continuously refined and bringing us with more and more direct views of our genome.

It is also known that most organisms, especially animals and plants, also use DNA to encode their genetic information. The sequencing and analyzing of genes of some model organisms have been well studied including Caenorhabditis elegans [13], fruit fly (Drosophila melanogaster) [14], the house mouse (Mus musculus) [15], etc. The genomes of other species are also helpful in understanding human genes [1]. As other species may share common ancestors in simpler forms with human beings, their genomes contain genes with the same function as genes in human genome. The studies of these genes in other species can help us improve our understanding of the corresponding human genes. The sequences and annotations of genome data of human beings and some other species can be easily acquired from online databases like RefSeq [16] and Ensemble [17].

Genetic diseases refer to the diseases caused by abnormalities in the genome. Since we often refer to the genetic diseases as phenotypes, the two phrases will be used interchangeably in this thesis. While the abnormalities in the genome are presented prior to birth, the disease conditions may occur either from birth or at a later time of the life. Genetic diseases may be hereditary, passed down from their parents. They can also be caused by new mutations of DNA base pairs that originated from the patients’ genome. Genetic diseases may influence near every part of the human body. Most of the genetic diseases are directly related to a mutation of a single gene. However, diseases caused by abnormalities of multiple genes also exist. Some of the common diseases like diabetes and cancer belong to this class. In these cases, not a single gene mutation can determine whether a person has a disease or not.
2.2 Predictions of Disease Genes

Because of the role of genes in genetic diseases, it will be helpful if we can identify the genes causing a disease. Some diseases are first observed without any knowledge of the molecular and genetic basis. It will reduce the time and cost of finding out the causal genes if we can quickly target a small set of possible causal genes instead of blindly screening the whole human genome. The predictions can be based on our existing knowledge of human genes and other diseases, as well as clinical observations of the diseases and the patients. Discovery of new causal genes is also helpful in the study of complex genetic diseases such as diabetes and cancer. The importance of this task motivates research on predicting disease genes. A model can help identify the causal genes of a disease, either by selecting a small set of possible causal genes or by ranking all genes with regards to their possibility of being the causal genes. These two approaches are actually identical and finally can help reduce the number of genes that we should conduct experiments on.

The problem can be easily formulated as a link prediction problem in a bipartite network. A bipartite network can be constructed by two kinds of nodes. One represents genes, and the other represents genetic diseases. There are links already known to us connecting pairs of diseases and their causal genes. The goal is to identify any possible links between the two parts of the network, or in a more precise way, to give a possibility that a link can occur between any pair of the two kinds of nodes.

In an equivalent way, we can also see the problem as matrix completion of the disease-gene association matrix [2]. We can construct a disease-gene association matrix. Each row represents a gene and each column represents a disease. The matrix contains values of 1s and 0s. While 1s represent there is a known connection between the gene and the disease, 0s represent the opposite. It is noticed that the opposite does not mean there is no causal connection between them, but means they are not known to have a connection. Matrix completion on the disease-gene matrix is to fill
a new value for the 0s. One solution is to fill them with 0s and 1s as the prediction of them having a connection. In practice, they are filled with a score indicating their possible connections. The higher the score, the higher the possibility that the gene serves as the cause of the disease.

We can easily notice that these two formulations are exactly equivalent, using different representations of the bipartite disease-gene network. The network representation is easy to be integrated into network-based methods like random walk and network statistics. The matrix representation can be used in numerical optimization methods such as matrix factorization.

The two formulations are also used in recommender systems. However, unlike the problem that recommender system is facing, the disease-gene association matrix does not contain any negative ratings or rating scores. The available data sources only contain confirmed associations of diseases and causal genes, but no confirmations on negative associations between any pair of disease and gene. The problem of recommender systems can be regression of the rating scores, or the binary classification of “like” or “dislike”. Predicting disease-gene associations is a case of unary classification, where only positive samples are given and we are responsible to identify if a new sample, in this case, a disease-gene pair, belongs to the positive class or not. Since we do not have the availability of negative data, unobserved pairs play the role of negative data in our case. We will discuss in the following two chapters how this is done in related methods and our proposed method.

2.3 Cold-Start Problem

A major challenge in recommender systems, the cold-start problem, is also faced by disease-gene predictions. Recommender systems often face the challenge that a new user or a new item comes online, while no ratings are yet available for them. In the case of disease-gene predictions, a new disease may come without knowing its
molecular bases, or a gene is not known to cause any disease yet, but it is probably the causal gene of some diseases[2].

It is known that the cold-start problem is impossible to be effectively solved with only the associations of the two kinds of entities involved. Side information must be used for predictions in cold-start cases.

Side information can be used in different forms. A way to integrate side information is to introduce the similarity measure within each type of entity [1]. For example, a disease-disease similarity can be used as useful information of those diseases without known associations [18]. In the network formulation, it can be seen as the union of the original bipartite network and the disease-disease similarity network. The network after the union is a heterogeneous network, with different kinds of nodes, and links within the same kind of nodes and across two kinds of nodes.

Side information can also be introduced by adding a new kind of entities. Entities like proteins and drugs also play important roles in the research of genetic diseases, and highly interacts with diseases and genes. Information like drug-disease associations can also be added to the heterogeneous network. As a result, we will have a heterogeneous network with more kinds of nodes. It is easy to extend network-based method in this case.

Other than enriching the heterogeneous network, side information can also be feature vectors. Feature vectors are commonly used in matrix-based or learning-based methods. We will explain in the following two chapters how the feature vectors are used in CATAPULT[1], IMC[2] and our proposed method.

The first two kinds of side information can also be easily transformed into feature vectors by eigendecomposition or principal component analysis. We will introduce these techniques in Chapter[3].
2.4 Human Phenotype Ontology

One of our contributions is to introduce ontology as a source of side information in disease-gene predictions. An ontology is a computational representation of a domain of knowledge based upon a controlled, standardized vocabulary for describing entities and the semantic relationships between them. *Human Phenotype Ontology* (HPO) is a project aiming at providing a standardized ontology system for phenotypic abnormalities in human genetic disorders. We obtained a pairwise similarity matrix of diseases from HPO and used it as an important source of side information of diseases.
Chapter 3

Related Work

In this chapter, I will introduce some methods that have been developed for predicting disease-gene associations, as well as some related methods for recommender systems that use neural network models.

3.1 Katz on the Heterogeneous Network

Katz measure [8] is a graph-based method for finding similar nodes. It is widely used in link prediction. It is firstly used for disease-gene predictions in [1] together with CATAPULT which I will introduce in the following section. Let $A$ be the adjacency matrix of an undirected, unweighted network. $A_{ij} = 1$ if node $i$ and node $j$ is connected, while $A_{ij} = 0$ if they are not connected. We can count the number of walks from $i$ to $j$ of different lengths. It is known that $(A^l)_{ij}$ is the number of walks of length $l$ connecting $i$ and $j$. We want a single measure to summarize the number of walks of different lengths and to represent the similarity between two nodes. We could choose a series of non-negative parameters $\beta_l$ and define the similarity.

$$S_{ij} = \sum_{l=1}^{k} \beta_l (A^l)_{ij}.$$ 

It can also be written in a matrix notation:

$$S = \sum_{l=1}^{k} \beta_l A^l.$$
If we let $k \to +\infty$ and choose $\beta_l = \beta^l$, the measure can be written as:

$$S_{katz} = \sum_{l \geq 1} \beta^l A^l = (I - \beta A)^{-1} - I,$$

where $\beta \leq \frac{1}{\|A\|_2}$. In the case of a weighted network, we can simply just replace $A$ by a weighted adjacency matrix. In practice, walks of longer lengths have much less information than walks of shorter lengths. So we just choose a small number $k = 3$.

The method uses Katz on a heterogeneous network containing nodes of genes, human diseases, and diseases of other species. Let $G$ be the gene-gene network, let $P$ be the bipartite network between genes and diseases. $P = [P_{HS} P_S]$ where $P_{HS}$ is associations between genes and human diseases, and $P_S$ is associations between genes and diseases of other species. Similarly, the disease-disease similarity $Q$ can be written as

$$Q = \begin{bmatrix} Q_{HS} & 0 \\ 0 & Q_S \end{bmatrix},$$

where $Q_{HS}$ is the disease-disease similarity of human diseases, while $Q_S = 0$ because we do not have information about similarities between diseases of other species.

To combine them together, we write a adjacency matrix $C$ of the heterogeneous network:

$$C = \begin{bmatrix} G & P \\ P^\top & Q \end{bmatrix}.$$

Recall the truncated Katz measure:

$$S_{ij}^{katz} = \sum_{l=1}^3 \beta^l (C^l)_{ij}.$$

Since we only care about the results between genes and human diseases, we can write
this part separately [1] by:

\[ S_{HS}^{\text{katz}} = \beta P_{HS} + \beta^2 (GP_{HS} + P_{HS}Q_{HS}) \]
\[ + \beta^3 (PP^T P_{HS} + G^2 P_{HS} + GP_{HS}Q_{HS} + P_{HS}Q_{HS}^2). \]

3.2 CATAPULT

CATAPULT [1] is a supervised learning method to predict disease-gene associations. It is based on improving the Katz measure above by learning the coefficients of different kinds of walks. The input is a feature vector for a disease-gene pair, while the output is a score for the pair. Features are extracted from the heterogeneous network using different kinds of walks. The improvement is not only to allow coefficients to be learned but also to distinguish the different roles of different kinds of nodes in the heterogeneous network.

CATAPULT solves the unary classification problem by using a biased support vector machine [20] as well as the bagging technique [21]. First, biased SVM uses different penalty factors for false positive and false negative. Second, bagging is an iterative technique that draws a set of negative samples from the unobserved of the equal size to positive samples.

Although it is using feature vectors for learning, it is still a network-based method that extracts features of a pair of nodes from the network structure. It does not have the ability to use any disease features or gene features.

3.3 Inductive Matrix Completion

Inductive matrix completion solves the disease-gene prediction problem in a matrix factorization based method. Given a disease-gene association matrix of \( P \in R^{N_g \times N_d} \), where \( N_g \) is the number of genes and \( N_d \) is the number of diseases. The entries in \( P \) are 0s and 1s. Since 0s in the association matrix represent unobserved entries, which
is probably “1” if it is a true association. We want to fill the 0 entries with values representing its possibility of being a “1”. A higher value means that it is more likely to be an unobserved “1”.

Since it is impossible to solve the cold-start problem with only the association matrix, inductive matrix completion assumes there is additional information of each disease and gene as a feature vector. Suppose gene $i$ has a feature vector $x_i \in \mathbb{R}^{f_g}$ and disease $j$ has a feature vector $y_j \in \mathbb{R}^{f_d}$. Let $X \in \mathbb{R}^{N_g \times f_g}$ and $Y \in \mathbb{R}^{N_d \times f_d}$ be the matrices containing features of all genes and diseases.

Inductive matrix completion use a function of gene features and disease features to represent the prediction value to be filled in:

$$\hat{p}_{ij} = f(x_i, y_j).$$

The original inductive matrix completion proposed in [2] uses a linear function to represent the prediction value:

$$f_{imc}(x_i, y_j) = (W^T x_i)^T (H^T y_j),$$

where $W \in \mathbb{R}^{r \times f_g}$ and $H \in \mathbb{R}^{r \times f_d}$. We call $W^T x_i$ and $H^T y_j$ the latent factors of gene $i$ and disease $j$. This model is based on the assumption that the matrix $P$ can be approximated by a low rank matrix $\hat{P} = X^T W H^T Y$ whose rank is at most $r$. The approximation can be trained by minimizing:

$$\min_{W \in \mathbb{R}^{r \times f_g}, H \in \mathbb{R}^{r \times f_d}} \ell(P, \hat{P}) + \frac{\lambda}{2} (\|W\|_F^2 + \|H\|_F^2),$$

where $\lambda$ is a regularization parameter, $\ell$ is the loss function between the original association matrix $P$ and its approximation $\hat{P}$. We use the $\ell_2$ loss function in our
experiments:

$$\ell(P, \hat{P}) = \| P - \hat{P} \|_F^2$$

IMC can also be represented as a neural network, taking the feature vector of a disease and the feature vector of a gene as input, generating the prediction value. Figure 3.1 shows the equivalent neural network model of IMC.

$$\text{Figure 3.1: Network Structure of Inductive Matrix Completion}$$

### 3.4 Neural Collaborative Filtering

Neural Collaborative Filtering (NCF) [9] is a general framework for recommender systems using neural networks. Three networks are proposed in [9] under this framework, general matrix factorization (GMF), multi-layer perceptron (MLP) and neural matrix factorization (NeuMF). NCF uses a one-hot vector as the input feature of each user and item. It does not utilize side information to solve the cold-start problem. GMF performs linear transforms to get the latent features, while MLP uses a
non-linear kernel \[9\]. NeuMF network is a fusion of GMF and MLP. To combine the two networks together, the last hidden layers of the two networks are concatenated together in NeuMF. Figure 3.2 \[9\] shows the network structure of NeuMF.

3.5 Deep Matrix Factorization

Deep Matrix Factorization (DMF) \[10\] is also a neural network model for recommender systems. Similar to MLP \[9\], it uses densely connected networks to learn latent features. But unlike MLP, which concatenates the latent features from the first hidden layer, DMF uses two densely connected networks to learn latent features separately for users and items, and the latent features are concatenated in the last hidden layer. The input vector is also different from the NCF framework. DMF uses the row vector and column vector directly from the interaction matrix. Figure 3.3 \[10\] shows the network structure of DMF.
Figure 3.3: Network Structure of Deep Matrix Factorization Model
Chapter 4

Neural Inductive Matrix Completion

In this chapter, we propose a new approximation model, called neural inductive matrix completion (NIMC), based on a neural network where non-linear approaches are used for improvement.

4.1 Non-linear Latent Features

A possible improvement to the IMC model is to learn latent features from a non-linear function of the input features:

\[ f_{nimc}(x_i, y_j) = (a(W^\top x_i))^\top a(H^\top y_j), \]

where \( a \) is an activation function. We use \( \text{leaky ReLU} \) as the activation function in our experiments.

\[
\text{leaky}_\alpha(t) = \begin{cases} 
  t & t \geq 0 \\
  \alpha t & t < 0 
\end{cases}
\]

where \( \alpha \) is set to 0.1 in the experiments.

4.2 Restricting Prediction Values

As in IMC, prediction values can be any real number. However, suppose a prediction of a positive sample is greater than 1 during the training case, based on the \( \ell_2 \)-norm we used, it will be punished and descended towards 1. However, we believe a greater
value is a strong evidence that it is positive, thus not to be punished in this case. In opposite, prediction of negative samples smaller than 0 should not be ascended to 0.

To achieve this goal, the prediction value is restricted between 0 and 1 by sigmoid function.

\[ \hat{p}_{ij} = S(f_{nime}(x_i, y_j) - \beta), \]

where

\[ S(t) = \frac{e^t}{1 + e^t}. \]

4.3 Biased Training

In the case of IMC, it treats the unobserved pairs just as negative pairs. However, this will lead to an extremely unbalanced case where the number of negative pairs is around 10,000 times bigger than the number of positive pairs. Instead of using bagging technique like CATAPULT, we choose only a biased approach to deal with negative samples. we revise the objective function to minimize as:

\[
\min_{W \in {\mathbb{R}^r \times l_g}, H \in {\mathbb{R}^r \times l_d}} \left( \sum_{i,j} c_{ij} \ell(p_{ij}, \hat{p}_{ij}) \right) + \frac{\lambda}{2} \left( \|W\|_{F}^2 + \|H\|_{F}^2 \right), f
\]

where \( c_{ij} \) is the entry weight given to the matrix entry of gene \( i \) and disease \( j \). This allows us to set higher weights for important entries. While all known associations are confirmed, all unknown entries are undecided. It is believed that false negative should be punished more than false positive in this situation. Thus we set \( c_{ij} = 1 \) when \( ij \) is a known association, otherwise we set \( c_{ij} = c_{negative} \) where \( c_{negative} < 1 \).

We do not use bagging because using all entries in the association matrix in the same iteration makes it easier to implement the optimization in a tensor representation, thus the optimization will be more efficient when accelerated by GPU.
Following IMC, the objective function we used is the scalar square loss:

$$\ell(p_{ij}, \hat{p}_{ij}) = (p_{ij} - \hat{p}_{ij})^2.$$ 

Figure 4.1 shows the network structure of NIMC.
Chapter 5

Experiments

In this chapter, we conduct comprehensive experiments that are done to prove that our proposed method has achieved a competitive performance.

5.1 Data

We have prepared two datasets for experiments. The first dataset is collected by [1] from OMIM on August 11, 2011, which is the dataset commonly used in evaluating disease-gene associations. This dataset contains 3209 diseases, 12331 genes, and 3954 disease-gene associations. Most diseases have only one known association. However, the OMIM database is continuously growing and the number of diseases, as well as the number of known associations, has increased a lot. We collected a new dataset from OMIM on November 26, 2017. We kept the same set of 12331 genes and collected 4990 diseases and 5359 disease-gene associations. We call these two datasets namely the old dataset and the new dataset.

5.1.1 Features

Original features from biological databases used in our model are high dimensional. The methods we used to reduce the dimensionality include principal component analysis (PCA) [22] and singular value decomposition (SVD). Some of the features are homogeneous networks or similarities, which instead we use eigendecomposition to extract eigenvectors. As a result, we extract a vector of length 100 from each of the
data sources and concatenate them together to form a longer vector.

We follow IMC[2] to obtain three sets of gene features and two sets of disease features. In addition, we add a set of disease features based on disease ontology. These include:

• Gene Features

  1. Microarray measurements data of gene-expression levels in different tissue samples. It is obtained from BioGPS [23] and Connectivity Map [24]. Principal component analysis is used to reduce the dimensionality to 100.

  2. A gene network representing functional interactions between genes called HumanNet [25] is used. We obtain the top 100 eigenvectors as features.

  3. Gene-disease associations in other species than human are used to extract features. Due to gene orthology, same gene may behave similarly in different species. We follow [1] to collect disease-gene associations from 8 different species: plant (Arabidopsis thaliana) from TAIR [26], worm (Caenorhabditis elegans) from WormBase [13] [27], fruit fly (Drosophila melanogaster) from FlyBase [14], mouse (Mus musculus) from MGD [15], yeast (Saccharomyces cerevisiae) from [28], [29], [30] and [31], Escherichia coli from [32], zebrafish Danio rerio from ZFIN [33] and chicken Gallus gallus from GEISHA [34]. The top 100 singular vectors are used as feature vectors.

• Disease Features

  1. Disease similarity network MimMiner [18]. MimMiner computes disease similarities based on text mining. The top 100 eigenvectors are selected as feature vectors.

  2. We follow [2] to use clinical text from OMIM webpages. We apply the TF-IDF scheme on the Clinical Features and Clinical Management sections
after removing most rare words and most common words. We take top 100 principal components as the feature vectors.

3. Disease Ontology Similarities. We obtain a similarity matrix of OMIM diseases using Resnik pairwise similarity \([35]\) with the best-match average (BMA)\([36]\) strategy. Then the top 100 eigenvectors are used as feature vectors.

5.2 Evaluation Methods

We evaluate the performance using our proposed model and enriched features compared to inductive matrix completion \([2]\), Katz on the heterogeneous network \([1]\) and CATAPULT \([1]\).

5.2.1 Evaluation Metrics

On either the old and the new dataset, we split all known disease-gene associations randomly into three groups of equal size. We hide all associations from one group and train a model based on remained associations. The experiments are repeated three times for each group. After a model is trained in each experiment, for each disease, we order all the negative pairs (either hidden or unknown) by the descending order of prediction scores. Given a positive integer \(k\), we check for each hidden disease-gene pair whether it is in the top-\(k\) pairs for that disease. We call the portion of hidden pairs in the top-\(k\) pairs the top-\(k\) recall, which is non-decreasing by \(k\). We record the top-\(k\) recall for \(k\) between 1 and 100 and take an average of all three experiments.

At the meantime, by setting each \(k\), we can compute a pair of precision and recall. The recall is calculated the same way as above, and the precision is the number of recovered hidden pairs among all predicted pairs (top-\(k\) pairs of all diseases).
5.2.2 Parameter Settings

We choose the best parameters based on the 3-fold cross-validation on the old dataset by grid-search. The parameters we choose for our experiments are:

1. The length of latent feature $r = 1000$.

2. The regularizer coefficient $\lambda = 0.01$.

3. The parameter of leaky ReLU function $\beta = 0.1$.

4. The penalty coefficient of false negative $c_{\text{negative}} = 0.0001$.

5.3 Results

5.3.1 3-Fold Cross-validation on the Old Dataset

On the old dataset, we compare IMC, Katz on the heterogeneous network, CATA-PULT and our proposed model NIMC in a 3-fold cross-validation setting. For NIMC, only the original two sets of features from IMC are used, because the disease ontology features are published after the old dataset was created, which may lead to bias on associations discovered after OMIM associations are collected.

All known disease-gene associations are randomly split into three groups of equal size.

We plot the results in Figure 5.1 and Figure 5.2. we observe that NIMC outperforms all competitors when $k > 5$. Katz slightly outperforms NIMC when $k$ is small and recall is small.

5.3.2 3-Fold Cross-validation on the New Dataset

On the new dataset, we compare IMC, Katz on the heterogeneous network, CATA-PULT and NIMC in a 3-fold cross-validation setting. For NIMC, we test it in both the case with the disease ontology features and the case without disease ontology
Figure 5.1: Top-\(k\) recall curve in 3-fold cross-validation on the old dataset.

Figure 5.2: Precision-recall curve in 3-fold cross-validation on the old dataset.
features. The top-$k$ recall curve and precision-recall curve are plotted in Figure 5.3 and Figure 5.4.

![Figure 5.3: Top-$k$ recall curve in 3-fold cross-validation on the new dataset.](image)

### 5.3.3 3-Fold Cross-validation on Singleton Diseases

We also did an experiment by splitting all singleton diseases (diseases that have only one known association) into three equal folds. In the evaluation on each fold, we hide the associations of singleton diseases within this fold, and use other two folds and all other non-singleton diseases for training. This is an *ab initio* setting where we can test the ability of solving the cold-start problem. The recall curve is plot in Figure 5.5.

We observe our method still gets a higher recall than others within the top-10 to -100 range.
Figure 5.4: Precision-recall curve in 3-fold cross-validation on the new dataset.

Figure 5.5: Precision-recall curve in 3-fold cross-validation on singleton diseases of the new dataset.
5.3.4 Prediction of Newly Discovered Associations

The goal of disease-gene prediction is to predict unknown associations based on information we currently have. To simulate such a scenario, we train a model on 3954 associations in the old dataset and evaluate the prediction of newly reported associations in the new dataset. The top-$k$ recall curve and the precision-recall curve is plotted in Figure 5.6 and Figure 5.7.

Figure 5.6: Top-$k$ recall curve on prediction of newly discovered associations.

We observe that NIMC with disease ontology outperforms all competitors when $k > 10$. It loses a little to Katz and Catapult when $k$ is small and recall is small. Compared to NIMC without disease ontology, it is obvious that disease ontology helps increase the efficiency of the method.
Figure 5.7: Precision-recall curve on prediction of newly discovered associations.
Chapter 6

Parameter Sensitivity Analysis

In this chapter, we analyze the sensitivity of the hyperparameters in NIMC, including

1. The length of latent feature $r$.

2. The regularizer coefficient $\lambda$.

3. The parameter of leaky ReLU function.

We plot all results in the form of top-$k$ recall curve.

Figure 6.1: Sensitivity analysis of the length of latent feature.
Figure 6.1 shows that on different settings of the length of latent feature $r$, the performance increases when increasing $r$ to a larger number. This can be explained as the model is more expressive when $r$ is large. However, performance does not change much when $r$ changes in a very large range. The curves when $r = 1000$ and $r = 2000$ almost coincide with each other.

Figure 6.2 shows that results are best when $\lambda = 0.01$, when $\lambda = 0.1$, the results are worse than the best case in general, but the recall when $k = 100$ is same as the best case.

Figure 6.3 shows that different settings of the leaky ReLU parameter do not influence the results too much. When $\alpha = 0$, leaky ReLU becomes ReLU, the curve shows using ReLU instead of leaky ReLU can increase the recall when $k$ is around 100, but lower the performance when $k$ is around 25. The curves in other cases almost coincide.
Figure 6.3: Sensitivity analysis of the leaky ReLU parameter.

All figures show that NIMC is not sensitive to hyperparameters. The most sensitive parameter is the regularization coefficient $\lambda$, but it is still easy to find a good solution by grid search.
Chapter 7

Concluding Remarks

In this thesis, we proposed a new model for predicting disease-gene association called NIMC. NIMC outperforms the state-of-the-art methods in finding unknown associations in top-100 ranked genes for each disease. Adding disease ontology as a source of information contributes significantly to the performance of NIMC. The sensitivity analysis shows that NIMC is not sensitive to hyperparameters.

7.1 Implementation

Neural inductive matrix completion is implemented by us in Python using TensorFlow framework [37]. We use the Adam Optimizer [38] implemented by TensorFlow using 0.1 as the learning rate. Training NIMC takes a few minutes on a machine with 2 NVidia Titan X Pascal GPU cards.

7.2 Future Research Work

Future extensions of this work can be done in various directions. From the point of view of data, the recent abundance of biological databases has provided us more information that can be integrated for in silico experiments. Besides disease ontology, it can be an extension to utilize gene ontology as gene features. It is also possible to consider the structures of proteins which are transcription and translation product of human genes.

From the point of view of machine learning, the model can be improved with
special consideration of this special task. Unlike the case of recommender systems where we see users as individuals that are not well connected, genes and diseases are highly correlated. Human genes, proteins and other chemicals are all working together within a complicated human body, while biological pathways are a good tool to describe the internal relation of them. A machine learning model can be applied to this task if it has the potential to learn from the biological pathways, which is a heterogeneous directed graph. In addition, other work can be done to improve the model, including adding more layers to the model, using different strategies to hybrid the features, etc.
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