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Abstract

In this paper, the adaptive bilinear control of a first-order 1-D hyperbolic partial differential equation (PDE) with an unknown time-varying source term is investigated where only boundary measurements are available. By means of boundary injection, the bilinear adaptive law is developed in the Lyapunov approach. It consists of a state observer and an input adaptation law combined with a bilinear control method derived using an energy-like principle. Both global asymptotic practical convergence of the tracking error and input-to-state stability of the system are guaranteed. A potential application of this control strategy is the one-loop solar collector parabolic trough where the solar irradiance is the unknown input (source term) and the flow rate is the control variable. The objective is to drive the boundary temperature at the outlet to track a desired profile. Simulation results are provided to illustrate the performance of the proposed method.
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1. Introduction

Transport processes characterize many industrial, physical and chemical systems ranging from heat transport mechanisms to the transport of species in biology sys-
tems. Transport systems are distributed parameter systems (DPS) which are generally described by hyperbolic PDEs and especially by first-order PDEs when the advection phenomenon dominates the diffusion and the reaction ones. Advection expresses the transport or movement of a property like heat or of a quantity like a material by the bulk motion of a fluid. The advection equation is a first-order hyperbolic PDE and is often used to explain systems of conservation laws or systems of balance laws. For example, to name a few, heat transport in plug-flow reactors, traffic transport and gas transport in pipelines are some real-world applications described using advection equations. In this paper we consider the heat transport in solar collector parabolic troughs.

Renewable energy resources like the solar energy are regarded as promising alternatives to fossil fuels. A parabolic solar collector is a DPS engineering system designed to collect and store the sunlight energy as a part of a solar power plant. Using energy balance laws, heat transport in a one-loop solar collector field is described by a bilinear advection equation. When the heat losses are neglected, the time-varying source term (input) represents the solar irradiance. The fluid flow rate is the control variable by which the outlet temperature of the loop is maintained at a prescribed level in spite of the surrounding disturbances [1].

Solar thermal power generation is a highly appealing source of electricity. However, there are some issues facing the control of this energy resource. One of them is the solar irradiance. Due to its intermittence (variation with respect to the weather conditions, the temporal dust concentration, the vapour concentration, etc.) it is difficult to predict its behavior and this affects the normal and smooth operation of the solar collector plant. Some mechanical or electrical sensors are available locally and at some period of time to measure the sun irradiance. However, providing each collector with a sun tracking sensor is a capital intensive enterprise. This will add to the already high cost of solar energy conversion systems.

For economical (solar energy cost) and technical (control of the solar collector and its tracking system) purposes, it is important to estimate the solar irradiance to overcome these difficulties and build an efficient solar plant. In the literature, some empirical and numerical models and estimators of the solar irradiance already exist, however they are based on other solar irradiance measurements (atmospheric conditions, meteorological
Many control methods have been proposed for the control of the solar collector loop, a survey may be found in [1]. However most of this methods were addressed in the early lumping approach (discretizing first and controlling later) which is not relevant for hyperbolic PDEs, since there is no distinct gap between fast and slow modes [2, Chap. 2, p.11]. Therefore, a discrete approximate model may differ significantly from the original PDE [3]. In this paper, a new adaptive control strategy is proposed to control the solar collector model in the late lumping approach, i.e by considering the control problem in the infinite dimensional framework. Recent years have seen extensive studies on observer design and control techniques of first-order hyperbolic systems in the infinite dimensional framework (see [4], [5], [6] and references therein). One of the pioneer work in this field was Christofides et al.’s paper in [7]. It addressed the problem of feedback control of linear and quasi-linear hyperbolic PDEs using geometric control and distributed inputs and measurements. Then, in [8], robust control of hyperbolic PDEs was dealt with while assuming available point-wise actuators and measurements. Boundary control of hyperbolic PDEs was considered using either Lyapunov design ([9] and references therein) or the powerful backstepping method ([5], [6] and references therein). This latter, backstepping method, was then extended to the control problem of hyperbolic PDEs with unknown constant and functional parameters ([10], [11] and references therein). Fuzzy control design was also proposed for the control of nonlinear hyperbolic PDEs using distributed inputs (see references [12], [13] for more details). However, to our best knowledge, few research work have been dedicated to the control problem of PDEs with unknown time-varying parameters (e.g: [14]). Moreover, the aforementioned methods dealt with distributed, boundary or in-domain control inputs. The problem of bilinear control of first-order PDEs has attracted less attention and was generally investigated using either geometric or optimal control. The geometric control is constrained by its inability to check analytically the stability of the zero dynamics [2]. Whereas, the optimal control problem in bilinear systems is complex and leads in practice to suboptimal control laws. In [15], a new observer-based bilinear control approach was proposed for the solar collector model. It was able to guarantee the exponential convergence of the tracking error using direct measurements of the solar irradiance.
In this paper, a new adaptive controller based on the energy-like control principle proposed in [16] for the heat transport model of the solar collector combined with the adaptive estimation method of time-varying parameters proposed in [14] is considered. The solar irradiance is assumed to be unknown and only the boundary measurements of the temperature at the outlet of the tube are taken into consideration. Unlike most robust control studies ([17] and references therein) in this method, we do not assume that the bounds on the unknown input or its time-variation is known.

The contributions of this work are mainly (i) the design of a new adaptive control method for first-order 1D hyperbolic PDEs, (ii) where the proposed adaptive controller does not require a reference model as it is usually the case in MRAC methods and guarantees the stability of the system and the global asymptotic practical reference tracking. (iii) The estimation of the time-varying source term (solar irradiance) which is not only necessary for the control objective but also useful in the selection of the target state. Note that the method developed herein may find application in various systems that share the same description like spray driers, high way traffic, heat exchangers, etc.

This paper is organized as follows. In Section 2, the solar collector model and the conditions of its well-posedness are formulated. The reachability conditions are given in Section 3. In Section 4, the adaptive control and the proof of its global asymptotic practical convergence are presented. Simulation results are depicted in Section 5.

Notations and definitions

Throughout this paper, we denote by $L_2$ the usual space of square integrable function endowed with its standard norm $\| \cdot \|_2$. $H^s(\Omega)$ is the Hilbert space defined by

$$H^s(\Omega) := \left\{ h \in L_2(\Omega) : \frac{\partial^s h}{\partial x^s} \in L_2(\Omega), |\alpha| \leq s \right\},$$

where $\alpha$ is the multi-index. $L_\infty$ is the space of bounded functions equipped with its usual norm $\| \cdot \|_\infty$.

Definition of a $C_0-$semigroup

In the following, we present the general definition of a $C_0-$semigroup generated by a time-invariant operator $A$. 

4
Definition: A $C_0$–semigroup (or a strongly continuous semigroup) of a one-parameter family $U : \mathbb{R}^+ \rightarrow L(X)$ satisfies

- $U(0) = I$ (the identity on $X$),
- $U(t + s) = U(t)U(s)$,
- $\lim_{t \to 0^+} U(t)f = f$ for each $f \in L(X)$ with respect to the norm on $X$.

where $L(X)$ is the space of bounded linear operators on the Banach space $X$. If in addition, $\|U\| < 1$ then $T$ is said to be a $C_0$–semigroup of contractions.

A $C_0$–semigroup can be seen as a generalization of the exponential function to solve differential equations in Banach spaces. In the case of a time-varying operator $A(t)$, the generated $C_0$–semigroup is of two parameters, i.e. $U(t, s)$, $0 \leq s \leq t$. More details on $C_0$–semigroups can be found in Pazy’s book [18], Chap. 1 and 5.

We recall here the general definitions of reachability and controllability.

Definition: Let us consider a system described by the following state-space representation

$$\dot{X}(t) = \varphi(X(t), u(t); X_0), \quad X(0) = X_0,$$

where $X$ is the state and $u$ is the control input.

The set $W^+(X_1)$ of reachable states $X_1$ at time $t_1$ starting from $X_0$ is defined by

$$W^+(X_1) = \{X_1 : X_1 = \varphi(X(t_1), u(.); X_0), \quad u \in \mathcal{U}\}.$$

where $\mathcal{U}$ is the set of admissible inputs.

The set $W^-(X_0)$ of controllable states to $X_1$ at time $t_1$ is given by

$$W^-(X_0) = \{X_0 : X_1 = \varphi(X(t_1), u(.); X_0), \quad u \in \mathcal{U}\}.$$

More details and discussion on the difference between these two notions can be found in [19], section 2.5.

2. Problem formulation

Using energy balance laws, the solar collector field can be described by the heat transport of the circulating fluid. Moreover, if the heat losses are neglected, the following
model is obtained (for more details see [1] and references therein)

\[
\begin{aligned}
\frac{\partial T}{\partial t}(x,t) = -q(t) \frac{\partial T}{\partial x}(x,t) + f(t), \quad x \in \Omega = [0,1], \quad t \in [0,t_f], \\
T(x = 0, t) = g(t), \quad t \in [0,t_f], \\
T(x, t = 0) = T_0(x), \quad x \in [0,1].
\end{aligned}
\]

with

\[ f(t) = \frac{\eta_0 G}{\rho c S} I(t), \]

and where \( T(x, t) \) is the fluid temperature, \( q(t) \) is the fluid pump volumetric flow rate, \( \eta_0 \) is the mirror optical efficiency, \( \rho \) is the fluid density, \( c \) is the specific heat capacity, \( S \) is the cross-sectional area and \( I(t) \) is the solar irradiance. The normalized space and time variables are denoted \( x \) and \( t \) respectively, where \( t_f \) is the normalized final time. The second and third equations in system (1) define, respectively, the boundary and initial conditions guaranteeing the zero-order compatibility condition

\[ g(t = 0) = T_0(x = 0). \]

The output equation is given by

\[ y(t) = T(1, t), \]

which states that the only available temperature measurements (sensor) are located at the tube outlet where \( x = 1 \).

2.1. Well-posedness of the solar model

As demonstrated in [20], the following proposition gives conditions on the existence, uniqueness and regularity of the solution of equation (1).

**Proposition 2.1.** For all inputs \( q \) strictly positive in \( H^s(0,t_f) \), \( f \in L^\infty(0,t_f) \), \( g \in H^s(0,t_f) \) and \( T_0 \in H^s(0,1) \), equation (1) has a unique solution in \( C^r(0,t_f; H^{s-r}(\Omega)) \) provided that \( r \)-compatibility conditions are satisfied.
Proof. The proof of this proposition is directly obtained by applying Theorem 3.1 of [20]. Besides, in system (1), the dynamic operator $A(t)$ is defined by

$$A(t) = -q(t) \frac{\partial}{\partial x}. \quad (4)$$

Its domain is independent of time and is given by

$$D(A(t)) = H^1_0(0,1) := \left\{ h \in L^2(0,1) : \frac{\partial h}{\partial x} \in L^2(0,1), h(0) = 0 \right\}. \quad (5)$$

The flow rate $q(t)$ is positive by definition, this states that the direction of the flow is from the left (tube’s inlet) to the right (tube’s outlet). Thus the operator $A(t)$ is an infinitesimal generator of a $C_0$-semigroup of contraction and the family $\{A(t)\}_{t \in [0,t_f]}$ is exponentially stable [21] and [18], Chap. 5. Therefore the requirement stated in Theorem 3.1 by [20] is fulfilled.

Remark 2.1 The $r$–compatibility condition imposes conditions on the smoothness of the data $(f, g, T_0)$ in order to ensure that the solution of equation (1) is smooth enough. In other words, $r$-compatibility condition ensures higher order continuity of derivatives of the PDE solution. Especially it guarantees $C^r$ regularity of the PDE solution. Thus, the zero-order compatibility condition is a particular case which implies the continuity ($C^0$) of the PDE solution (a technical definition of the $r$–compatibility condition can be found in [20]).

2.2. Statement of the control problem

Let $T^*(1,t)$ be the target temperature profile at the solar collector outlet. The objective of this paper is to synthesize a control law $q(t)$ such as $q_{\text{min}} < q(t) < q_{\text{max}}$, that drives the outlet temperature $T(1,t)$ towards the target state $T^*(1,t)$ in a suitable norm (which will be specified later) while assuming that the inlet temperature is known and the only available measurements are those of the outlet temperature at $T(x = 1,t)$.

To satisfy the control objective, we use the following variable $\delta(t)$ which is the average tracking error [16]

$$\delta(t) = \int_0^1 (T^*(x,t) - T(x,t)) \, dx, \quad t \geq 0. \quad (6)$$

Remark 2.2 Since $\delta(t)$ is the average tracking error, driving $\delta(t)$ towards zero will not lead directly to the convergence of the outlet temperature tracking error. Some
conditions have to be considered in order to satisfy this convergence. The following proposition states these conditions.

**Proposition 2.2.** The average tracking error $\delta(t)$ given in (6) represents the $L_1$-norm of the tracking error if

$$T^*(x,t=0) \geq \sup_{x \in \Omega} \{ T(x,t=0) \}, \ \forall x \in [0,1],$$

where $T^*(x,t=0)$ is the initial condition of the target system generating the desired temperature profile $T^*(x,t)$ and $T(x,t=0)$ is the initial condition of system (1).

**Proof.** The target system is defined by PDE (1) by choosing the initial condition to be $T^*(x,t=0)$ while the volumetric flow rate is denoted by $q^*(t)$ and the boundary condition is assumed to be equal to PDE's (1) boundary condition. Using the method of characteristics, the analytic solution of PDE (1) is given by

$$T(x,t)=\begin{cases} T_0 \left( x - \int_0^t q(\tau) \, d\tau \right) + \int_0^t f(\tau) \, d\tau, & x \geq \int_0^t q(\tau) \, d\tau \\ g(t-\gamma) + \int_0^t f(\tau) \, d\tau, & x < \int_0^t q(\tau) \, d\tau \end{cases}$$

where

$$\gamma = \int_0^x \frac{d\alpha}{q(r(\alpha))}$$

and $r(x)$ is the inverse of the characteristic curve equation $x(t)$, for more details on the method of characteristics see [22], Chap. 2. Using the analytic solution in (8), the analytic expression of $\delta(t)$ is given by

$$\delta(t) = \int_0^1 \left( T_0 \left( x - \int_0^t q^*(\tau) \, d\tau \right) - T_0 \left( x - \int_0^t q(\tau) \, d\tau \right) \right) \, dx$$

and thus if the condition given in equation (7) is satisfied the integrand in the definition of $\delta(t)$ is positive and thus the tracking error $(T^*(x,t) - T(x,t))$ is positive and $\delta(t)$ represents the $L_1$-norm of the tracking error.

**Remark 2.3** The convergence towards zero and the positivity of the integrand of $\delta(t)$, i.e. $(T^*(x,t) - T(x,t))$ guarantee the convergence of the distributed tracking error $(T^*(x,t) - T(x,t))$ and consequently the convergence of the outlet tracking error.
\( (T^*(x = 1, t) - T(x = 1, t)) \), i.e

\[
\delta(t) \xrightarrow{t \to \infty} 0 \iff (T^*(x = 1, t) - T(x = 1, t)) \xrightarrow{t \to \infty} 0.
\]  

(11)

Since the plant’s initial condition \( T_0(x) \) is known, throughout this work, we assume that the target profile \( T^* \) is selected such as condition (7) is satisfied.

3. Reachability of the solar collector model

In the solar collector model, the flow rate \( q(t) \) is the control variable and thus system (1) is a bilinear first-order hyperbolic PDE. The main result on the controllability of such systems is due to the pioneering work [23] where Ball et al. showed that exact controllability of bilinear PDEs cannot be achieved and only approximate controllability can be obtained, i.e. we can never expect to control system (1) to an open neighborhood of the initial state \( T_0(x) \). Therefore, in this work we consider the reachability problem rather than the controllability one. Rather then looking for the set of states \( T_0(x) \) from which we can reach a target state \( T^* \) using an input \( q \) (controllability), we seek the set of states \( T^* \) that we can reach starting from \( T_0(x) \) using input an \( q \) (reachability).

In order to take into account the physical characteristics of the flow rate \( q(t) \) and the solar irradiance \( f(t) \) the following assumptions are adopted.

Assumptions:

(i) \( q \in Q_q = \{ q \in C^0(0, t) : 0 < q_{\text{min}} \leq q(t) \leq q_{\text{max}} \} \).

(ii) \( f \in Q_f = \{ f \in L^2(0, t) : 0 < f(t) < \infty \text{ and } |\dot{f}| < \infty, \forall t \geq 0 \} \).

(iii) \( T_0 \in L^2(0, 1) \).

(iv) \( g \in L^2(0, t) \).

These assumptions describe the fact that the flow rate \( q(t) \) is lower bounded to ensure good operation conditions of the solar plant and upper bounded due to the physical limitations of the fluid pump [1]. The source term \( f(t) \) is positive and bounded since the solar irradiance is positive by definition and the heat losses are neglected. Assumptions
(iii) and (iv) stress out that the initial and boundary conditions are of finite energy. We can now claim our reachability result in the following proposition.

**Proposition 3.1.** Given $T^*$ a target state in $C^0(0, t_f; L^2(0, 1))$, if assumptions (ii)-(iv) are satisfied then there exists a control $q^* \in C^0(0, t_f)$ such as the solution of system (1) satisfies

$$T(x, t) = T^*(x, t), \quad t \geq t^*$$

provided that zero compatibility condition given in equation (2) are satisfied.

The control time $t^*$ is the minimum time for the propagation of the control law from the pump at the tube’s inlet to the sensor located at the tube’s outlet. It is given by

$$t^* = \frac{1}{q_{\min}}. \quad (12)$$

**Proof.** The proof of proposition 3.1 is equivalent to the problem of finding the conditions of existence and uniqueness of equation (1)’s solution. This is obtained directly from the work of [20], Theorem 3.1 and its extinction in Proposition 5.1.

Note that in this reachability result, unlike Proposition 2.1, only the zero compatibility condition is needed. No further regularity conditions are required.

**Remark 3.1** Proposition 3.1 states that to reach the target profile, this latter needs to be chosen such that it is at least continuous in time and of finite energy in space since the pump volumetric flow rate $q(t)$ can be piecewise constant in time (which corresponds for example to manipulations where the flow is maintained at a certain level for a period of time then switched to another). In practice, inter alia, the knowledge of the lower and upper bounds $q_{\min}, q_{\max}$ (respectively) should also be taken into consideration when choosing an admissible magnitude of the target profile. This is generally achieved at the reference governor stage (which is beyond the present work).

4. **Adaptive control design**

As presented in Subsection 2.2, the objective is to find the control input $q(t)$ under assumptions (i)-(iv) which stabilizes the average tracking error $\delta(t)$ defined in (6). The
variable $\delta(t)$ represents the $L^1$–norm of the tracking error and thus it may be regarded as an energy-like variable.

The idea of choosing this energy-like concept $\delta(t)$ as the controlled variable was first presented in [16]. However, it was based on the assumption that distributed measurements of $T(x,t)$ are available. Moreover as it was presented, the convergence result was only established for $\delta(t)$ and not for the tracking error. In [15] the control strategy proposed in [16] was enhanced by developing conditions under which the stabilization of $\delta(t)$ ensures the stabilization of the tracking error. In addition, the control design was based on a boundary state observer. The global exponential stability of both the tracking error and the plant in closed-loop was proven using the Lyapunov approach. Note that both [16] and [15] assumed available measurements of the solar irradiance $f(t)$.

In this work we consider the practical case of unknown source term $f(t)$. We propose a new adaptive control method based on the boundary measurements of $T(x,t)$ and the design of an estimator of $f(t)$. This control method will guarantee the global asymptotic practical convergence of the tracking error.

**Definition:** The boundary and initial data generate persistent excitations to the PDE model (1) if the output $y(t) = T(1,t)$ is non-zero for a.e $t \geq 0$.

More details on the PE property for PDEs can be found in [24] and references therein.

In [25], it was stated that, unlike ODEs, in PDEs even a constant input can generate a persistent excitation.

In [15], the observer-based energy-like control law was given by the following theorem.

**Theorem 4.1.** Let the state observer be given by

\[
\begin{cases}
\frac{\partial \hat{T}}{\partial t} = -q(t) \frac{\partial \hat{T}}{\partial x} + f(t), & x \in [0,1], \ t \geq 0, \\
\hat{T}(0,t) = g(t) - k_0 \Delta T(1,t), \\
\hat{T}(x,0) = \hat{T}_0(x) \geq 0,
\end{cases}
\]

where $\hat{T}$ is the observer state estimate, $\Delta T(x,t) = \hat{T}(x,t) - T(x,t)$ is the state estimation error and $\Delta T(1,t)$ is the correction term (output error).
Let the average tracking error be given by
\[ \hat{\delta}(t) = \int_0^1 \left( T^*(x,t) - \hat{T}(x,t) \right) dx, \quad (14) \]
Consider the PDE given by (1) subject to assumptions (i)-(iv). Let \( \hat{T} \) be given by PDE (16). The control input \( q(t) \) given by
\[ q(t) = \frac{1}{(T(1,t)-T(0,t))} \left[ f(t) - \int_0^1 \frac{\partial T^*}{\partial t} dx - k_p \hat{\delta}(t) \right] \quad (15) \]
ensures the exponential convergence of both the tracking error \( \hat{\delta}(t) \) and the state estimation error \( \Delta T(x,t) \) (in the \( L_2 \)-norm) for \( t \geq t^* \) where \( t^* \) is defined in (12).

**Proof.** The proof of Theorem 4.1 was presented in [15].

4.1. Analysis of the state and input estimator

In this work, since the solar irradiance is unknown the state observer presented in (16) is modified, where the solar irradiance \( f(t) \) is now estimated using an adaptation law. The new state-observer writes as
\[
\begin{align*}
\frac{\partial \hat{T}}{\partial t} &= -q(t) \frac{\partial \hat{T}}{\partial x} + \hat{f}(t), \quad x \in [0,1], \ t \geq 0, \\
\hat{T}(0,t) &= g(t) - k_0 \Delta T(1,t), \\
\hat{T}(x,0) &= T_0(x) \geq 0,
\end{align*}
\]
where the state estimation error \( \Delta T \) and the input estimation error \( \Delta f \) are given by
\[
\begin{align*}
\Delta T(x,t) &= \hat{T}(x,t) - T(x,t), \\
\Delta f(t) &= \hat{f}(t) - f(t),
\end{align*}
\]
and where \( \hat{f} \) is the estimated solar irradiance given by
\[
\begin{align*}
\frac{df}{dt} &= -\sigma \hat{f}(t) - \vartheta \left( \frac{2}{\mu} \Delta T(1,t) - h(t) \right), \\
h(t) &= -\frac{\mu_f^2}{\mu_f |\hat{f}(t)| + \epsilon_f} \hat{f}(t),
\end{align*}
\]
\[
\hat{f}(0) = \hat{f}_0 \geq 0, \quad \mu_f \geq |f_e(t)|, \quad f_e(t) = -\frac{\sigma}{\vartheta} \left( f(t) + \frac{\hat{f}(t)}{\sigma} \right).
\]
where $\sigma > 0$ introduces the so-called $\sigma-$modification term. The parameters $\mu$ and $k_0$ are chosen such as

$$e^{-\mu} - k_0^2 \geq 0.$$ \hfill (19)

**Theorem 4.2.** Provided that $t \geq t^*$ ($t^*$ defined in (12)), system (1) is persistently excited and assumptions (i)-(iv) are satisfied, the state and input estimators given in equations (16)-(18) ensure the uniform ultimate boundedness of the state’s $L_2-$norm and input estimation errors. The uniform bound denoted $v$ can be made arbitrary small by choosing the adaptation gain $\vartheta$ sufficiently large.

**Proof.** From equations (1) and (16), the dynamics of the state estimation error $\Delta T$ are described by the following equation

$$\begin{cases}
\frac{\partial \Delta T}{\partial t} = -q(t) \frac{\partial \Delta T}{\partial x} + \Delta f(t), \\
\Delta T(0,t) = -k_0 \Delta T(1,t) \\
\Delta T(x, 0) = T_0(x) - \hat{T}_0(x)
\end{cases}$$ \hfill (20)

Let us consider the following Lyapunov function

$$V(t) = V_1(t) + V_2(t).$$ \hfill (21)

where

$$\begin{cases}
V_1(t) = \int_0^1 e^{-\mu x} \Delta T^2(x,t) \, dx, \\
V_2(t) = \frac{1}{2} \vartheta \Delta f(t)^2.
\end{cases}$$ \hfill (22)

The Lyapunov candidate function $V_1$ was first presented in [4] and [9], its derivative along the solution of systems (1)-(16) writes as

$$\dot{V}_1(t) = 2 \int_0^1 e^{-\mu x} \Delta T(x,t) \frac{\partial \Delta T}{\partial x} \, dx$$

$$= - q(t) \int_0^1 e^{-\mu x} \frac{\partial \Delta T^2}{\partial x} \, dx + 2 \Delta f(t) \int_0^1 e^{-\mu x} \Delta T(x,t) \, dx.$$

\hfill (23)
Using the integration by part and the boundary condition in (16), we obtain

\[ \dot{V}_1(t) = -\mu q(t)V_1(t) - q(t) (e^{-\mu} - k_0^2) \Delta T(1, t)^2 + 2 \Delta f(t) \int_0^1 e^{-\mu x} \Delta T(x, t) \, dx. \] \hspace{1cm} (24)

Let us focus now on the third term of equation (24). Since \( t \geq t^* \) then \( x \leq \int_0^t q(\tau) \, d\tau \) and therefore the analytic solution of \( \Delta T \) writes as

\[ \Delta T(x, t) = -k_0 \Delta T(1, t - \gamma) + \Delta f(\tau) d\tau, \] \hspace{1cm} (25)

where \( \gamma \) was already introduced in equation (9). This analytic solution in equation (25) is obtained using the method of characteristics as in equation (8). From equation (25), since \( \gamma \) is a positive increasing function then if we assume that \( \Delta f \) is positive, the integral term \( \int_0^\gamma \Delta f(\tau) \, d\tau \) will be increasing. Therefore, the term \( \Delta T(x, t) + k_0 \Delta T(1, t - \gamma) \) will be also positive and increasing. This implies that \( \Delta T \) is increasing. Thus its space derivative is positive and the product \( \Delta f(t) \, \frac{\partial \Delta T}{\partial x} \) is positive.

In the other hand, if we assume that \( \Delta f \) is negative, the integral \( \int_0^\gamma \Delta f(\tau) \, d\tau \) will be decreasing. Therefore, the term \( \Delta T(x, t) + k_0 \Delta T(1, t - \gamma) \) will be also decreasing. This implies that \( \Delta T \) is decreasing and its space derivative is negative. The product \( \Delta f(t) \, \frac{\partial \Delta T}{\partial x} \) is then positive. From this analysis we conclude that the term \( \Delta f(t) \, \frac{\partial \Delta T}{\partial x} \) is always positive.

Now, by applying integration by parts on the third term of equation (24), we can state that

\[ \Delta f(t) \int_0^1 e^{-\mu x} \Delta T(x, t) \, dx = \frac{1}{\mu} \Delta f(t) \left( \Delta T(0, t) - e^{-\mu} \Delta T(1, t) \right) \]
\[ + \frac{1}{\mu} \Delta f(t) \int_0^1 e^{-\mu x} \frac{\partial \Delta T}{\partial x} \, dx \]
\[ \leq \frac{1}{\mu} \Delta f(t) \left( \Delta T(0, t) - e^{-\mu} \Delta T(1, t) \right) + \frac{1}{\mu} \Delta f(t) \int_0^1 \frac{\partial \Delta T}{\partial x} \, dx \]
\[ \leq \frac{1}{\mu} \Delta f(t) (1 - e^{-\mu}) \Delta T(1, t), \] \hspace{1cm} (26)

where in the first inequality we have used the fact that the product \( \Delta f(t) \, \frac{\partial \Delta T}{\partial x} \) is positive.

From the last inequality in (26) we can guarantee that

\[ \Delta f(t) \int_0^1 e^{-\mu x} \Delta T(x, t) \, dx \leq \frac{1}{\mu} \Delta f(t) \Delta T(1, t). \] \hspace{1cm} (27)
Now combining the derivatives of $V_1$ and $V_2$ we obtain
\[
\dot{V}(t) \leq -\mu q_{\text{min}} \| \Delta T(.,t) \|^2 + \frac{2}{\mu} \Delta T(1,t) \Delta f(t) + \frac{1}{\vartheta} \Delta f(t) (\dot{f}(t) - \dot{\hat{f}}(t))
\]  
(28)

By replacing $\dot{\hat{f}}$ by its expression given in equation (18), equation (28) becomes
\[
\dot{V}(t) \leq -\mu q_{\text{min}} \| \Delta T(.,t) \|^2 + \frac{1}{\vartheta} \Delta f(t) (-\vartheta \dot{f}(t) + \vartheta h(t) - \dot{f}(t))
\]  
(29)

By replacing $\Delta f$ by its expression given in equation (17), we obtain the following inequality
\[
\dot{V}(t) \leq -\mu q_{\text{min}} \| \Delta T(.,t) \|^2 \left( -\frac{\sigma}{\vartheta} \Delta f^2(t) + \frac{\sigma}{\vartheta} f^2(t) + \frac{1}{\vartheta} f(t) \dot{f}(t) + |f(t)| f_\epsilon(t) \right)
\]  
(30)

\[
+ \dot{f}(t) h(t) + h(t) |f(t)|,
\]

By recalling that $\mu_f \geq |f_\epsilon|$ and replacing $h(t)$ by its formula given in equation (18), inequality (30) becomes
\[
\dot{V}(t) \leq -\mu q_{\text{min}} \| \Delta T(.,t) \|^2 - \frac{\sigma}{\vartheta} \Delta f^2(t) + \frac{\sigma}{\vartheta} f^2(t) + \frac{1}{\vartheta} f(t) \dot{f}(t)
\]  
(31)

\[
+ \mu_f |f(t)| - \dot{f}(t) \frac{\mu_f^2}{\mu_f |f(t)| + \epsilon_f} |f(t)| + \frac{\mu_f^2}{\mu_f |f(t)| + \epsilon_f} |f(t)| |f(t)|.
\]

which after simplification becomes
\[
\dot{V}(t) \leq -M V(t) + v(t),
\]  
(32)

where $M = \min(\mu q_{\text{min}}, \sigma)$ and $v(t)$ is a region defined by
\[
v(t) = \frac{\sigma}{\vartheta} f^2(t) + \frac{1}{\vartheta} f(t) \dot{f}(t) + \epsilon_f + \mu_f |f(t)|.
\]  
(33)

From inequality (32), by considering the upper-bound $v_\infty$ of the region $v(t)$ and using Gronwall’s inequality we end up with the following inequality
\[
\begin{cases}
V(t) \leq V(0) e^{-Mt} + v_\infty,
\end{cases}
\]  
(34)

\[
v_\infty = \frac{\sigma}{\vartheta} |f^2(t)|_\infty + \frac{1}{\vartheta} |f(t) \dot{f}(t)|_\infty + \epsilon_f + \mu_f |f(t)|_\infty,
\]

and thus \( \lim_{t \to \infty} V(t) \leq v_\infty \)

Note that the region $v_\infty$ can be made arbitrary small by a suitable choice of the parameters $\sigma$, $\epsilon_f$ and $\vartheta$. However, this choice should take into consideration the state and
parameter error convergence speed which depends on parameter $M$ (equation (31)). Note also that the knowledge of the bounds on the solar irradiance $f(t)$ and its derivative $\dot{f}(t)$ is not required. Furthermore, the standard assumption $\dot{f} \in L_1(0, t)$ (see e.g [17]) is not necessary. The term $h(t)$ accounts for the time variations of $f(t)$.

**Proposition 4.3.** For all initial state estimation errors $\Delta T(x, 0) \in L_2(\Omega)$, $\|\Delta T(x, 0)\|_2 \neq 0$, the minimum time convergence $\tau_{min}$ of state and input estimation errors to a region $\eta \geq v_\infty$ is given by

$$\tau_{min} = \frac{1}{M} \ln \left( \frac{(\eta - v_\infty)/V(0)}{V(0)} \right).$$  \hfill (35)

**Proof.** The proof is directly induced from inequality (34)

$$V(0) e^{-Mt} + v_\infty \leq \eta \Rightarrow t \geq \frac{1}{M} \ln \left( \frac{(\eta - v_\infty)/V(0)}{V(0)} \right).$$  \hfill (36)

Proposition 4.3 provides a measure of the requested minimal time for the state and input estimation errors to converge to a region around $v(t)$ and which can be made arbitrary small by a careful choice of the parameters $\sigma, \epsilon_f$ and $\vartheta$.

**Remark 4.1** In the case of a slowly time-varying input, using the same arguments and method presented in [26] and [27], the state estimator given by (16) and the input adaptation law given by (18) but without the term $h(t)$ ensure the asymptotic convergence of the state estimation error in the $L_2$-topology. By assuming that the system (1) is persistently excited, the asymptotic convergence of the input estimation error is also proved.

### 4.2. Analysis of the adaptive control strategy

Once the new state observer given by equation (16) and the input adaptation law given by equation (18) are defined and the convergence of the state and input estimation errors is analyzed, we can move to the study of the convergence of the system in closed-loop, i.e using the control law defined by system (15) but with $\hat{q}(t)$ given by

$$\hat{q}(t) = \frac{1}{(T(1, t) - T(0, t))} \left[ \hat{f}(t) - \int_0^1 \frac{\partial T^n}{\partial t} dx - k_p \delta(t) \right].$$  \hfill (37)

Compared to equation (15) the solar irradiance $f(t)$ is replaced by its estimate $\hat{f}(t)$. In this section, we will investigate the convergence of the average tracking error of the closed-loop system.
Theorem 4.4. Consider the system (1) under assumptions (i)-(iv) with the controller (37), the state observer (16), the adaptation law (18), condition (19) and \( t \geq t^* \). Then the solution \((T, f)\) is bounded for all \( x \in [0, 1] \), \( t \geq 0 \). The \( L_2 \)-norm of the state estimation error \( \| \Delta T \|_2 \), the source term error \( \Delta f \) and the average tracking error \( \delta(t) \) are globally practically asymptotically stable.

Proof. The proof is based on Lyapunov theory. Let us consider the following Lyapunov candidate function.

\[
V_\ast(t) = V(t) + V_3(t),
\]

where \( V \) was defined as in (22). Taking into consideration the fact that

\[
\delta(t) = \hat{\delta}(t) + \int_0^1 \Delta T(x,t) \, dx,
\]

and the control law defined in (37), the derivative of \( \delta \) is given by

\[
\dot{\delta}(t) = \Delta f(t) - k_p \hat{\delta}(t).
\]

Thus the derivative of \( V_3 \) is given by

\[
\dot{V}_3(t) = -k_p \delta^2(t) + k_p \delta(t) \int_0^1 \Delta T(x,t) \, dx + \delta(t) \Delta f(t),
\]

\[
\leq \frac{(k_p - \vartheta)}{2} \delta^2(t) + \frac{k_p}{2} \| \Delta T(.,t) \|_2^2 + \frac{1}{2\vartheta} \Delta f^2(t).
\]

The last inequality was obtained using Young’s inequality. Using equations (32), we know that

\[
\dot{V}(t) \leq -\mu \| \Delta T(.,t) \|_2^2 + v(t),
\]

and the following inequality of the derivative of \( V_\ast \) can be induced

\[
\dot{V}_\ast(t) \leq -\frac{(k_p - \vartheta)}{2} \delta^2(t) - \left( \mu \| \Delta T(.,t) \|_2^2 - \frac{\epsilon}{2\vartheta} \Delta f^2(t) + \frac{1 + \epsilon}{2\vartheta} \Delta f^2(t) + v(t). \right.
\]

If the parameters \( k_p \) and \( \mu \) are chosen such as

\[
k_p > \vartheta \quad \text{and} \quad \mu > \frac{k_p}{2q_{\text{min}}},
\]

(43)
then
\[ \dot{V}_*(t) \leq -\beta V_*(t) + \frac{1+\epsilon}{2\vartheta} \Delta f^2(t) + v(t) \]
\[ \leq -\beta V_*(t) + \frac{3+\epsilon}{2} v(t). \]
(44)

where \( \beta = \min(k_p, \mu q_{\text{min}}, \epsilon/2) \) and the last inequality was deduced from inequality (34).

Using the same arguments as those employed in the proof of theorem 4.2, we have
\[
\begin{aligned}
V_*(t) &\leq V_*(0) e^{-\beta t} + \Gamma_{\infty} \\
\Gamma_{\infty} &= \frac{3 + \epsilon}{2} v_{\infty},
\end{aligned}
\]
(45)

and thus \( \lim_{t \to \infty} V(t) \leq \Gamma_{\infty} \). The region \( \Gamma_{\infty} \) can be made arbitrary small by a suitable choice of the parameters \( \sigma, \epsilon_f \) and \( \vartheta \). In conclusion, we have shown the global practical asymptotic stability of the tracking error \( \delta(t) \), the input error \( \Delta f \) and of the \( L_2 \)-norm of the state error \( \Delta T \).

From inequality (45), the input-to-state stability of the controller with respect to signals \( f(t) \) and \( \hat{f}(t) \) is directly inferred.

**Remark 4.2** The choice of a high adaptation gain \( \vartheta \) reduces the size of the region \( v \) but in the same time may induce high-frequency oscillations in both the estimation process and the control signal (see conditions (43)).

**Remark 4.3** Note that in the proof of Theorem 4.4 the term \( \left( \frac{\vartheta}{2} \Delta f(t) \right) \) was not included to keep free choice of the parameters \( \sigma \) and \( \vartheta \) and use them in the tuning of the region of convergence \( v_{\infty} \). Also, we have applied the simple version of Young’s inequality to avoid introducing extra parameters which would complicate the convergence analysis without modifying its final conclusion.

5. Simulation results

For simulation, we consider a one-loop parabolic solar collector trough. It consists of a parabolic mirror which allows to gather the solar irradiance and concentrate it on an absorber tube which is placed on its focal line. Through this tube a fluid flows and heat
is transferred to it. A sun-tracking algorithm revolves the mirror to follow the sun along its daily cycle. The heated fluid is then either directed to a storage tank or transported to feed a heat exchanger to produce heat stream for a turbine or as the primary energy source in a solar desalination plant [28], [1].

To prove the usefulness of our adaptive controller design, we propose for simulation two examples. Example 1 deals with the case of a slowly time-varying source term (input) \( f(t) \) whereas Example 2 considers a fast time-varying source term. For both cases, the following simulation conditions are adopted.

### 5.1. Simulation conditions

Motivated by practical applications of the solar collector in [28] and [29], we select an almost piece-wise constant in time target profile \( T^* \) as illustrated in Figure 1. Since the temperature variations cannot be stiff, we choose a smooth slope for \( T^* \).

For each time interval \( \Delta_i = [t_i, t_{i+1}] \), \( i = \{1, 2, 3\} \), the profile \( T^*_i(x, t) \) is generated using the steady-state solution of equation (1) as follows

\[
T^*_i(x, t) = \begin{cases} 
(T^*(0) + x(T^*(1) - T^*(0))) \mathbb{1}(t), & t \in \Delta_i, \\
0 & \text{else}
\end{cases}
\]

where \( T^*(0) = 20^\circ \) which corresponds to the case where the plant (solar collector) is fed by a storage tank at the ambient temperature. The target outlet temperature \( T^*(1, t) \) is shown in Figure 1 (left panel). For practical issues, the inlet-outlet temperature gradient should not exceed \( 80^\circ \) [31].

Since \( T^*(x, t) \) is the sum of \( T^*_i(x) \) and \( T^*(x, t = 0) = T^*(x = 0) = T(x, t = 0) \) then \( T^*(x, t) \) satisfies Proposition 2.2. Moreover, as it is depicted in this figure, the target temperature \( T^*(x, t) \) belongs to our set of reachable states \( C^0(0, t_f; L^2(\Omega)) \) and thus exact reachability with respect to this set is feasible. The magnitudes of these parameters are coherent with what exists in practice, e.g. experimental data provided by AQUASOL desalination plant in [29].

The set of tuning parameters is chosen as follows \( k_p = 20, \sigma = 0.1, k_0 = 10^{-3}, \mu = 5 \) and \( \vartheta = 10 \) and the FEM (finite element method) using quadratic B-splines functions
is adopted for the implementation of the system in closed-loop in Simulink®. Note that the tuning parameters where chosen by trial and error. Even if the PDE in equation (1) is linear, the estimator given by equations (16)-(18) is nonlinear and the control problem itself is bilinear. In this case it is very difficult to analyze analytically the effect of the tuning parameters. However, as stated by [30], p 367, in practice we noticed that increasing the tuning parameters will lead to faster parameter and control error convergence. But beyond a certain point, increasing the tuning gains will induce oscillations and slow down the convergence.

5.2. Example 1: Case of a slowly time-varying $f(t)$

We suppose that the one-loop parabolic solar collector trough is exposed to the solar irradiance shown in Figure 2 and the objective is to track the outlet temperature given in Figure 1. The distributed target temperature profile $T^*(x,t)$ is given in Figure 1 (right panel). The state observer in equation (16) is initialized such as the output $y(t)$ is nonzero and the PE condition is thus satisfied.

Using the control strategy proposed in (37), as it is illustrated in Figure 3, the profile of the controlled outlet temperature $T(1,t)$ follows the target outlet trajectory $T^*(1,t)$ with a tracking error less than 1% except at the ramp portions where it reaches the level of 2.7%. Actually, the proposed control strategy in Figure 3 does not only guarantee the convergence of the outlet tracking error but also the convergence of the distributed one.
as it is shown in Figure 4. This figure represents the time evolution of the distributed tracking relative error for each spatial node in the FEM scheme.

In Figure 5 the control input $q(t)$ is presented together with the average tracking error $\hat{\delta}(t)$. We see from this figure that the control law is indeed in $C^0(0,t_f)$ and satisfies assumption (i). The average tracking error $\hat{\delta}(t)$ converges in finite time and is below 0.01.

The source estimation error $\Delta f(t)$ converges in finite time and is less then 0.1% as it is
shown in Figure 6.

5.3. Example 2: Case of a fast varying \( f(t) \)

This case is proposed to test the efficiency of the proposed algorithm. We assume that the plant is exposed to the source term \( f(t) \) shown in Figure 7. The output \( y(t) \) will be nonzero and the PE condition is thus satisfied. Note that such fast variations of the solar irradiance are not frequent, yet they may appear for certain periods of time as it is shown for example in [29] and [31] (and references therein). The objective is still to track the target profile given in Figure 1. The estimator given by equation (16)-(18)
together with the controller in equation (37) are implemented. The tracking error and
the outlet tracking temperature are illustrated in Figure 8 where despite the unknown
input fast variations \( f(t) \) the controller is able to track the target profile with an error
less than 1% in average. Also as it is shown in Figure 9, the distributed tracking error
is converging rapidly and in finite time. It is in average less than 1%. Again, each line
represents the time evolution of the distributed tracking error for each spatial node in
the FEM scheme.

Figure 10 shows the volumetric pump flow rate \( q(t) \). We see that it is directly affected
by the estimated profile of $f(t)$. Since the source term is fast varying, $q(t)$ needs also to vary rapidly in order to reach the control objective despite the fast variations of the unknown input $f(t)$. However, implementing such a control strategy in practice may not be feasible. This is why a post filtering is required in practice. The average tracking error $\hat{\delta}(t)$ (right panel) converges in finite time and is below 0.01.

The convergence of the source estimation error $\Delta f(t)$ is shown in Figure 11 where we see that despite the fast variations of the source term $f(t)$ the algorithm is able to estimate it accurately.
6. Conclusion

In this paper we addressed the problem of boundary tracking of a 1-D first-order hyperbolic PDE using bilinear control. As it was pointed and demonstrated in [23], exact controllability of bilinear distributed systems is not achievable this is why we started by defining the set of reachable states and then we formulated the control problem. It consists in designing the control law which allows the tracking of the outlet target temperature while assuming that the boundary state is known and the only available measurements are those obtained at the second boundary. The source term which is the input was assumed unknown and time-varying. By means of adaptive control methods, we were able to provide an adaptive control law which guarantees the global practical asymptotic stability under some conditions.

A potential application of this problem is the solar collector parabolic trough, where the flow velocity plays the role of the control input and the solar irradiance is the unknown source term.

Simulation results attest of the potential of the proposed control strategy. The estimation of the source term is not only necessary from a control perspective but even from a supervision point of view where the estimated source term can be used in selecting the target state at the reference governor stage.

In future works, first we will consider the robustness of the proposed control design
with respect to noisy measurements and then extended the problem to the case of a space and time varying source terms while taking into consideration the inlet temperature as an external disturbance.
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