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\textbf{Abstract.} In this paper, we present the categories associated to the square matrix with coefficients 2 of order 3. The family of categories associated to these matrices has 5 isomorphism classes.

In the case of a matrix of order higher than 3, we only demonstrate upper and lower bounds for the number of associated categories.
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1 Introduction

Category theory was developed by mathematicians Samuel Eilenberg and Saunders Mac Lane then propagated by Grothendieck and his school in the sixties. This abstract theory allows us to generalize the concept of algebraic structures and has become an essential tool in algebraic geometry and algebraic topology.

Numerous studies have focused on the theory of categories, but less focus had been given to the finite categories. Recently however, finite categories have attracted significant attention. Leinster and Berger [4, 13] have studied the matrices corresponding to their finite categories, counting the numbers of morphisms between different objects. Fiore and Lück [8], have obtained necessary conditions for developability of a finite complex of groups from an action of a finite group on a finite category without loops.

The enumeration and classification of associative structures in general is a difficult problem, see for example [15]. In the case of finite categories, the corresponding matrix can provide an interesting invariant to help in the classification. In our previous paper [3], we presented necessary and sufficient conditions on the matrix to obtain at least one finite category.

A next question is: how many are there? The basic idea for going from the matrix towards a classification, is that if certain coefficients are small then it should provide additional information. One of the most initial cases is to study the finite categories with a matrix of coefficients 2 of order \( n \), that is to say categories possessing exactly two morphisms between each pair of objects. The objective of this work is to consider the classification and counting of these categories. We proceed to start with the orders \( n = 2 \) and \( n = 3 \), then after this sequence is completed to look at a general order.

We say that a matrix 2 of order \( n \) denoted by \( M_2^n \) is a square matrix of order \( n \) whose coefficients are all equal and have the value 2. Next by Leinster

For the classification it suffices to consider categories that don’t have distinct pairs of isomorphic objects, such a category is said to be reduced.

We denote by $\text{Card}(M^n_2, r)$ the cardinality of the set of all reduced categories that are associated with $M^n_2$ up to isomorphism and $\text{Card}(M^n_2, r, o)$ the same for the ordered categories (provided with a total order or equivalently a numbering on the set of objects). In this paper we determine the exact value of $\text{Card}(M^n_2, r)$ for $n = 1, 2, 3$ and for $n > 3$ we find an upper bound and lower bound for $\text{Card}(M^n_2, r)$.

For $n = 1$ there are two isomorphism types, and for $n = 2$ just one isomorphism type of such categories.

For $n = 3$ there are five isomorphism types. For the internal compositions $X^{kj} \circ Y^{ji}$ we first have the following properties:

$$X^{ij} \circ Y^{ji} = B^{ij}, \quad B^{kj} \circ Y^{ji} = X^{kj} \circ B^{ji} = B^{ki}.$$ 

For the other forms of composition and specifically the forms $A^{kj} \circ A^{ji}$ with $i \neq j \neq k$, the five categories of $M^n_2$ are characterized by the compositions in the following table:

<table>
<thead>
<tr>
<th>triple</th>
<th>comp</th>
<th>$\mathcal{A}_1$</th>
<th>$\mathcal{A}_2$</th>
<th>$\mathcal{A}_3$</th>
<th>$\mathcal{A}_4$</th>
<th>$\mathcal{A}_5$</th>
</tr>
</thead>
<tbody>
<tr>
<td>(213)</td>
<td>$A^{31} \circ A^{12} =$</td>
<td>$B^{32}$</td>
<td>$B^{32}$</td>
<td>$B^{32}$</td>
<td>$B^{32}$</td>
<td>$A^{32}$</td>
</tr>
<tr>
<td>(312)</td>
<td>$A^{21} \circ A^{13} =$</td>
<td>$B^{23}$</td>
<td>$B^{23}$</td>
<td>$B^{23}$</td>
<td>$B^{23}$</td>
<td>$B^{23}$</td>
</tr>
<tr>
<td>(123)</td>
<td>$A^{32} \circ A^{21} =$</td>
<td>$B^{31}$</td>
<td>$B^{31}$</td>
<td>$B^{31}$</td>
<td>$B^{31}$</td>
<td>$B^{31}$</td>
</tr>
<tr>
<td>(321)</td>
<td>$A^{12} \circ A^{23} =$</td>
<td>$B^{13}$</td>
<td>$B^{13}$</td>
<td>$B^{13}$</td>
<td>$A^{13}$</td>
<td>$A^{13}$</td>
</tr>
<tr>
<td>(231)</td>
<td>$A^{13} \circ A^{32} =$</td>
<td>$B^{12}$</td>
<td>$B^{12}$</td>
<td>$A^{12}$</td>
<td>$B^{12}$</td>
<td>$B^{12}$</td>
</tr>
<tr>
<td>(132)</td>
<td>$A^{23} \circ A^{31} =$</td>
<td>$B^{21}$</td>
<td>$A^{21}$</td>
<td>$A^{21}$</td>
<td>$A^{21}$</td>
<td>$A^{21}$</td>
</tr>
</tbody>
</table>

Table 1: Composition for three objects

Once these classifications are done, we turn to the problem of getting general bounds on $\text{Card}(M^n_2, r)$. In order to understand the growth rate as a function
of \( n \), put
\[
\sigma := \lim_{n \to \infty} \sup \frac{\log(\text{Card}(M_n^2, r))}{n^3}.
\]
We obtain the bounds
\[
\frac{\log(2)}{27} \leq \sigma \leq \frac{\log(18)}{6}.
\]
This uses the classification for \( n = 3 \), notably the fact that \( \text{Card}(M_2^2, r, o) = 18 \).

We would like to thank Abdelkrim Aliouche, Persi Diaconis, and Tom Leinster for conversations inspiring the start of this work.

2 Preliminaries

We need to construct and recall some definitions and notations concerning the categories of matrix \( M_n^2 \).

2.1 Categories of matrix 2 of order n

Definition 2.1 A finite category is a category with a finite set of objects and a finite set of morphisms. In this case we have several methods for numbering the objects and the morphisms, moreover the order of this category is defined to be the cardinal of the set of objects.

Let \( \mathcal{A} \) be a finite category of order \( n \), assume that \( \text{Ob}(\mathcal{A}) = \{x_1, x_2, \ldots, x_n\} \) and we construct an order relation over \( \text{Ob}(\mathcal{A}) \) that is given by:

\[
x_i < x_j \iff i < j,
\]

Therefore \( \text{Ob}(\mathcal{A}) \) becomes a ordered set, and \( \mathcal{A} \) is called ordered category [2]. The associated matrix is by definition \( M(i, j) = |\mathcal{A}(x_i, x_j)| \).
Throughout this work, we consider $\mathcal{A}$ a category associated to $M_2^n$, where $M_2^n$ is the square matrix of order $n$ which is defined by:

$$M_2^n = \begin{pmatrix} 2 & 2 & \cdots & 2 \\ 2 & 2 & \cdots & 2 \\ \vdots & \vdots & \ddots & \vdots \\ 2 & 2 & \cdots & 2 \end{pmatrix}.$$ 

Therefore, each morphism set $\mathcal{A}(x_i,x_j)$ has two elements. According to (1) we note that the symbol of an object $x_i$ and its index $i$ play the same role, so from now on we take $\text{Ob}(\mathcal{A}) = \{1, 2, \ldots, n\}$, and for every $i \neq j$ the morphisms of $\mathcal{A}$ are given by [1]: $\mathcal{A}(i,i) = \{A^{ii}, B^{ii}\}$ and $\mathcal{A}(i,j) = \{A^{ji}, B^{ji}\}$, where $A^{ii}$ is the identity morphism $id_{ii}$ and $A \neq B$.

In order to avoid ambiguity the notation $(X^{ji})$ is designed to make visible the information of sources and targets of morphisms during the calculations.

**Definition 2.2** We say that $\mathcal{A}$ is a reduced category if there does not exist any isomorphism between two distinct objects.

If $\mathcal{A}$ is a reduced category and $i,j$ two distinct objects, then

$$B^{ij} \circ A^{ji} = B^{ij} \circ B^{ji} = A^{ji} \circ B^{ii} = B^{ji} \circ B^{ii}.$$ 

This will be proved in the next section.

In view of these properties, we may therefore fix the notation that

$$B^{ji} := B^{ij} \circ A^{ji} = B^{ij} \circ B^{ji} = A^{ji} \circ B^{ii} = B^{ji} \circ B^{ii}.$$ 

The morphism $A^{ji}$ is the other one not equal to this.

### 2.2 Set of categories and morphisms of the matrix $M_2^n$

To classify the categories with matrix $M_2^n$, we need to define some terms.

- $\text{Card}(M_2^n)$ is the cardinal of the set of isomorphism classes of categories
associated to $M^n_2$.

- $\text{Card}(M^n_2, r)$ is the cardinal of the set of isomorphism classes of reduced categories associated to $M^n_2$.

- $\text{Card}(M^n_2, r, o)$ is the cardinal of the set of classes of reduced and ordered categories associated to $M^n_2$, up to isomorphism preserving the ordering.

These terms readily lead to the following property:

$$0 \neq \frac{\text{Card}(M^n_2, r, o)}{n!} \leq \text{Card}(M^n_2, r) \leq \text{Card}(M^n_2, r, o).$$

Let $\mathcal{A}$ be a reduced category of $M^n_2$ such that its objects are denoted $\{1, \ldots, n\}$. We note by $[i,j,k]$ the set of all morphisms among three objects $i$, $j$ and $k$. If $(i \neq j \neq k \neq i)$, we say $[i,j,k]$ is distinct. We denote the composition $A^{ij} \circ A^{jk}$ by $\langle i, j, k \rangle$.

By the theorem (3.8) below, we will know the formulas for composition within any non-distinct triple, namely $A^{ii}$ are identities, any composition with a morphism $B$ will be a morphism $B$, and compositions with the same source and target are $B$, so it remains to study the formulas for composition within a distinct triple $(i, j, k)$.

**Definition 2.3** Let us define the function $\alpha: \{(i,j,k)| i, j, k \in \text{Ob}($$\mathcal{A}$$)$\} \to \{0, 1\}$ by

$$\alpha: (i, j, k) \quad \longrightarrow \quad \alpha((i, j, k)) = \begin{cases} 0 & \text{if } \langle i, j, k \rangle = B^{ik} \\
1 & \text{if } \langle i, j, k \rangle = A^{ik} \end{cases}$$

We say that $\mathcal{A}$ is exceptional at a distinct triple $(ijk)$ if $\alpha(i, j, k) = 1$. 

6
3 Composition in the categories of $M^2_n$

Pick $\mathcal{A}$ a reduced category associated to $M^2_n$ with $\text{Ob}(\mathcal{A}) = \{1, \ldots, n\}$, where $n \geq 2$. For every $i \neq j$ in $\text{Ob}(\mathcal{A})$, as above the morphisms are denoted by $\mathcal{A}(i, j) = \{A^{ji}, B^{ji}\}$. We follow the convention that $A^{ii} = id_i$.

3.1 Composition of two morphisms for two distinct objects

Let $X, Y \in \{A, B\}$, we denote by $X'$ and $Y'$ the morphisms otherwise than $X$ and $Y$ for example:

$$X' = \begin{cases} A & \text{if } X = B \\ B & \text{if } X = A \end{cases}$$

**Theorem 3.1** There exist at least two morphisms $X, Y \in \{A, B\}$ such that $Y^{ij} \circ X^{ji} = B^{ii}$.

**Proof:**

To the contrary, assume that $Y^{ij} \circ X^{ji} = A^{ii} = id_i$ for all $X, Y \in \{A, B\}$, then

$$[A^{ij} \circ A^{ji}] \circ B^{ii} = id_i \circ B^{ii} = B^{ii} = A^{ij} \circ [A^{ji} \circ B^{ji}] = A^{ij} \circ X^{ji} = A^{ii}.$$ 

This is a contradiction, since $B^{ii} \neq A^{ii}$.

**Theorem 3.2** If we have $B^{ii} \circ B^{ii} = A^{ii} = id_i$ then for any $X, Y \in \{A, B\}$ and any $j \neq i$, we get the following properties:

1. $X^{ji} \circ B^{ii} = (X')^{ji}$ and $B^{ii} \circ Y^{ij} = (Y')^{ij}$
2. $Y^{ij} \circ X^{ji} = (Y')^{ij} \circ (X')^{ji} \neq (Y')^{ij} \circ X^{ji} = Y^{ij} \circ (X')^{ji}$
3. $B^{ij} \circ B^{jj} = A^{jj} = id_j$.

**Proof:**

(1)
If $X^{ji} \circ B^{ii} = (X')^{ji} \circ B^{ii}$ then,

$X^{ji} \circ [B^{ii} \circ B^{ji}] = X^{ji} \circ A^{ii} = X^{ji} = [X^{ji} \circ B^{ii}] \circ B^{ii} = [(X')^{ji} \circ B^{ii}] \circ B^{ii} = (X')^{ji}.$

This is a contradiction, since $X' \neq X$, so $X^{ji} \circ B^{ii} \neq (X')^{ji} \circ B^{ii}.$

It remains to be shown that $X^{ji} \circ B^{ii} = (X')^{ji}.$

Suppose to the contrary that $X^{ji} \circ B^{ii} = X^{ji}$, then:

$[Y^{ij} \circ X^{ji}] \circ B^{ii} = Y^{ij} \circ [X^{ji} \circ B^{ii}] = Y^{ij} \circ X^{ji}.$ But $Y^{ij} \circ X^{ji} \in \{A^{ii}, B^{ii}\},$

so, we have two cases:

- If $Y^{ij} \circ X^{ji} = A^{ii}$, then:
  
  $[Y^{ij} \circ X^{ji}] \circ B^{ii} = Y^{ij} \circ X^{ji} = A^{ii}$ which is impossible ($B^{ii} \neq A^{ii}$).

- If $Y^{ij} \circ X^{ji} = B^{ii}$, then:
  
  $[Y^{ij} \circ X^{ji}] \circ B^{ii} = B^{ii} \circ B^{ii} = A^{ii} = Y^{ij} \circ X^{ji} = B^{ii}$ which is impossible ($B^{ii} \neq A^{ii}$).

In both cases we get a contradiction, therefore $X^{ji} \circ B^{ii} = (X')^{ji}.$

Finally, we find that:

$X^{ji} \circ B^{ii} = (X')^{ji}$ and $(X')^{ji} \circ B^{ii} = X^{ji}.$

Following the same ideas:

$B^{ii} \circ Y^{ij} = (Y')^{ij}$ and $B^{ii} \circ (Y')^{ij} = Y^{ij}.$

(2)

We have,

$[Y^{ij} \circ X^{ji}] \circ [B^{ii} \circ B^{ji}] = Y^{ij} \circ [X^{ji} \circ B^{ii}] \circ B^{ii} = [Y^{ij} \circ (X')^{ji}] \circ B^{ii}$

$[B^{ii} \circ B^{ii}] \circ [Y^{ij} \circ X^{ji}] = B^{ii} \circ [B^{ii} \circ Y^{ij}] \circ X^{ji} = B^{ii} \circ [(Y')^{ij} \circ X^{ji}]$ so,

$Y^{ij} \circ X^{ji} = [Y^{ij} \circ (X')^{ji}] \circ B^{ii} = B^{ii} \circ [(Y')^{ij} \circ X^{ji}].$

Similarly,

$(Y')^{ij} \circ (X')^{ji} = [(Y')^{ij} \circ X^{ji}] \circ B^{ii} = B^{ii} \circ [Y^{ij} \circ (X')^{ji}].$

There are two cases for $(Y')^{ij} \circ X^{ji}$:

- If $(Y')^{ij} \circ X^{ji} = A^{ii}$ then,
  
  $Y^{ij} \circ X^{ji} = (Y')^{ij} \circ (X')^{ji} = B^{ii}$ and $(Y')^{ij} \circ X^{ji} = A^{ii} = id_i$
• If \((Y')^{ij} \circ X^{ji} = B^{ii}\) then,
  
  \[ Y^{ij} \circ X^{ji} = (Y')^{ij} \circ (X')^{ji} = A^{ii} = \iota d_i \]  
  and \((Y')^{ij} \circ X^{ji} = B^{ii}\)

Thus, \(Y^{ij} \circ X^{ji} = (Y')^{ij} \circ (X')^{ji} \neq (Y')^{ij} \circ X^{ji} = Y^{ij} \circ (X')^{ji}\).

(3)

According to the theorem (3.1), there exist \(X, Y \in \{A, B\}\) with \(Y^{ij} \circ X^{ji} = B^{ii}\).

But, by the preceding argument,

\[
\begin{align*}
  B^{ii} \circ B^{ii} &= A^{ii} = \iota d_i \\
  Y^{ij} \circ X^{ji} &= (Y')^{ij} \circ (X')^{ji} = B^{ii} \\
  (Y')^{ij} \circ X^{ji} &= Y^{ij} \circ (X')^{ji} = A^{ii} = \iota d_i
\end{align*}
\]

Note that

\(B^{jj} \circ X^{ji} = (X')^{ji}\), because if we take \(B^{jj} \circ X^{ji} = X^{ji}\) then,

\[
X^{ji} [Y^{ij} \circ X^{ji}] = X^{ji} \circ B^{ii} = (X')^{ji} = [X^{ji} \circ Y^{ij}] \circ X^{ji}.
\]

Thus, \((X')^{ji} = [X^{ji} \circ Y^{ij}] \circ X^{ji}\).

If \(X^{ji} \circ Y^{ij} = A^{jj}\) then, \((X')^{ji} = X^{ji}\) contradiction.

If \(X^{ji} \circ Y^{ij} = B^{jj}\) then, \((X')^{ji} = B^{jj} \circ X^{ji} = X^{ji}\) contradiction.

In both cases we arrive at an impossibility, therefore \(B^{jj} \circ X^{ji} = (X')^{ji}\).

In the same way, one shows that \(B^{ij} \circ (X')^{ji} = X^{ji}\).

We come back to the proof that \(B^{ij} \circ B^{ij} = A^{ij} = \iota d_j\).

Suppose instead that \(B^{ij} \circ B^{jj} = B^{ij}\) then,

\[
(X')^{ij} = [B^{ij} \circ B^{jj}] \circ X^{ji} = B^{ij} \circ [B^{ij} \circ X^{ji}] = B^{ij} \circ (X')^{ji} = X^{ji}.
\]

This is a contradiction, so \(B^{ij} \circ B^{jj} = A^{ij} = \iota d_j\).

**Corollary 3.3** With the assumption \(n \geq 2\), we have \(B^{ii} \circ B^{ii} = B^{ii}\) for all \(i\).

**Proof:**

To the contrary, suppose that \(B^{ii} \circ B^{ii} = A^{ii} = \iota d_i\). According to the previous theorem, \(B^{ij} \circ B^{jj} = A^{ij}\) for some \(j \neq i\). But then if \(X^{ij}\) and \(Y^{ji}\) are any morphisms, their compositions \(X^{ij} \circ Y^{ji}\) and \(Y^{ji} \circ X^{ij}\) are either the identity or an invertible morphism \((B^{ii} \circ B^{ij} \circ B^{ji} \circ B^{ii})\) respectively, so \(X^{ij}\) and \(Y^{ji}\) are isomorphisms,
Lemma 3.4 There exists a morphism $f \in \mathcal{A}(i,j)$ such that $B^{i j} \circ f = f$, $f \circ B^{i i} = f$, and for any $g \in \mathcal{A}(j,i)$ we have $f \circ g = B^{j i}$ and $g \circ f = B^{i i}$.

Proof:

Choose a morphism $X^{j i} \in \mathcal{A}(i,j)$ and set $f := B^{j i} \circ X^{j i} \circ B^{i i}$. The previous corollary gives the first properties. For the second ones note that $f \circ g = B^{j i} \circ (f \circ g)$ so this has to be $B^{j i}$.

By this lemma, there are only two cases for the types of morphisms:

- $X^{j i} \circ B^{i i} \circ B^{j i} \circ X^{j i}$, $B^{i i} \circ Y^{i j}$ and $Y^{i j} \circ B^{j i}$;

1. identity case, for example:

   $X^{j i} \circ B^{i i} = X^{j i}$ and $(X')^{j i} \circ B^{i i} = (X')^{j i}$

2. constant case, for example:

   $X^{j i} \circ B^{i i} = (X')^{j i} \circ B^{i i}$.

Indeed, the case where composition with $B^{i i}$ (resp. $B^{j i}$) interchanges $X^{j i}$ and $(X')^{j i}$ is ruled out.

Theorem 3.5 The morphisms $X^{j i} \circ B^{i i}$, $B^{j i} \circ X^{j i}$, $B^{i i} \circ Y^{i j}$ and $Y^{i j} \circ B^{j i}$ are in the constant case.

Proof:

Suppose for example that $X^{j i} \circ B^{i i}$ is in the identity case, so $X^{j i} \circ B^{i i} = X^{j i}$ and $(X')^{j i} \circ B^{i i} = (X')^{j i}$. We may assume that $X^{j i}$ is the morphism $f$ of Lemma 3.4. Thus, $Y^{i j} \circ X^{j i} = B^{i i}$ for any $Y^{i j}$. Now

\[
(X')^{j i} = (X')^{j i} \circ B^{i i} = (X')^{j i} \circ (Y^{i j} \circ X^{j i}) = ((X')^{j i} \circ Y^{i j}) \circ X^{j i}
\]

\[
= \text{either } A^{i j} \text{ or } B^{j i} \circ X^{j i} = X^{j i},
\]
Lemma 3.6 If $i \neq j$ and for any $X_{ji}$ and $Y_{ij}$ we have $Y_{ij} \circ X_{ji} = B_{ii}$ and $X_{ji} \circ Y_{ij} = B_{ij}$.

Proof:
Suppose $Y_{ij} \circ X_{ji} = A_{ii}$. Then if $(X')_{ji} \circ Y_{ij} = A_{ij}$ it gives that $Y_{ij}$ admits left and right inverses therefore $i$ and $j$ are isomorphic, impossible because $\mathcal{A}$ is a reduced category. Therefore we may assume $(X')_{ji} \circ Y_{ij} = B_{ij}$. We also have $X_{ji} \circ Y_{ij} = B_{jj}$, for the same reason. Then:

\[
(X')_{ji} = (X')_{ji} \circ [Y_{ij} \circ X_{ji}] = [(X')_{ji} \circ Y_{ij}] \circ X_{ji} = B_{ij} \circ X_{ji} = [X_{ji} \circ Y_{ij}] \circ X_{ji} = X_{ji} \circ [Y_{ij} \circ X_{ji}] = X_{ji},
\]

a contradiction. This shows the first statement, the other is similar.

Remark 3.7 Because of Theorem 3.5, the morphism $f$ of Lemma 3.4 is unique, and we will from now on fix the following equalities in our notational convention:

\[
X_{ji} \circ B_{ii} = (X')_{ji} \circ B_{ii} = B_{jj} \circ X_{ji} = B_{ij} \circ (X')_{ji} = B_{ji},
\]

it is the morphism $f$.

3.2 Composition of two morphisms for three distinct objects

Let $i, j$ and $k$ are three distinct objects in $\text{Ob}(\mathcal{A})$. A main property is as follows.

Theorem 3.8 Using the convention of the remark (3.7) for morphisms, we have:

1. $B_{kj} \circ B_{ji} = A_{kj} \circ B_{ji} = B_{kj} \circ A_{ji} = B_{ki}$

2. If $A_{kj} \circ A_{ji} = A_{ki}$ then \[
\begin{cases}
A_{jk} \circ A_{ki} = B_{ji} \\
\text{and} \\
A_{ki} \circ A_{ij} = B_{kj}
\end{cases}
\]
Proof:

(1) We will show that:

\[ B^{kj} \circ B^{ji} = A^{kj} \circ B^{ji} = B^{kj} \circ A^{ji}. \]

By the remark (3.7), we have:

\[ A^{kj} \circ B^{ji} = B^{kj} \circ B^{ji} = B^{kj} \quad \text{and} \quad B^{ij} \circ A^{ji} = B^{ji} \circ B^{ij} = B^{ji}. \]

On the other hand,
\[ [B^{kj} \circ B^{ji}] \circ A^{ji} = B^{kj} \circ A^{ji} = B^{kj} \circ [B^{ij} \circ A^{ji}] = B^{kj} \circ B^{ji}. \]

This, we have:

\[ B^{kj} \circ A^{ji} = B^{kj} \circ B^{ji}. \] (a)

The other direction,
\[ [A^{kj} \circ B^{ji}] \circ B^{ji} = B^{kj} \circ A^{ji} = A^{kj} \circ [B^{ij} \circ A^{ji}] = A^{kj} \circ B^{ji}. \]

This, we have:

\[ B^{kj} \circ B^{ji} = A^{kj} \circ B^{ji}. \] (b)

Then, (a)+(b) gives:

\[ B^{kj} \circ B^{ji} = A^{kj} \circ B^{ji} = B^{kj} \circ A^{ji}. \]

Observe that

\[ B^{kj} \circ B^{ji} = B^{kj} \circ [B^{ij} \circ B^{ji}] = [B^{kj} \circ B^{ji}] \circ B^{ji} = [A^{ki} \circ B^{ij}] \circ B^{ji} = [A^{ki} \circ B^{ij}] = B^{ki}. \]

(2) One must show the following implication:

\[ A^{kj} \circ A^{ji} = A^{ki} \Rightarrow \begin{cases} A^{jk} \circ A^{ki} = B^{ji} \\ A^{ki} \circ A^{ij} = B^{kj} \end{cases} \]

According to (3.6) and (3.7), so we have:

\[ [A^{jk} \circ A^{ki}] \circ A^{ij} = B^{ij} \circ A^{ij} = B^{ij} = A^{jk} \circ [A^{ki} \circ A^{ij}] = A^{jk} \circ A^{ki}. \]

This, we have:

\[ A^{jk} \circ A^{ki} = B^{ji}. \]

And

\[ A^{kj} \circ [A^{ji} \circ A^{ij}] = A^{kj} \circ B^{ji} = B^{kj} = [A^{kj} \circ A^{ji}] \circ A^{ij} = A^{ki} \circ A^{ij}. \]

So,

\[ A^{ki} \circ A^{ij} = B^{kj}. \]
In terms of Definition (2.3), part (2) of the theorem says that if $a'$ is exceptional at $(abc)$ then it is not exceptional at $(acb)$ or at $(bae)$.

4 Classification of categories of matrix $M^n_2$

4.1 Categories of matrix $M^2_2$

Lemma 4.1

$$\text{Card}(M^2_2, r) = 1.$$ (3)

Indeed: With the notations as fixed by the convention of remark (3.7), we can represent the only category $a'$ by the following composition for all $i, j \in \{1, 2\}$ and $X, Y \in \{A, B\}$, $B^i \circ B^i = B^{ii}$, $X^{ij} \circ B^{ij} = B^{ij}$, $B^i \circ X^{ij} = B^{ij}$ and $X^{ij} \circ Y^{ii} = B^{ii}$, therefore $\text{Card}(M^2_2, r) = 1$.

4.2 Categories of matrix $M^3_2$

For $n = 3$ we look at categories associated to the matrix $M^3_2$.

Theorem 4.2

$$\text{Card}(M^3_2, r) = 5.$$ (4)

Proof:

Let $i, j$ and $k$ are three objects in $\{1, 2, 3\}$, we going on to study the morphisms of the form $Y^{kj} \circ X^{ji}$.

In the cases of $(j = k)$ or $(i = j)$, we take $Y^{jj} = B^{jj}$ or $(X^{ii} = B^{ii})$, because the other case is the identity.

1. If $i = j = k$ so $Y^{kj} \circ X^{ji} = B^{ii} \circ B^{ii} = B^{ii}$ see (3.3)

2. If $(i \neq j = k)$ or $(i = j \neq k)$ then the remark (3.7) gives the following:

$$Y^{kj} \circ X^{ji} = B^{ij} \circ X^{ii} = B^{ij} \circ (X')^{ji} = B^{ji}$$
or
\[ Y^{kj} \circ X^{ji} = Y^{kj} \circ B^{ji} = (Y^i)^{kj} \circ B^{ij} = B^{kj} \]

3. If \( i = k \) then \( X^{kj} \circ Y^{ji} = B^{ki} \).

4. If \( i \neq j \neq k \neq i \), so \( B^{kj} \circ B^{ji} = A^{kj} \circ B^{ji} = B^{kj} \circ A^{ji} = B^{ki} \) see (3.8), thus it remains to study these morphisms \( A^{kj} \circ A^{ji} \) that have four cases:

(a) If \( A^{31} \circ A^{12} = B^{32} \) and \( A^{21} \circ A^{13} = B^{23} \), and to avoid the repetition, we can reduce the possibilities of the morphisms \( A^{23} \circ A^{31} \) and \( A^{13} \circ A^{32} \) on the following cases:

i. Where \( A^{23} \circ A^{31} = B^{21} \) and \( A^{13} \circ A^{32} = B^{12} \) so, we have four cases which are represented by:
   \( A^{32} \circ A^{21} \in \{ A^{31}, B^{21} \} \) and \( A^{12} \circ A^{23} \in \{ A^{13}, B^{13} \} \), isomorphic to \( \mathcal{A}_1, \mathcal{A}_2, \mathcal{A}_3 \) or \( \mathcal{A}_4 \).

ii. Where \( A^{23} \circ A^{31} = A^{21} \) and \( A^{13} \circ A^{32} = B^{12} \) so, we have two cases which are represented by:
   \( A^{32} \circ A^{21} = B^{31} \) and \( A^{12} \circ A^{23} \in \{ A^{13}, B^{13} \} \). See (3.8). They are isomorphic to \( \mathcal{A}_1 \) and \( \mathcal{A}_4 \).

iii. Where \( A^{23} \circ A^{31} = B^{21} \) and \( A^{13} \circ A^{32} = A^{12} \) so, we have two cases which are represented by:
   \( A^{32} \circ A^{21} \in \{ A^{31}, B^{31} \} \) and \( A^{12} \circ A^{23} = B^{13} \). See (3.8), they are again isomorphic to \( \mathcal{A}_1 \) and \( \mathcal{A}_4 \).

With this case we get 4 distinct categories \( \mathcal{A}_1, \mathcal{A}_2, \mathcal{A}_3 \) and \( \mathcal{A}_4 \) that are not isomorphic among themselves, see (Table 1).

(b) If \( A^{31} \circ A^{12} = A^{32} \) and \( A^{21} \circ A^{13} = A^{23} \), according to the theorem (3.8) we have:
   \( A^{13} \circ A^{32} = B^{12} \) \quad \( A^{32} \circ A^{21} = B^{31} \)
So we get one category that is isomorphic with \( \mathcal{A}_3 \) see (Table 1).

(c) If \( A^{31} \circ A^{12} = A^{32} \), \( A^{21} \circ A^{13} = B^{23} \) which give:
\[ A^{13} \circ A^{32} = B^{12} \text{ and } A^{32} \circ A^{21} = B^{31}, \]
see (3.8), so we have 4 cases:

i. If \( A^{12} \circ A^{23} = B^{13}, A^{23} \circ A^{31} = B^{21} \), so we are getting a new category, but it looks like the category \( \mathcal{A}_2 \) see (Table 1).

ii. If \( A^{12} \circ A^{23} = B^{13}, A^{23} \circ A^{31} = A^{21} \), so we get a new category, but it looks like the category \( \mathcal{A}_4 \) see (Table 1).

iii. If \( A^{12} \circ A^{23} = A^{13}, A^{23} \circ A^{31} = B^{21} \), so we are getting a new category, but it looks like the category \( \mathcal{A}_4 \) see (Table 1).

iv. If \( A^{12} \circ A^{23} = A^{13}, A^{23} \circ A^{31} = A^{21} \), so we are getting a new category \( \mathcal{A}_5 \) which is defined in the introduction see (Table 1).

(d) If \( A^{31} \circ A^{12} = B^{32}, A^{21} \circ A^{13} = A^{23} \) this case looks like the previous case.

Finally, in all these cases we are getting five categories \( \mathcal{A}_1, \mathcal{A}_2, \mathcal{A}_3, \mathcal{A}_4 \) and \( \mathcal{A}_5 \).
These categories aren’t isomorphic among themselves because of the function \( \alpha \) that is defined above (2.3) which is an invariant, and the isomorphism classes (up to permutations) of their functions \( \alpha \) are different as may be seen from the characterizations given in the proof of Theorem 5.2 below.

5 The bounds for \( \text{Card} (M^n_2, r) \)

Now let us look for the bounds of the value \( \text{Card}(M^n_2, r) \), therefore we use the function \( \alpha \) which is defined above see (2.3) and other terms that are defined below.

As a result of the above, we shall focus on the case of \( n \geq 4 \) i.e. we are interested to study the bounds of \( \text{Card}(M^n_2, r) \) where \( n > 3 \).
5.1 Function $\alpha$ and Composition of Morphisms

**Theorem 5.1** If $\alpha: \{1, \ldots, n\}^3 \to \{0, 1\}$ is a function satisfying the conditions described below, then it corresponds (as in Definition 2.3) to a single category and all reduced categories come from these categories for functions $\alpha$.

Thus, the classification of reduced categories is equivalent to the classification of functions $\alpha$ that satisfy the following conditions.

1. For $j \neq i$, $\alpha(i, j, i) = 0$, whereas $\alpha(i, i, i) = \alpha(i, i, j) = \alpha(i, j, j) = 1$.

2. Let $[i, j, k]$ be a distinct triple then we have the following implication:

$$
\text{If } \alpha(i, j, k) = 1 \implies \begin{cases}
\alpha((i, k, j)) = 0 \\
\text{and}
\alpha((j, i, k)) = 0
\end{cases}
$$

3. Let $i, j, h$ and $k$ be distinct indices then we have the following implication:

$$
\begin{cases}
\alpha((i, j, k)) = 1 \\
\text{and}
\alpha((j, h, k)) = 1
\end{cases} \iff \begin{cases}
\alpha((i, j, h)) = 1 \\
\text{and}
\alpha((i, h, k)) = 1
\end{cases}
$$

**Proof:**

(1) is by convention.

(2), This application is similar to the proof of theorem (3.8).

(3)

$\Rightarrow$ If we have $\alpha((i, j, k)) = 1$ and $\alpha((j, h, k)) = 1$.

We suppose that $\alpha((i, j, h)) = 0$, it means $A^{kj} \circ A^{ji} = B^{hi}$, so we have:

$$
A^{kh} \circ [A^{kj} \circ A^{ji}] = A^{kh} \circ B^{hi} = B^{ki} = [A^{kh} \circ A^{kj}] \circ A^{ji} = A^{kj} \circ A^{ji} = A^{ki}.
$$

Contradiction, thus $\alpha((i, j, h)) = 1$, the same ideas for $\alpha((i, h, k)) = 1$.

$\Leftarrow$ If we have $\alpha((i, j, h)) = 1$ and $\alpha((i, h, k)) = 1$. 

We suppose that \( \alpha((j, h, k)) = 0 \) it means \( A^{kh} \circ A^{kj} = B^{kj} \), so we have:
\[
A^{kh} \circ \left[ A^{kj} \circ A^{ji} \right] = A^{kh} \circ A^{ki} = A^{ki} = \left[ A^{kh} \circ A^{kj} \right] \circ A^{ji} = B^{kj} \circ A^{ji} = B^{ki}.
\]
Contradiction, thus \( \alpha((j, h, k)) = 1 \), use the same ideas to show \( \alpha((i, j, k)) = 1 \).
This completes the proof that if \( \alpha \) corresponds to a category, it satisfies (1)–(3).

In the other direction, we will show that the associativity will be true under the assumption of these conditions. Any composition involving a morphism \( B \) yields a morphism \( B \), so we only need to check associativity for compositions of morphisms \( A \). Furthermore, within a triple of objects \((i, j, k)\) condition (2) leads to one of the five isomorphism classes of categories in Theorem 4.2 and these are associative. Therefore it suffices to consider a distinct quadruple \((i, j, h, k)\).

1. If \( \alpha((i, j, k)) = 0 \) in this status we have four cases:

(a) Let \( \alpha((i, j, h)) = 1 \) and \( \alpha((j, h, k)) = 1 \), so \( \alpha((i, h, k)) = 0 \) because if not we get \( \alpha((i, j, k)) = 1 \) according to part (3) above.

Now
\[
A^{kh} \circ A^{kj} \circ A^{ji} = A^{kh} \circ A^{ki} = B^{ki}, \quad [A^{kh} \circ A^{kj}] \circ A^{ji} = A^{kj} \circ A^{ji} = B^{ki}.
\]
Thus,
\[
A^{kh} \circ \left[ A^{kj} \circ A^{ji} \right] = \left[ A^{kh} \circ A^{kj} \right] \circ A^{ji}.
\]

(b) Let \( \alpha((i, j, h)) = 1 \) and \( \alpha((j, h, k)) = 0 \), then again \( \alpha((i, h, k)) = 0 \) and
\[
A^{kh} \circ A^{kj} \circ A^{ji} = A^{kh} \circ A^{ki} = B^{ki}, \quad [A^{kh} \circ A^{kj}] \circ A^{ji} = B^{kj} \circ A^{ji} = B^{ki}.
\]
Thus,
\[
A^{kh} \circ A^{kj} \circ A^{ji} = [A^{kh} \circ A^{kj}] \circ A^{ji}.
\]

(c) Let \( \alpha((i, j, h)) = 0 \) and \( \alpha((j, h, k)) = 1 \) then
\[
A^{kh} \circ A^{kj} \circ A^{ji} = A^{kh} \circ B^{ki} = B^{ki}, \quad [A^{kh} \circ A^{kj}] \circ A^{ji} = A^{kj} \circ A^{ji} = B^{ki}.
\]
Thus,
\[
A^{kh} \circ \left[ A^{kj} \circ A^{ji} \right] = \left[ A^{kh} \circ A^{kj} \right] \circ A^{ji}.
\]

(d) Let \( \alpha((i, j, h)) = 0 \) and \( \alpha((j, h, k)) = 0 \) so;
\[
A^{kh} \circ A^{kj} \circ A^{ji} = A^{kh} \circ B^{ki} = B^{ki}, \quad [A^{kh} \circ A^{kj}] \circ A^{ji} = B^{kj} \circ A^{ji} = B^{ki}.
\]
Thus,
\[
A^{kh} \circ \left[ A^{kj} \circ A^{ji} \right] = \left[ A^{kh} \circ A^{kj} \right] \circ A^{ji}.
\]
2. If \( \alpha((i, j, k)) = 1 \) so we have two cases:

(a) Let \( \alpha((i, h, k)) = 0 \), this case is similar to the case \( \alpha((i, j, k)) = 0 \).

(b) Let \( \alpha((i, h, k)) = 1 \) then by the equivalence (3) we are getting:

\[ A^{kh} \circ [A^{kj} \circ A^{ji}] = A^{kh} \circ B^{hi} = B^{ki}, \]
\[ [A^{kh} \circ A^{kj}] \circ A^{ji} = B^{kj} \circ A^{ji} = B^{ki}, \]

or \( \alpha((i, j, h)) = 1 \) and \( \alpha((j, h, k)) = 1 \) in which case

\[ A^{kh} \circ [A^{kj} \circ A^{hi}] = A^{kh} \circ A^{ki} = A^{ki}, \]
\[ [A^{kh} \circ A^{kj}] \circ A^{ji} = A^{kj} \circ A^{ji} = A^{ki}. \]

Thus in both cases, \( A^{kh} \circ [A^{kj} \circ A^{ji}] = [A^{kh} \circ A^{kj}] \circ A^{ji} \).

Finally, we will get to a reduced category.

5.2 The upper and lower bounds of \( \text{Card}(M^n_2, r) \)

We refer to the definition of \( \text{Card}(M^n_2, r) \) and of \( \text{Card}(M^n_2, r, o) \), as in (2) we have the following equalities: \( \text{Card}(M^n_2, r, o) / n! \leq \text{Card}(M^n_2, r) \leq \text{Card}(M^n_2, r, o) \).

Consequently it suffices to obtain bounds for \( \text{Card}(M^n_2, r, o) \).

**Theorem 5.2** The number of configurations of the function \( \alpha \) on the triplet \([i, j, k]\) is 18.

**Proof:** By example we work on the triplet \([1, 2, 3]\) in the case of the matrix \( M^3_2 \).

We have obtained 5 categories not isomorphic among themselves, that are associated to \( M^3_2 \), see the theorem (4.2).

Now we need to know how many there are up to ordered isomorphism, i.e. we don’t confuse those that are similar. We can classify by their isomorphism classes denoted \( \mathcal{A}_1, \mathcal{A}_2, \mathcal{A}_3, \mathcal{A}_4, \mathcal{A}_5 \).

\( \mathcal{A}_1 \): there is only one here.

\( \mathcal{A}_2 \): For this to work we must choose a distinct ordered couple among 1, 2 and
3 so there are 6 choices.

\( A_3 \): For this to work we must choose a couple \((ij)\) but with the convention that \((ij) = (ji)\). We see then that the set of all responses is \{\((ij)\) and \((ji)\)\} so there are 3 choices.

\( A_4 \): For this to work we must choose a chain of 3 distinct elements, so there are \(3! = 6\) choices.

\( A_5 \): This is a cycle that can go one way or the other then there are 2 choices:

\[(12) + (23) + (31)\] or \[(13) + (32) + (21)\].

Finally we are getting \(1 + 6 + 3 + 6 + 2 = 18\) possibilities, so the number of ordered non-reduced categories is 18, therefore \(\text{Card}(M^3_2, r, o) = 18\).

**Lemma 5.3** For \(n \geq 3\) we have the following result:

\[
\text{Card}(M^n_2, r) \leq \text{Card}(M^n_2, r, o) \leq 18C^n_3
\]

**Indeed:** On each distinct triplet \([i, j, k]\) we have shown that the number of ordered non-reduced categories is 18 see the theorem (5.2), so totally for these possibilities we get \(18C^n_3\). Not all of these choices satisfy the other axioms, but in any case this gives us \(\text{Card}(M^n_2, r, o) \leq 18C^n_3\). As in (2), \(\text{Card}(M^n_2, r) \leq \text{Card}(M^n_2, r, o)\).

We now look for a lower bound.

**Notation:** We consider \(X = \{x_1, \ldots, x_n\}\) the ordered set of \(n\) objects.

Let \(P_3(X)\) be the set of parts having three elements in \(X\), and \(O_3(X)\) the set of distinct triplets (with an order that may be different from the order of \(X\)). We get \(\text{Card}(O_3(X)) = 3!\text{Card}(P_3(X))\) and \(\text{Card}(P_3(X)) = C^n_3\). A triplet \((x_i, x_j, x_k) \in O_3(X)\) will be denoted still \((i, j, k)\), with \(i \neq j, j \neq k\) and \(i \neq k\).

**Definition 5.4** Let \(H \subset O_3(X)\) a subset. We say that \(H\) is non-interfering if:
for all \((i, j, k)\) in \(H\), there isn’t a triple of the form \((i, u, j)\) in \(H\), nor a triple of the form \((j, v, k)\) in \(H\).

Clearly:

**Lemma 5.5** If \(H \subset O_3(X)\) is a non-interfering subset, then for all \(H' \subset H\), we get that \(H'\) is also non-interfering.

**Lemma 5.6** : If \(H \subset O_3(X)\) is a non-interfering subset, there exists a unique category \(\mathcal{A}_H\) in \(M^n_3\) such that \(\alpha(i, j, k) = 1\) if \((i, j, k)\) \(\in\) \(H\) and \(\alpha(i, j, k) = 0\) if \((i, j, k)\) \(\notin\) \(H\).

**Proof:** we construct the category \(\mathcal{A}_H\) corresponding to the function \(\alpha\) given by the following conditions:

1. For a distinct triple, if \((i, j, k)\) \(\in\) \(H\) then \(\alpha((i, j, k)) = 1\), and if \((i, j, k)\) \(\notin\) \(H\) so \(\alpha((i, j, k)) = 0\).

2. The conditions of Theorem 5.1 are satisfied, notice that part (2) holds as well as part (3) because for a distinct quadruplet \(i, j, h, k\) then:

\[
\alpha((i, j, k)) = 1 \text{ and } \alpha((j, h, k)) = 1 \iff \alpha((i, h, k)) = 1 \text{ and } \alpha((i, j, h)) = 1,
\]

indeed neither side can happen by the non-interfering condition.

Thus we get a category \(\mathcal{A}_H\) by Theorem 5.1.

**Corollary 5.7** If \(H \subset O_3(X)\) is a non-interfering subset, then there is a different ordered reduced category \(\mathcal{A}_{H'}\) in \(M^n_3\) for each different subset \(H' \subset H\).

Accordingly, we get

\[
\text{Card}(M^n_3, r, o) \geq 2^{\text{ord}(H)} \tag{6}
\]

**Theorem 5.8** By the lemma below we can determine the bounds for \(\text{Card}(M^n_2, r, o)\).

We have the following bounds:
\[ \frac{2^{[n/3]^3}}{n!} \leq \text{Card}(M_2^n, r) \leq 18^{n^3} \]  

(7)

where \( n \geq 3 \).

**Proof:** The upper bound is \( 18^{n^3} \) see the lemma (5.3). For the lower bound we will construct a non-interfering subset. Let \( X = X_1 \cup X_2 \cup X_3 \) be a disjoint union in other words with \( X_1 \cap X_2 = \emptyset, X_1 \cap X_3 = \emptyset, \) and \( X_2 \cap X_3 = \emptyset \). So if we pose:

\[ H = \{(i,j,k)/x_i \in X_1, x_j \in X_2 \text{ and } x_k \in X_3\} \]

the subset \( H \subseteq O_3(X) \) becomes non-interfering.

Indeed, the conditions already give that \( i \neq j, j \neq k \) and \( i \neq k \) whenever \( (i,j,k) \in H \), also we have no elements of the form \((i,u,j)\) or \((j,v,k)\) in \( H \).

This set has \( \text{Card}(H) = \text{Card}(X_1)\text{Card}(X_2)\text{Card}(X_3) \). 

For example:

\[ \text{Card}(X_1) = \lfloor n/3 \rfloor, \text{Card}(X_2) = \lfloor n/3 \rfloor \text{ and Card}(X_3) = n - 2\lfloor n/3 \rfloor \geq \lfloor n/3 \rfloor. \]

Thus \( \text{Card}(H) \geq \lfloor n/3 \rfloor^3 \) that is on the order of \( n^3/27 \), and the lower bound is:

\[ \text{Card}(M_2^n, r, o) \geq 2^{[n/3]^3}. \]

To remove the ordering, divide by \( n! \) as in (2).

**Example 5.9** We showed earlier that \( \text{Card}(M_2^3, r) = 5 \), so for \( n = 3 \) the above relation is realized:

\[ 2/3 = \frac{2^{[3/3]^3}}{3!} \leq \text{Card}(M_2^3, r) = 5 \leq 18^{3^3} = 18. \]

**Notation:**
Let $\sigma$ be given by the following notation:

$$
\sigma := \lim_{n \to \infty} \sup \frac{\log(\text{Card}(M^n_2, r))}{n^3}.
$$

(8)

**Theorem 5.10** We can limit the constant $\sigma$ by:

$$
\frac{\log(2)}{27} \leq \sigma \leq \frac{\log(18)}{6}.
$$

(9)

**Proof:** Apply Theorem (5.8).
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