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Fig. 3: Demonstration of a basic concatenated bi-partite graphs for
Mc = 1 and

∑
s y

s
c = 1.

In Algorithm 1, Line 1 determines the SB bandwidths
using (10)-(20) as explained in Section III. Based on an
interference free environment, minimum number of required
RBs is evaluated as per (9). In Line 3, CUEs in outage
are removed from graphs. Thereafter, RA of MUEs are first
performed for DUCo scheme as explained in previous section,
and TIL/Cost values initialized. The while loop in Lines 10-
22 executes SA and RA for SeNBs (MeNBs and SeNBs) in
DUCo (DUDe) as long as there exists some CUEs whose QoS
is not guaranteed. At each iteration, Lines 10-22 perform SA
and RA and update assignment vectors. Then, edges of decided
matchings are eliminated. Lines 16-18 remove the user nodes
either if their QoS is guaranteed or not guaranteed even for
a maximum number of permissible RBs. In the remaining,
Mu
c is increased, subgraphs and TIL/Cost values updated for

the next iteration. Note that SA and RA subroutines are in
the form of rectangular assignment problem (RAP) which is a
generalization of linear assignment problem (LAP). As LAP
is generally solved by Munkres Algorithm in the cubic order
[28], the main complexity of the Algorithm 1 occurs in line 11
which is in the order of O

(∑
s,c∈C1,2 (max (McUc, Rs))

3
)

.
This time complexity can significantly be reduced by smart
initialization routines and shortest augmenting path algorithms.
Therefore, we employ Jonker-Volgenant due to its high per-
formance to handle forbidden (infinite valued) edges even for
large rectangular cost matrices [28].

V. D2D MODE SELECTION AND RESOURCE ALLOCATION

A. Centralized Approach

Contingent upon tier densities and RB availability, the oper-
ational mode of DUEs are first selected among cellular mode
(CM), dedicated mode (DM), and shared mode (SM). We
regard a DUE as CM-capable only if there exists an eNB?c such
that Gc

?

d > Gdd where c? = argmaxc∈C1,2(Gcd) and a cellular
mode CM capable DUE operating on CM associates itself with

Algorithm 1 SB Assignment and Intracell RB Allocation

Input: C,S,Rs,Uc
Output: QoS Guaranteed SA and RA with Minimum Interference.

1: Determine SB bandwidths as per (10)-(20).
2: Mmin

c,u ← Initialize the minimum number of RBs as in (9).

3: if {Mmin
c,u > Mc ||Gu

c < Mc(2
Cu/McB − 1)σ2

n} then
4: Uc ← Uc \ UEu Remove CUEu from vertice set.
5: end if
6: Perform RA for MUEs as in Section III if DUCo is employed.
7: x?

1 ← Update RA vector for CUEs.
8: Γs,r

c,u/Es
c ← Initialize TIL / Costs

9: Mu
c ← 1

10: while Mu
c < Mc & Cu < Cu,∃c, ∃u do

11: (Esc , x̄s
c)← Form Esc by substituting RA(Ωs

c) into (24), ∀c, s.
12: y?

1 ← SA(E) Update y?
1 using SA subroutine

13: x?
1 ← Update x? based on x̄s

c corresponding to y?
1

14: Esc ←∞, ∀c, ysc = 1 Eliminate already matched edges
15: ωs,r

c,u ←∞,∀c, ∀u, xs,rc,u = 1 Eliminate already matched edges
16: if Cu ≥ Cu || {Mu

c = Mc & Cu < Cu} then
17: Uc ← Uc \ UEu Remove CUEu and its replicas, ∀c, ∀u
18: end if
19: Mu

c ←Mu
c + 1

20: Gsc (Rs,Uc,Ωs
c)← Update subgraphs with virtual nodes

21: Γs,r
c,u/E ← Update TIL / Costs

22: end while
return x?, y?

1 , Γs,r
c,u, Es

c

Subband Assignmet (SA) Subroutine

23: Input: E

ȳ ← min
y

∑
c,s

yscEsc (x̄s
c) (s.t.)

∑
s∈S

ysc ≤ 1,
∑

c∈C1,2

ysc = 1

24: Return: ȳ

Intracell RB Allocation (RA) Subroutine

25: Input: Ωs
c

x̄s
c ← min

xs
c

∑
u∈Uc
r∈Rs

xs,rc,uω
s,r
c,u (s.t.)

∑
u∈Uc

xs,rc,u ≤ 1,
∑

r∈Rs

xs,rc,u = 1

26: Return: x̄s
c

the eNB?c
4. Denoting the residual number of unallocated UL-

RBs by R̄U = R −
∑
c,u,s,r x

s,r
c,u and available DL-RBs as

R̄D, network density levels can be classified as follows: 1)
Low Density: R̄U ≥ ND, 2) Medium Density: ND > R̄U > 0,
and 3) High Density: R̄U = 0.

In low and medium density networks, at most R̄ =
min(R̄U , R̄D) can operate on CM. In low and medium density
networks, the first R̄ CM-capable DUEs with the highest
Gc

?

d are set to operate on CM. For the remaining UL-RBs,
the first

[
R̄U − R̄

]+
DUEs with the highest Gdd are set

to operate on DM. Both CM and DM DUEs transmit at
maximum transmission power since they have dedicated RBs
and our objective is to maximize D2D network capacity. For
the remaining unallocated ND − R̄U DUEs in the medium
density networks and all DUEs in the high density networks,
only available option is SM and power allocation must be
determined for them. Although CM and DM DUEs enjoys the
QoS guarantee by being treated as CUEs, their available RBs
can still be reused by other DUEs subject to TIL violation
constraints.

4Since we focus on UL-HetNets, we assume that the eNBs can assure that
the DL capacity is no less than the UL capacity by DL transmission power
coordination [29] or admission control strategy [30].
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Algorithm 2 Centralized Approach

Input: x?
1 , y?

1 , Γs,r
c,u

UCM ← sort
(
Gc?

d | d ∈
⋃

c∈C3
Uc
)

Sort DUEs with respect to Gc?

d

UDM ← sort
(
Gd

d| d ∈
⋃

c∈C3
Uc
)

Sort DUEs with respect to Gd
d

if R̄U > 0 then
CM← UCM

(
1 : min(R̄U , R̄D)

)
Determine CM DUE set

DM← UDM

(
1 : R̄U −min(R̄U , R̄D)

)
Determine DM DUE set

SM←
⋃

c∈C3
Uc \ (CM∪DM) Determine SM DUE set

else
SM←

⋃
c∈C3

Uc All DUEs operate on SM
end if
Es
c ← Initialize costs for D2D cell

while {Esc |Esc <∞} 6= ∅ do
(Esc , x̄s

c)← Form Esc by substituting RA(Ωs
c) into (24), ∀c, s.

y?
2 ← SA(E) Update y?

2 using SA subroutine
x?
2 ← Update x? based on x̄s

c corresponding to y?
2

Es
c ←∞, ∀c, ysc = 1 Eliminate assigned cells for next iteration

Γs,r
c,u/E ← Update TIL / Costs

end while
return x?

2,y
?
2

The centralized approach is formulated in Algorithm 2 and
managed by MeNBs which have the full CSI availability.
Algorithm 2 first sorts DUEs with respect to their channel
gains. After that, mode selection is performed in lines 3-9
as explained above. After the initialization of cost matrix,
while loop between lines 11-18 iteratively performs the SA
and RA in order to determine the minimum cost matching
as long as there exists feasible cost entries within E . Since
RA subroutine operates in RB level granularity, distant DUEs
on different cells can be allocated to the same RB which may
still provide desirable performance due to the low transmission
power and long distance among themselves. The complexity
of mode selection session between lines 1-9 is mainly deter-
mined by the sorting operation in lines 1-2 with complexity
of O (ND logND). Since the remaining part is similar to
Algorithm 1, the major complexity of Algorithm 2 can be
given by O

(
ND logND +

∑
s,c∈C3 (max (Uc, Rs))

3
)

.

B. Semi-Distributed Offline Solution

In the centralized approach, assumption of full CSI avail-
ability induces high level of communication overhead espe-
cially for expected massive amount of D2D users. Another
shortcoming of the centralized approach is the orthogonal
RA which does not fully exploit the reuse gain of the D2D
communications. Therefore, we develop alternative offline and
online semi-distributed solutions orchestrated by MeNBs.

An expeditious solution to the signaling deluge of the
centralized approach is sending acknowledgments to D2D-
cells to inform the set of black-list RBs (BRBs) which are
occupied by CUEs within the neighboring smallcells, i.e.,
smallcells who share a common vertex with the D2D cells.
These neighboring cells will be referred to as the first smallcell
ring which is illustrated in Fig. 2.c. By doing so, D2D-
cell members can occupy white-list RBs (WRBs) occupied
by the second and higher order of rings. DUEs uniformly
allocate their maximum permissible power across the WRBs,
which yields low transmission powers on each WRB and thus
reduced interference thanks to the distance between the D2D-
cell and those in the higher order of rings. Since QoS demands

of CUEs are not guaranteed in this offline method, MeNBs
are required to update BRBs for D2D-cells. Noting that
Algorithm 1 already satisfied the QoS requirements of CUEs,
if CUEs within a smallcell area experience unexpected service
degradation, MeNB release BRB updates for D2D-cells within
the first ring of this smallcell. This BRB updates can be
extended for the higher of the rings until the DUE interference
settles in desired levels. The complexity of the offline approach
is dominantly determined by the mode selection complexity,
O (ND logND).

C. Semi-Distributed Online Solution

Albeit its simplicity, the offline solution does not tackle
the intra-D2D-cell and inter-D2D-cell interference of DUEs,
which may result in a significant performance degradation.
Denoting the set of WRBs for DUEd as Wd and Dr =
{DUEd|r ∈ Wd}, we formulate the D2D utility maximization
problem subject to TIL and power constraints as follows

Pon : max
p

B
∑

r,d∈Dr

log2 (1 + γrd)

C1: s.t.
1

min
u∈Uj

(Γs,rc,u)

∑
d∈Dr

P rdG
d
c ≤ 1, ∀c ∈ C1,2,∀r

C2:
1

P̄d

∑
r∈Wd

P rd ≤ 1, ∀d

where p is the vector of DUE powers and

γrd =
P rdG

d′

d∑
c∈C1,2
∀u∈Uc

Puc G
d′
u +

∑
i6=d
i∈Dr

P ri G
d′
i + σ2

n

.

Employing geometric programming (GP), we put Pon into
a convex form by exploiting useful computational and theo-
retical properties of posynomials and monomials which are
defined as follows [31]

Definition 1: A function f(z|κ, e) : Rn++ → R is defined as
a monomial such that

f(z|κ,a) = κ
n∏
j=1

z
aj
j = exp{aT z̃ + κ̃} (25)

where κ ≥ 0 is the scalar multiplicative constant, a ∈ Rn
is the exponential constant vector, and z̃ is a vector of z̃j =
log(zj), and κ̃ = log(κ). On the other hand, positive sum of
monomials is defined as a posynomial

g(f) =
m∑
i=1

fi(zi|κi,ai) =
m∑
i=1

exp{ai
T z̃ + κ̃i} (26)

Noting that the constraints of Pon are already in a posyn-
omial form (also linear), the objective can be put into a
posynomial form as follows

max
p

B ∑
r,d∈Dr

log2 (1 + γrd)

 ' max
p

 ∑
r,d∈Dr

log2 (γrd)


= max

p

log2

 ∏
r,d∈Dr

γrd

 = min
p

 ∏
r,d∈Dr

1

γrd

 (27)
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where we assumed high SINR regime thanks to proximity gain
of DUEs.
Pon can further be put into a distributed form using dual

decomposition methods to separate main dual problem into
subproblems for each DUE, which are solved jointly and iter-
atively using dual variables and consistency prices via message
passing. Therefore, DUEs need to know two important metrics:
1) Total interference of DUEs received from all tiers, and 2)
Total interference received by eNBs from DUEs along with its
TIL amount, which imposes extensive communication over-
head. Thus, we mitigate the former problem by introducing
following auxiliary variable

φrd =
∑
c∈C1,2
∀u∈Uc

Puc G
d′

u +
∑
i6=d
i∈Dr

P ri G
d′

i (28)

which is assumed to be perfectly estimated and broadcasted
by DUEd as a consistency price of the received interference.
On the other hand, the latter is resolved by another auxiliary
variable

ψcd,r =
∑
i∈Dr
i6=d

P ri G
i
j − min

u∈Uj

(
Γs,rc,u

)
(29)

which is updated and shared by eNBs as a consistency price
of TIL violation. Accordingly, Pon can be put into a GP form
by change of variables as follows

Pgp
on : min

p̃

∑
r,d∈Dr

log (ρrd)

C1:
1

ψ̃cd,r
exp{P̃ rd }Gdc ≤ 1, ∀r, ∀d ∈ Dr,∀c ∈ C1,2

C2:
1

P̄d

∑
r∈Wd

exp{P̃ rd } ≤ 1,∀d

C3:
∑
c∈C1,2

Puc G
d′

u +
∑
i6=d
i∈Dr

exp{P̃ ri }Gd
′

i − exp{φ̃rd} = 0,∀d

where z̃ , log(z) and ρrd =
exp{−P̃ rd }(exp{φ̃rd}+σ

2
n)

Gd
′
d

. Thanks
to convexity, Pgp

on has zero duality gap under mild conditions
[32], thus, the following Lagrange dual problem solves Pgp

on.

Pon
dual : max χ (π,$,ϑ)

s.t. π � 0,$ � 0

where π and $ are Lagrange multipliers, ϑ is consistency
price, χ (π,$,ϑ) = min (L (p,φ,π,$,ϑ)), and

L (p,φ,π,$,ϑ) =
∑

r,d∈Dr

log (ρrd)

+
∑

r,c∈C1,2
d∈Dr

πcd,r

(
exp{P̃ rd }Gdj − ψ̃cd,r

)

+
∑
d

$d

( ∑
r∈Wd

exp{P̃ rd } − P̄d

)

+
∑

r,d∈Dr

ϑrd

 ∑
c∈C1,2
∀u∈Uc

Puc G
d′

u +
∑
i6=d
i∈Dr

exp{P̃ ri }Gd
′

i − exp{φ̃rd}



Using the decomposability property of Lagrangian function
[31], Pon

dual can be separated into sub-problems as follows

Lrd = log (ρrd) +
∑
c∈C1,2

πcd,r

(
exp{P̃ rd }Gdj − ψ̃cd,r

)
+$d

(
exp{P̃ rd } − P̄d

)
+

ϑrd

 ∑
c∈C1,2
∀u∈Uc

Puc G
d′

u +
∑
i6=d
i∈Dr

exp{P̃ ri }Gd
′

i − exp{φ̃rd}

 (30)

Based on partial Lagrangian in (30), partial dual problem can
be solved in a distributed manner using subgradient method
[33] which updates the consistency prices and Lagrange mul-
tipliers as per

πcd,r(t) =
[
πcd,r(t− 1) + a(t)

(
exp{P̃ rd }Gdj − ψ̃cd,r

)]+
(31)

$d(t) =

[
$d(t− 1) + b(t)

( ∑
r∈Wd

P rd − P̄d

)]+

(32)

ϑrd(t) = ϑrd(t− 1) + c(t)× ∑
c∈C1,2
∀u∈Uc

Puc G
d′

u +
∑
i6=d
i∈Dr

exp{P̃ ri }Gd
′

i − exp{φ̃rd}

 (33)

where a(t), b(t), and c(t) are step sizes and [·]+ ensures
dual feasibility of Karush-Kuhn-Tucker (KKT) conditions.
Finally, optimal power levels can be obtained from stationarity
condition of KKT as

∂L (p(t),φ(t),π(t),$(t),ϑ(t))

∂P̃ rd (t)
= 0, ∀d,∀r (34)

which yields the optimal power allocation at time instant t as

P r
?

d (t) = min
(
P̄d, exp

{
P̃ r

?

d (t)
})

(35)

where P̃ r
?

d (t) = 1∑
c∈C1,2

πcd,r(t)Gdj+$d(t)+
∑

i6=d
i∈Dr

ϑri (t)Gd
i′

.

Algorithm 3 Semi-Distributed Online Approach

1: t← 0
2: 0 < P r

d (t) < P̄d, 0 < πc
d,r(t), 0 < $d(t), 0 < ϑrd(t), ∀j, d, r

3: ∆(t)← 0
4: while {∆(t) > ε || t < T} do
5: DUEd receives πc

d,r(t) from eNBc, ∀c, ∀d, ∀r ∈ Wd

6: DUEd receives ϑri (t) from DUEi, ∀d, ∀i ∈ Dr, i 6= d

7: DUEd evaluates P r?

d (t) as per (35) and updates $d(t) and ϑrd(t)
as per (32) and (33), respectively, ∀d, ∀r ∈ Wd

8: DUEd shares P r?

d (t) and ϑrd(t), ∀d, ∀r ∈ Wd

9: t← t+ 1

10: ∆(t)← max
∀d,∀r∈Wd

(
P r?

d (t+ 1)− P r?

d (t)
)

11: eNBc updates and shares πc
d,r(t) as per (31)

12: end while
13: return p?

Online solution is summarized in Algorithm 3 where first
three lines are initialization steps. Thereafter, DUEs and eNBs
update their Lagrange multipliers until the maximum change
between iterations of optimal power levels is less than ε or
number of iterations exceed a predetermined threshold, T .
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(a) DUCo: Tier-1↔Tier-1 interfer-
ence, with full channel inversion.
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(b) DUCo: Tier-1↔Tier-3 interfer-
ence, with full channel inversion.
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(c) DUCo: Tier-1↔Tier-1 interfer-
ence, truncated channel inversion.
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(d) DUCo: Tier-1↔Tier-3 interfer-
ence, truncated channel inversion.
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(e) DUDe: Tier-1↔Tier-1 interfer-
ence, truncated channel inversion.
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(f) DUDe: Tier-1↔Tier-3 interfer-
ence, truncated channel inversion.

Fig. 4: Normalized and averaged aggregate interference scenarios
under full and truncated channel inversion power control schemes.

VI. NUMERICAL RESULTS AND ANALYSIS

For the simulations, network area is set to 2.5km×2.5km
and proximity between DUE pairs are uniformly distributed
between 5m and 50m. Unless it is stated explicitly otherwise,
we use the default simulation parameters given in Table II.

TABLE II: Table of Parameters

Par. Value Par. Value Par. Value
ηuc 4 σ2

n −121.45 dBm R 100

σu
c 8 dB B 180 kHz [ 0.7

E{|Hu
c |2} 1 C̄u 1.25 Mbps P̄u 23 dBm

Ku
c 21.5 dB Mc 3 P̄d 23 dBm

P1 46 dBm P2 30 dBm λu 7λ2

λ1 7 λ2 15λ1 λd 2λu

A. Impact of User Association and Power Control Schemes
on Interference Scenarios

We start with an investigation into the impacts of user asso-
ciation and power allocation schemes on different interference
scenarios. Fig. 4 illuminates the variation in normalized and
aggregated average interference levels with respect to traffic
offloading bias factor and different CUE/DUE density levels.
The first and second row of Fig. 4 depicts the induced inter-
ference under full and truncated channel inversion schemes,

respectively. While the left column shows the tier-1↔tier-
1 interference, the right column depicts the tier-1↔tier-3
interference cases. It is obvious that the truncation reduces
the interference levels by half for both tier-1↔tier-1 and tier-
1↔tier-3 interference cases under the DUCo association. This
is intuitive as truncated inversion forbids the transmission
of the users who cannot satisfy a certain signal reception
quality, however, the full inversion allows them to transmit
at maximum permissible power, which naturally induces high
interference on both MUEs and DUEs. As can be seen from
Fig. 4a-4d, interference in DUCo scheme increases with CUE
density λu and bias factor [. Higher [ values associates more
cell-edge MUEs to the MeNBs, that is, [ = 0 corresponds
to the case that all cellular traffic is offloaded to SeNBs. On
the other hand, Fig. 4e-4f clearly shows the performance en-
hancement comes with the DUDe which provides a stabilized
interference level by handling cell-edge MUEs with SeNBs
even for high λu values.
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Fig. 5: Average number of CUEs in outage with respect to bias factor
[ and bandwidth scale factor β.

B. Dynamic FFR and Bandwidth Scale Factor

Fig. 5 demonstrates the effect of bias factor [ and bandwidth
scale factor β for a DUCo scheme with α = 1. The increase in
outage events is a result of that more and more cell edge users
with poor channel conditions are associated with the MeNB
for as [ increases. On the other hand, β = 0 and β = 1
are two marginal cases where entire UL bandwidth is merely
allocated for inner and outer zone users, respectively. Since
inner zone users are set to λu/λ1+λ2 , the majority of the users
fall in outer zone and reduction in their average bandwidth
yields high number of outage users. This is mainly connected
to the relation between average bandwidth and ρu for a certain
QoS requirement. That is, a decrease in bandwidth must be
compensated by an increase in power to sustain QoS demand.
However, this is not possible when the maximum transmission
power is reached. Please note that above discussion is an
explanation of why truncation and capacity outage is the same
in this paper. As pointed out in Section III, the DUDe scheme
is a special case of DUCo with [ = P1/P2 which is drawn
with red colored lower triangle markers. On the other hand,
the bandwidth scale factor obtained in (20), β = λ1/λ1+λ2 , is
drawn with green colored upper triangle markers. From Fig.
5, it is obvious that [ = P1/P2 and β = λ1/λ1+λ2

exhibits
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desirable values. That is, combination of proposed dynamic
FFR scheme and DUDe association provides high performance
in terms of truncation and capacity outage events.

C. CBM for Joint SA and RA

In order to provide insights into Algorithm 1, we consider
a single macrocell scenario which lies into 500m×500m area
with 28 SeNBs, 130 CUEs, and 100 DUEs as depicted in Fig.
6a where subregions are drawn in light blue colors and SeNB
index number appears with assigned SBs in related colors.
First of all, the benefit of RB level fine-granularity used both
in Algorithm 1 and 2 reveals itself in being able to assign two
close proximity SeNBs to the same bandwidth. SeNB pairs,
such as (C1-C21, D4-D15, and F6-F14), are assigned to the
same band since Algorithm 1 allocates non-overlapping RBs
to their members. For example, while SeNB-15 use 5 out of 10
RB within SB D, SeNB 4 exploits 4 RBs from RBs which are
not used by SeNB-15. From the SB level coarse-granularity
perspective, one can see that Algorithm 1 assign SeNBs (or
group of SeNBs) which are far away to the same SB, for
example, (C1-C21, C19, C24), (D4-D15, D8, D18), (F3, F6-
F14, F23), etc.

D. D2D Mode Selection and Resource Allocation

Contingent upon the SA of SeNBs obtained from Algorithm
1, RA for DUEs is illustrated in Fig. 6b corresponding to
Fig. 6a. In Fig. 6b, colored lines between DUEs represents
the links on RBs of different SBs. Since Algorithm 2 has
a fine-granularity, DUEs are not allocated to RBs which are
used nearby CUEs with tight TIL. For example, DUEs within
the smallcell areas of SeNBs D4 and D15 are not allocated
to SB D RBs since 9 out of 10 RBs are used by CUEs,
which can be observed in Fig. 6b where there is no orange
color links between DUEs. Similar behaviors can be observed
within areas of C1-C21 and F6-F14 for RBs of SBs C and F,
respectively. It is also worth mentioning that while most of the
cell-edge DUEs are allocated to reuse SB A RBs because they
are far away from the inner region and cause low interference
due to low transmission power.

TABLE III: Number of Combinations for Exhaustive Solutions

# SBSs 4 5 6 7 8 9 10
Alg. 1 256 1024 4096 1.6× 104 6.5× 105 2.6× 106 1.1× 106

Alg. 2 6.5× 105 1.1× 106 1.7× 107 2.7× 108 4.3× 109 6.9× 1010 1.1× 1012

E. Comparison of Nested bi-partite Conversion Method with
Exhaustive Solution

The comparison between exhaustive solution and proposed
nested bi-partite conversion approach is shown in Fig. 6c for
Algorithm 1. Sizes of sector, SBs, and RBs are halved (i.e.,
N = 3, S = 4, R = 50) because considering large number of
SBs and RBs requires very large size of combinations. Taking
the average of 100 different network realizations, the y-axis
shows the extra interference caused from sub-optimality of
the proposed approach. For λu = R, the exhaustive solution
was able to find SAs with non-overlapping RA, i.e., optimal
solution has only thermal noise in the SINR denominator.
Thus, the extra interference power percentage of proposed
solution is with respect to the thermal noise power, i.e.,
−121.45 dBm. The numbers at the top of each bar shows
the time consumption of the exhaustive solution in units of
hours, which are obtained by parallel processing toolbox on a
Intel(R) Xeon(R) X5550 processor with 20 cores. Unlike the
exhaustive solution, proposed method with the exploitation of
Jonker-Volgenant method provides desirable results in at most
10 seconds. As can be seen from Table III, exhaustive solution
of Algorithm 2 takes extremely long time. Noting that both
of the algorithms employs nested bi-partite approach in a very
similar fashion, we limit ourselves with Fig. 6c.

F. Performance Comparison of Centralized and Semi-
Distributed Approaches

The D2D aggregate rate performance evaluation is demon-
strated for truncated and full channel inversion power control
schemes under DUCo and DUDe associations in Fig. 7 where
solid, dashed, and dotted lines are used for centralized, offline,
and online approaches, respectively. On the other hand, ’F’,
’�’, ’•’, and ’�’ markers represent ’DUDe association with
truncated inversion’, ’DUDe association with full inversion’,
’DUCo association with truncated inversion’, and ’DUCo
association with full inversion’, respectively.
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Fig. 7: Performance evaluation of proposed approaches.

The common trend of the aggregate rate curves in Fig.
7 increases with DUE density up to a certain level after
which there is no performance increase since the QoS re-
quirement of CUEs behaves as a barrier for reuse gain of
D2D communications. Another key observation that is the
D2D sumrate is low for under loaded DUE density even if the
RB availability is high. The reason is twofold: Firstly, DUEs
does not fully exploit the spatial reuse gain, and secondly the
transmission power of DUEs are limited despite of relatively
high RB availability. For all approaches, aggregate rates of
DUDe association outperforms the those of DUCo association.
Furthermore, the performance of the truncated inversion is
significantly higher than that of full inversion. Indeed, all
of these observations are an outcome of the interference
comparison made in Section VI-A. Please note that [ is set
to maximum for DUCo scheme and other bias factor values
ranges between DUDe and [ = 1 curves.

Fig. 7b (Fig. 7c) evaluates the performance comparison be-
tween offline (online) and centralized approaches. It is obvious
that both of the distributed methods outperform the centralized
approach since the orthogonal allocation does not exploit
the reuse gain of D2D communications. That is, centralized
approach allocates at most S RBs (each from one of the SBs)
while the distributed approaches allocate entire WRBs and dis-
tribute the available transmission powers across WRBs. This
naturally decrease the transmission power of DUEs in a great

amount, cause less interference, and still provide reasonable
rates due to close proximity gain of D2D communications.
On the other hand, online approach exhibits a much better
performance than the offline approach because it takes the intra
and inter D2D-cell interference into account. However, it is
clear that offline solution still provides desirable performance
in between centralized and online approaches for greatly re-
duced implementation complexity. For the online approach, we
initialized the power levels of DUEs by uniformly distributing
the available powers to WRBs. Message passing of online
method is realized over a hypothetically dedicated control
channel in a time scale of long term evolution-Advanced (LTE-
A) transmission subframe. During the extensive simulations,
we observed that online method converge in 300 iteration on
average for ε = 10−4 and T = 1000.

VII. CONCLUSION

In this study, we investigated the interference management
and resource allocation issues of D2D cimmunications un-
derlying HetNets. The interference is mainly mitigated us-
ing a D2D-enabled and eNB density adaptive FFR scheme
along with DUDe user association. The effect of UL power
control scheme is also considered using full and truncated
channel inversion methods. Proposed adaptive SB bandwidth
determination method has shown to be reducing the average
number of CUEs in outage. For the SB and RB assignment,
an MINLP problem is formulated and solved in two steps
by developing a nested bi-partite graph conversion. Firstly,
SB and RB are assigned for CUEs by ensuring the QoS
requirements. Secondly, a similar approach is executed for
DUEs by not violating the TIL, i.e., QoS, of CUEs. As an al-
ternative to this orthogonal-centralized method used for DUEs,
a semi-distributed approach with offline and online solutions
is developed. Extensive simulations are conducted to compare
considered schemes and developed approaches, which is also
supported by explanation of virtues and drawbacks of each
case.
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