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Abstract

In this paper, we consider the simultaneous wireless power and information transfer (SWIPT) for spectrum

sharing (SS) in cognitive radio (CR) networks with a multiple antenna SWIPT-Enabled secondary receiver (SR).

The SR harvests the energy from the signals sent from the secondary transmitter (ST) and the interfering signals

sent from the primary transmitter (PT). Moreover, the ST uses the antenna switching (AS) technique which selects

a subset of the antennas to decode the information and the rest to harvest the energy. The antenna selection is

performed via a thresholding strategy inspired from the maximum ratio combining (MRC) technique with an output

threshold (OT-MRC). The thresholding-based antenna selection strategy is proposed in two ways: one is prioritizing

the information data and the other is prioritizing the harvested energy. For the two proposed selection schemes, we

study the probability mass function of the selected antennas, the average harvested energy, and the data transmission

outage probability. Through the analytic expressions and the simulation results, we show that there is a tradeoff

between the outage probability and the harvested energy for both schemes. We see also that the preference of one

scheme on the other is also affected by this energy-data trade off.

Index Terms

Energy harvesting, Simultaneous Wireless Information and Power Transfer (SWIPT), cognitive radio (CR),

spectrum sharing (SS), antenna switching (AS), maximum ratio combining (MRC), outage probability, average

harvested energy.



I. Introduction

Energy consumption and spectrum scarcity are two major issues in wireless communication systems.

For the next generation of wireless communication systems, it is challenging to assure the energy efficiency

as well the spectrum efficiency. On the one hand, cognitive radio (CR) networks are a promising solution

to solve the spectrum scarcity. CR networks allow the unlicensed users to use the spectrum whenever

the licensed users are idle [1]. For the spectrum sharing (SS) in CR networks, the unlicensed users and

licensed users are allowed to share the spectrum as long as the interference induced by the unlicensed

users do not harm the licensed users [2]. Various works have studied the spectrum sharing in CR networks

with single/multiple antennas at the primary and secondary networks [3]–[5].

On the other hand, energy harvesting is a promising solution to make the wireless communication

systems more energy efficient and self-sustainable. Among the various energy sources, the radio frequency

(RF) signals are found to be a good source for energy harvesting. The process of the simultaneous use of RF

signals for energy transfer and information transfer is known in the literature as the simultaneous wireless

power and information transfer (SWIPT). The SWIPT technique was studied in single-input single-output

(SISO) communication systems in [6], [7], in multiple-input multiple-output (MIMO) communication

systems in [8], and in MIMO relay systems [9], [10]. Among the EH practical schemes studied in the

literature, we state the power splitting (PS), the time switching (TS), and the antenna switching (AS) that

separate the information decoding (ID) and energy harvesting (EH) transfer over the power, the time, and

the space, respectively.

Subsequently, it is interesting to investigate the SWIPT technique in cognitive radio networks. Recently,

various researchers have shown their interest to study the SWIPT technique in CR networks [11]–[15].

In [11], an opportunistic spectrum access scheme was considered in CR networks where secondary

transmitters (STs) either harvest energy from ambient transmissions or transmit signals when primary

transmitters (PTs) are far away. In [12], [13], [16], CR relay networks were considered where the ST

or the secondary relay assists the primary transmission while harvesting the energy using the PS or

TS scheme. In [16],the joint optimization of the power splitter factor and the energy allocation over

N time slots which maximizes the throughput was considered and a suboptimal management algorithm

was proposed in an amplify-and-forward (AF) relay cognitive network with one primary receiver, one

cognitive transmitter-receiver, and one EH relay. The EH relay harvests the energy from the received

signals using the PS scheme. In [12], the primary and secondary outage probability and the rate-energy

tradeoff between the maximum ergodic capacity and the maximum harvested energy in the secondary



network were analyzed in amplify-and-forward (AF) cognitive relay network where the ST and the SR

have energy harvesting capabilities using the PS scheme. Moreover, ST acts as a relay for the primary

transmission, harvests the energy from the primary signal, and forwards the primary signal and transmits

to its receiver simultaneously. In [13], the optimal cooperation strategy, the time allocation and the power

allocation were investigated in non-cooperation and cooperation modes to maximize the secondary user’s

achievable throughout in a CR network system where the ST acts as a decode-and-forward (DF) based-

relay for the primary transmission. The ST is self-powered and harvests the energy from the ambient

transmitters using the save-then-transmit protocol. In [14], [15], an underlay CR network is studied where

the ST is self-powered and harvests the energy from the primary transmission. In [14], the online optimal

time allocation between the EH phase and ID phase is proposed which maximizes the average achievable

rate of the cognitive radio system, subject to the ε-percentile protection criteria for the primary system

where the ST harvests the energy from the primary transmission. In [15], a channel quality based threshold

and opportunistic scheduling were exploited in CR networks with one ST and multiple EH SRs under

the peak interference power constraint of the PR and the ST maximum transmit power limit. Each SR is

scheduled to harvest energy if the channel condition is above the threshold or to decode information if

the channel condition is below the threshold. In this context, the analytical expressions of the secondary

ergodic capacity, symbol error rate (SER), throughput, and energy harvesting were investigated.

In line with the research scope, we propose to investigate the SWIPT for spectrum sharing in MIMO CR

networks where the SR harvests the energy from the primary and secondary transmission using the antenna

switching technique. The antenna selection is based on a thresholding technique based on the maximum

ratio combining (MRC) with an output threshold (OT-MRC). The OT-MRC combining technique was

studied before in [17] where the co-channel interference (CCI) was not considered. In this paper, we

propose two antenna selection schemes employing a thresholding technique based on OT-MRC with CCI:

one scheme is prioritizing the information data and the second is prioritizing the harvested energy. For

the two selection schemes, we derive the analytical expressions of the probability mass function (PMF) of

the selected number of antennas connected to the ID circuits at SR, the average of the harvested energy,

and the data transmission outage probability and we show that there is an energy-data tradeoff for the

two schemes.

II. SystemModel

We consider a cognitive network consisting of a primary transmitter PT, a primary receiver PR, a

secondary transmitter ST and a secondary receiver SR. While the PT, PR and ST are battery powered, the



SR is self-powered by its harvested energy from the RF signals sent from ST and PT. All the nodes are

equipped with single antennas, except the SR which is equipped with multiple antennas N2. The channel

between the PT and the PR, the channel between the PT and the j’th antenna of SR, the channel between

the ST and the j’th antenna of SR, and the channel between the ST and the PR are denoted by hpp, hp j,

hs j, and hsp, ∀ j = 1, . . . ,N2.

A. SWIPT-Enabled Secondary Receiver

The SR harvests energy using the antenna switching (AS) technique. In fact, the AS technique assigns a

subset of the multiple antennas to harvest energy and the remaining to decode the received data information.

Let K2 be the number of antennas connected to the ID circuits and N2 − K2 be the number of antennas

connected to the EH circuits, with K2 ≤ N2. How to choose K2 will be discussed later.

For a given K2, the combined signal-to-interference ratio (SIR) at the SR is given by

γID (K2) =
Ps

Pp

∑K2
j=1 |hs j|

2∑K2
j=1 |hp j|

2
=

Γs(K2)
Γp(K2)

, (1)

where Ps is the transmit power at ST, Pp is the transmit power at PT, σ2
s is the variance of the additive

white Gaussian noise (AWGN) at the PR, Γs(K2) = Ps
∑K2

j=1 |hs j|
2 and Γp(K2) = Pp

∑K2
j=1 |hp j|

2.

The harvested energy at SR is given by

Q (K2) =


ζ
(
Γs (K2) + Γp (K2)

)
, if 0 ≤ K2 < N2,

0, if K2 = N2,

(2)

=


ζ
∑N2

j=K2+1

(
Ps|hs j|

2 + Pp|hp j|
2
)
, if 0 ≤ K2 < N2

0, if K2 = N2,

(3)

where Γs (K2) = Ps
∑N2

K2+1 |hs j|
2 and Γp (K2) = Pp

∑N2
K2+1 |hp j|

2 are the harvested energy from ST and PT,

respectively, and ζ is the conversion efficiency.

Now, the question to ask is how to choose K2. For that, we present two selection schemes based on a

thresholding technique inspired from the OT-MRC technique studied in [17].

B. Thresholding-Based Antenna Selection Technique

In order to select the number of antennas K2, we use a thresholding technique inspired from the

OT-MRC technique in the presence of the co-channel interference (CCI) from PT. Note that the OT-

MRC technique was previously considered only in the no CCI case [17]. In order to derive the OT-MRC

technique with CCI, we will follow the same steps in [17].



Let Γ(K2) be the combined utility function to be specified depending the selection scheme considered.

With OT-MRC, the number of antennas K2 is selected so that the chosen combined utility function

Γ(K2) above a certain predefined threshold. Starting from the single-antenna case, the OT-MRC combiner

gradually raises the number of antennas in a way to raise Γ(K2) above the threshold γth. For more details

about OT-MRC, please refer to [17].

In what follows, we consider two selection schemes based on different combined utility functions.

• Prioritizing Data Selection Scheme (SC1):

– Γ(K2) stands for the received power at ID circuits at SR from the desired transmitter ST, i.e.

Γ(K2) = Γs(K2).

– K2 corresponds to the case where Γs(K2) is greater than the threshold γth.

• Prioritizing Energy Selection Scheme (SC2):

– Γ(K2) stands for the received power at EH circuits at SR (proportional to the harvested energy)

from the desired transmitter ST, i.e. Γ(K2) = Γs(K2).

– K2 corresponds to the case where Γs (K2) is greater than the threshold γth.

C. Performance Metrics

In order to evaluate the performance of the considered selection schemes, we propose to study the

performance metrics such as the PMF PK2(k2) of K2, the expected value of the harvested energy, and the

data transmission outage probability. The expected value of the harvested energy is defined as

Q = E [Q] =

N2−1∑
k2=1

E [Q(k2) | K2 = k2] PK2(k2) (4)

= ζ

N2−1∑
k2=1

E
[
Γs(k2) + Γp(k2) | K2 = k2

]
PK2(k2). (5)

In addition, the data transmission outage probability at SR is defined as

PD,out (x) = P (γID < x) =

N2−1∑
k2=1

P (γID(k2) < x & K2 = k2) (6)

=

N2−1∑
k2=1

P
(
Γs(k2)
Γp(k2)

< x & K2 = k2

)
, (7)

where X = 2R − 1 and R is the transmission rate at ST. If the selection of K2 is independent of Γs(K2)

and Γp(K2), then

PD,out (x) =

N2−1∑
k2=1

P
(
Γs(k2)
Γp(k2)

< x | K2 = k2

)
PK2(k2). (8)



III. Prioritizing Data Selection Scheme (SC1)

A. Mode of Operation

The prioritizing data selection scheme SC1 selects the antennas K2 in a way to assure that the received

power from the desired transmitter ST at the information decoding receivers at SR is above a certain

predefined threshold. Here, the utility combined function stands for the received power at ID circuits at

SR from the desired transmitter ST, i.e. Γ(K2) = Γs(K2). The selected number of antennas K2 corresponds

to the case where Γs(K2) is greater than the threshold γth. For SC1, the thresholding procedure is as

follows:

• Start with j = 1 and Γs(1) = γs,1.

• If Γs( j) < γth, update Γs( j + 1) = Γs( j) + γs, j+1 and j = j + 1.

• Repeat until Γs( j) ≥ γth or j ≥ N2 − 1.

At the end, K2 will be equal to j.

Remark 1: Note that the selected number of antennas K2 cannot be equal to zero or to N2 in a way to

avoid the two worse cases when all the receiving antennas are used for harvesting energy and no antennas

are used for decoding information (K2 = 0, i.e. no data) and when all the receiving antennas are used for

decoding information and no antennas are used for harvesting energy (K2 = N2, i.e. no energy). Same

remark hold for the selection scheme SC2.

B. PMF of K2

Based on the selection scheme SC1, the PMF of K2 is given by:

P(1)
K2

(k2) =


P (Γs(1) ≥ γth) , if k2 = 1,

P (Γs(k2 − 1) < γth ≤ Γs(k2)) , if k2 = 2, . . . ,N2 − 2,

P (Γs(N2 − 2) < γth) , if k2 = N2 − 1.

(9)

=



1 − F(1)
γs (γth) , if k2 = 1,

F(k2−1)
γs (γth)

−
∫ γth

0
f (1)
γs (z)F(k2−1)

γs (γth − z) dz, if k2 = 2, . . . ,N2 − 2,

F(N2−2)
γs (γth) , if k2 = N2 − 1.

(10)

where f (k2)
γs (·) and F(k2)

γs (·) are the PDF and CDF of Γs(k2), respectively, for k2 = 1, . . . ,N2 − 1.



C. Average of Harvested Energy

The average harvested energy at SR is given by

Q
(1)

= ζ

N2−1∑
k2=1

(N2 − k2)
(
PsE

[
|hs j|

2
]

+ PpE
[
|hp j|

2
])

P(1)
K2

(k2). (11)

D. Data Transmission Outage Probability

The outage probability at SR is given by

P(1)
D,out (x) = P

(
Γs(1)
Γp(1)

< x & Γs(1) ≥ γth

)
+

N2−2∑
k2=2

P
(
Γs(k2)
Γp(k2)

< x & Γs(k2 − 1) < γth ≤ Γs(k2)
)

+ P
(
Γs(N2 − 1)
Γp(N2 − 1)

< x & Γs(N2 − 2) < γth

)
(12)

= I1 (x, γth) +

N2−2∑
k2=2

Ik2 (x, γth) + IN2−1 (x, γth) , (13)

where

I1 (x, γth) = P
(
Γs(1)
Γp(1)

< x & Γs(1) ≥ γth

)
, (14)

Ik2 (x, γth) = P
(
Γs(k2)
Γp(k2)

< x & Γs(k2 − 1) < γth ≤ Γs(k2)
)
, (15)

IN2−1 (x, γth) = P
(
Γs(N2 − 1)
Γp(N2 − 1)

< x & Γs(N2 − 2) < γth

)
, (16)

which were shown in Appendix B to be given by

I1 (x, γth) =

∫ ∞

γth
x

F(1)
γs

(xy) f (1)
γp

(y) dy − F(1)
γs

(γth)
[
1 − F(1)

γp

(
γth

x

)]
, (17)

Ik2 (x, γth) =

∫ ∞

γth
x

[∫ xy

xy−γth

F(k2−1)
γs

(−z + xy) f (1)
γs

(z) dz
]

f (k2)
γp

(y) dy

−

[
1 − F(k2)

γp

(
γth

x

)] ∫ γth

0
F(k2−1)
γs

(γth − z) f (1)
γs

(z) dz

+ F(k2−1)
γs

(γth)
∫ ∞

γth
x

F(1)
γs

(xy − γth) f (k2)
γp

(y) dy, (18)

and

IN2−1 (x, γth) =

∫ ∞

γth
x

[∫ xy

xy−γth

F(N2−2)
γs

(−z + xy) f (1)
γs

(z) dz
]

f (N2−1)
γp

(y) dy

+

∫ γth
x

0

[∫ xy

0
F(N2−2)
γs

(−z + xy) f (1)
γs

(z) dz
]

f (N2−1)
γp

(y) dy

+ F(N2−2)
γs

(γth)
∫ ∞

γth
x

F(1)
γs

(xy − γth) f (N2−1)
γp

(y) dy. (19)

Consequently, the outage probability is given by (20), where f (k2)
γp (·) and F(k2)

γp (·) are the PDF and CDF

of Γp(k2), respectively, for k2 = 1, . . . ,N2 − 1.



P(1)
D,out (x) =

∫ ∞

γth
x

F(1)
γs

(xy) f (1)
γp

(y) dy − F(1)
γs

(γth)
[
1 − F(1)

γp

(
γth

x

)]
+

N2−1∑
k2=2

∫ ∞

γth
x

[∫ xy

xy−γth

F(k2−1)
γs

(−z + xy) f (1)
γs

(z) dz
]

f (k2)
γp

(y) dy

+

∫ γth
x

0

[∫ xy

0
F(N2−2)
γs

(−z + xy) f (1)
γs

(z) dz
]

f (N2−1)
γp

(y) dy −
N2−2∑
k2=2

∫ ∞

γth
x

[∫ γth

0
F(k2−1)
γs

(γth − z) f (1)
γs

(z) dz
]

f (k2)
γp

(y) dy

+

N2−1∑
k2=2

F(k2−1)
γs

(γth)
∫ ∞

γth
x

F(1)
γs

(xy − γth) f (k2)
γp

(y) dy. (20)

E. Example: Rayleigh Fading Special Case

Let us assume that all the channels hpp, hp j, hk j, and hkp are modeled as flat fading with Rayleigh

distribution with variances λpp, λps, λss and λsp, respectively.

1) PMF of K2:

The PMF of K2 can be written as

P(1)
K2

(k2) =



e−
γth

Psλss , if k2 = 1,

γ
(
k2−1, γth

Psλss

)
Γ(k2−1)

− e−
γth

Psλss

Γ(k2−1)

∫ γth
Psλss

0
euγ (k2 − 1, u) du, if k2 = 2, . . . ,N2 − 2,

1
Γ(N2−2)γ

(
N2 − 2, γth

Psλss

)
, if k2 = N2 − 1,

(21)

where Γ (·) and γ (·, ·) are the Gamma function and the lower incomplete Gamma function [18], respectively.

Using
∫ a

0
γ (k − 1, t) et dt = ea

k−1γ (k, a) which was proven in Appendix A-A, it can be shown that:∫ γth
Psλss

0
euγ (k2 − 1, u) du = e

γth
Psλss γ

(
k2 − 1,

γth

Psλss

)
−

(
γth

Psλss

)k2−1

k2 − 1
. (22)

Subsequently, we deduce that

P(1)
K2

(k2) =


1

Γ(k2)

(
γth

Psλss

)k2−1
e−

γth
Psλss , if k2 = 1, . . . ,N2 − 2,

1
Γ(N2−2)γ

(
N2 − 2, γth

Psλss

)
, if k2 = N2 − 1,

(23)

where Γ (·) and γ (·, ·) are the Gamma function and the lower incomplete Gamma function [18], respectively.

2) Average of Harvested Energy:

For the Rayleigh fading channels, the average harvested energy at SR can be written as (25), where Γ (·, ·)

is the upper incomplete gamma function [18]. Note that (25) was obtained using
∑s−1

m=0
xk

Γ(k+1) =
exΓ(s,x)

Γ(s) in

[18, (8.352.4)] and the corresponding derivative
∑s−1

m=0
kxk−1

Γ(k+1) =
exΓ(s,x)

Γ(s) −
xs−1

Γ(s) .

3) Data Transmission Outage Probability:

For the Rayleigh fading channels, we have shown in Appendix B that I1 (x, γth), Ik2 (x, γth) and IN2−1 (x, γth)



Q
(1)

= ζ
(
Psλss + Ppλps

) [
e−

γth
Psλss

N2−2∑
k2=1

(N2 − k2)

(
γth

Psλss

)k2−1

Γ(k2)
+

1
Γ(N2 − 2)

γ

(
N2 − 2,

γth

Psλss

) ]
(24)

=
ζ
(
Psλss + Ppλps

)
Γ (N2 − 2)

[ (
N2 − 1 −

γth

Psλss

)
Γ

(
N2 − 2,

γth

Psλss

)
+ e−

γth
Psλss

(
γth

Psλss

)N2−2

+ γ

(
N2 − 2,

γth

Psλss

) ]
,

(25)

P(1)
D,out (x) =

xPpλpse
−γth

(
1

Psλss
+ 1

xPpλps

)
xPpλps + Psλss

−

N2−2∑
k2=2

(
γth

Psλss

)k2−1
e−

γth
Psλss

Γ(k2)2

[e
γth

Psλss Γ
(
k2, γth

(
1

Psλss
+ 1

xPpλps

))
(
x Ppλps

Psλss
+ 1

)k2
− Γ

(
k2,

γth

xPpλps

) ]

−

(
γth

Psλss

)N2−2
Γ
(
N2 − 1, γth

(
1

Psλss
+ 1

xPpλps

))
Γ(N2 − 1)2

(
x Ppλps

Psλss
+ 1

)N2−1 +
(N2 − 2) γ

(
N2 − 2, γth

Psλss

)
Γ
(
N2 − 1, γth

xPpλps

)
Γ(N2 − 1)2

+

∫ γth
xPpλps

0

γ
(
N2 − 1, u xPpλps

Psλss

)
uN2−2e−u

Γ(N2 − 1)2 du. (29)

are given by

I1 (x, γth) =
xPpλps

xPpλps + Psλss
e−γth

(
1

Psλss
+ 1

xPpλps

)
, (26)

Ik2 (x, γth) =
e−

γth
Psλss

(
γth

Psλss

)k2−1

Γ(k2)2

[
Γ

(
k2,

γth

xPpλps

)

−
e

γth
Psλss Γ

(
k2, γth

(
1

Psλss
+ 1

xPpλps

))
(
Ppλps

)k2
(

x
Psλss

+ 1
Ppλps

)k2

]
, (27)

and

IN2−1 (x, γth) =
γ
(
N2 − 2, γth

Psλss

)
Γ
(
N2 − 1, γth

xPpλps

)
Γ (N2 − 2) Γ (N2 − 1)

−

(
γth

Psλss

)N2−2
Γ
(
N2 − 1, γth

(
1

xPpλps
+ 1

Psλss

))
Γ (N2 − 1)2

(
Ppλps

)N2−1 (
1

Ppλps
+ x

Psλss

)N2−1

+
1

Γ(N2 − 1)2

∫ γth
xPpλps

0
γ

(
N2 − 1, u

xPpλps

Psλss

)
uN2−2e−u du. (28)

Consequently, the outage probability is given by (29).

4) Remarks and Asymptotic Results:

• When γth
Psλss
→ 0, we can see that K2 ≈ 1, Q

(1)
≈ (N2 − 1)q1, and

P(1)
D,out (x) ≈

xPpλps

xPpλps + Psλss
e−γth

(
1

Psλss
+ 1

xPpλps

)
, (30)



where q1 = ζ
(
Psλss + Ppλps

)
P(1)

K2
(1) = ζ

(
Psλss + Ppλps

)
e−

γth
Psλss .

• When γth
Psλss
→ ∞, we can see that K2 ≈ N2 − 1, Q

(1)
≈ q2, and

P(1)
D,out (x) ≈

γ
(
N2 − 2, γth

Psλss

)
Γ
(
N2 − 1, γth

xPpλps

)
Γ (N2 − 2) Γ (N2 − 1)

≈
Γ
(
N2 − 1, γth

xPpλps

)
Γ (N2 − 1)

, (31)

where q2 = ζ
(
Psλss + Ppλps

)
P(1)

K2
(N2 − 1) = ζ

(
Psλss + Ppλps

)
1

Γ(N2−2)γ
(
N2 − 2, γth

Psλss

)
.

IV. Prioritizing Energy Selection Scheme (SC2)

A. Mode of Operation

By contrast to the prioritizing data selection scheme SC1, the prioritizing energy selection scheme

SC2 selects the antennas K2 in a way to assure that the received power from the desired transmitter ST

at the EH receivers at SR is above a certain predefined threshold. Hence, the utility combined function

stands for the received power at EH circuits at SR (proportional to the harvested energy) from the desired

transmitter ST, i.e. Γ(K2) = Γs(K2). The selected number of antennas K2 corresponds to the case where

Γs (K2) is greater than the threshold γth. For SC2, the thresholding procedure is as follows:

• Start with j = N2 − 1 and Γs(N2 − 1) = γN2 .

• If Γs( j) < γth, update j = j − 1 and Γs( j) = Γs( j + 1) + γs, j+1.

• Repeat until Γs( j) ≥ γth or j ≤ 1.

At the end, K2 will be equal to j.

B. PMF of K2

The PMF of K2 is given by:

P(2)
K2

(k2) =


P

(
Γs(2) < γth

)
, if k2 = 1,

P
(
Γs(k2 + 1) < γth ≤ Γs(k2)

)
, if k2 = 2, . . . ,N2 − 2,

P
(
Γs(N2 − 1) ≥ γth

)
, if k2 = N2 − 1.

(32)

=


F(N2−2)
γs (γth) , if k2 = 1,

F(N2−k2−1)
γs (γth) −

∫ γth

0
f (1)
γs (z)F(N2−k2−1)

γs (γth − z) dz, if k2 = 2, . . . ,N2 − 2,

1 − F(1)
γs (γth) , if k2 = N2 − 1,

(33)

where f (N2−k2)
γs (·) and F(N2−k2)

γs (·) are the PDF and CDF of Γs(k2), respectively, for k2 = 1, . . . ,N2 − 1.



P(2)
D,out (x) =

N2−1∑
k2=1

P
(
Γs(k2)
Γp(k2)

< x | K2 = k2

)
PK2(k2) =

N2−1∑
k2=1

[∫ ∞

0
f (k2)
γp

(y)F(k2)
γs

(xy) dy
]

PK2(k2) (35)

=

[∫ ∞

0
f (1)
γp

(y)F(1)
γs

(xy) dy
]

F(N2−2)
γs

(γth) +

N2−2∑
k2=2

[∫ ∞

0
f (k2)
γp

(y)F(k2)
γs

(xy) dy
]

×

(
F(N2−k2−1)
γs

(γth) −
∫ γth

0
f (1)
γs

(z)F(N2−k2−1)
γs

(γth − z) dz
)

+

[∫ ∞

0
f (N2−1)
γp

(y)F(N2−1)
γs

(xy) dy
] (

1 − F(1)
γs

(γth)
)
. (36)

Q
(2)

= ζ
(
Psλss + Ppλps

) [ (N2 − 1)
Γ(N2 − 2)

γ

(
N2 − 2,

γth

Psλss

)
+ e−

γth
Psλss

N2−1∑
k2=2

(N2 − k2)

(
γth

Psλss

)N2−k2−1

Γ(N2 − k2)

]
(38)

=
ζ
(
Psλss + Ppλps

)
Γ (N2 − 2)

[
(N2 − 1)γ

(
N2 − 2,

γth

Psλss

)
+

(
1 +

γth

Psλss

)
Γ

(
N2 − 2,

γth

Psλss

)
− e−

γth
Psλss

(
γth

Psλss

)N2−2 ]
,

(39)

C. Average of Harvested Energy

The average harvested energy at SR is given by

Q
(2)

= ζ

N2−1∑
k2=1

(N2 − k2)
(
PsE

[
|hs j|

2
]

+ PpE
[
|hp j|

2
])

P(2)
K2

(k2). (34)

D. Data Transmission Outage Probability

The outage probability at SR is given by (36).

E. Example: Rayleigh Fading Special Case

1) PMF of K2:

Similarly to P(1)
K2

(k2), we can show that

P(2)
K2

(k2) =


1

Γ(N2−2)γ
(
N2 − 2, γth

Psλss

)
, if k2 = 1,

1
Γ(N2−k2)

(
γth

Psλss

)N2−k2−1
e−

γth
Psλss , if k2 = 2, . . . ,N2 − 1.

(37)

2) Average of Harvested Energy:

For the Rayleigh fading channels, the average harvested energy at SR can be written as (39), which was

obtained in a similar way as (25).



P(2)
D,out (x) =

xPpλps

Psλss + xPpλps

γ
(
N2 − 2, γth

Psλss

)
Γ(N2 − 2)

+ e−
γth

Psλss

N2−1∑
k2=2

Γ(2k2)
(
xPpλpsPsλss

)k2
(

γth
Psλss

)N2−k2−1

Γ(k2)2k2Γ(N2 − k2)
(
Psλss + xPpλps

)2k2

× 2F1

(
1, 2k2; k2 + 1;

xPpλps

Psλss + xPpλps

)
. (43)

3) Data Transmission Outage Probability:

For the Rayleigh fading channels, we can write∫ ∞

0
f (k2)
γp

(y)F(k2)
γs

(xy) dy =
xPpλps

Psλss + xPpλps
, (40)∫ ∞

0
f (k2)
γp

(y)F(k2)
γs

(xy) dy =
1

Γ(k2)2
(
Ppλps

)k2

∫ ∞

0
yk2−1e−

y
Ppλps γ

(
k2,

xy
Psλss

)
dy (41)

=
Γ(2k2)

Γ(k2)2k2

(
xPpλpsPsλss

)k2(
Psλss + xPpλps

)2k2
2F1

(
1, 2k2; k2 + 1;

xPpλps

Psλss + xPpλps

)
, (42)

where (42) was obtained using [18, (6.455.2)] and 2F1 (a, b; c; z) is the Gaussian hypergeometric function.

Hence, we deduce that the outage probability can be written as in (43).

4) Remarks and Asymptotic Results:

• First, we can see that P(2)
K2

(k2) = P(1)
K2

(N2 − k2) if SC1 and SC2 use the same predefined threshold γth.

• When γth
Psλss
→ 0, we can see that K2 ≈ N2 − 1, Q

(2)
≈ q1, and

P(2)
D,out (x) ≈ e−

γth
Psλss

Γ(2(N2 − 1))
Γ(N2 − 1)2(N2 − 1)

(
xPpλpsPsλss

)N2−1(
Psλss + xPpλps

)2(N2−1) 2F1

(
1, 2(N2 − 1); N2;

xPpλps

Psλss + xPpλps

)
.

(44)

• When γth
Psλss
→ ∞, we can see that K2 ≈ 1, Q

(2)
≈ (N2 − 1)q2, and

P(2)
D,out (x) ≈

xPpλpsγ
(
N2 − 2, γth

Psλss

)(
Psλss + xPpλps

)
Γ(N2 − 2)

≈
xPpλps

Psλss + xPpλps
. (45)

V. Simulation Results

In this section, we present some selected simulations to show the accuracy of the obtained analytical

expressions and to compare the two selection schemes SC1 and SC2. In all the figures, the channels follow

the Rayleigh distribution. The number of simulations is Nsim = 104. The transmit power at PT is equal

to Pp = 10 dBm. The variances of the channels are chosen equal to λpp = λsp = 30 dBm. The noise

variances at PR and SR are both equal to σ2
p = σ2

s = −110 dBm. The conversion efficiency of the EH

circuits at PR is ζ = 60%. The transmission rate at ST is chosen equal to 2 bps/Hz.
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Figure 1: The probability mass function of K2 versus the transmit power at SR Ps in dBm, with N2 = 4,

λss = λps = 30 dBm, and γth = −10 dBm for the two selection schemes SC1 and SC2.

In Fig. 1, we plotted the PMF of K2 versus the transmit power Ps at ST in dBm, respectively, for

N2 = 4, λss = λps = 30 dBm, and γth = −10 dBm for the two selection schemes SC1 and SC2. We can

see that for the low power regime, K2 goes to N2 − 1 for SC1 and goes to 1 for SC2. However, for the

high power regime, K2 goes to 1 for SC1 and goes to N2 − 1 for SC2.
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Figure 2: (a) The outage probability PD,out and (b) the average harvested energy Q versus the transmit

power at SR Ps in dBm, with λss = λps = 30 dBm, γth = −10 dBm and different values of N2 for the two

selection schemes SC1 and SC2.



In Figs. 2a and 2b, we plotted the outage probability and the average harvested energy versus the

transmit power Ps at ST in dBm, respectively, for λss = λps = 30 dBm, γth = −10 dBm and different

values of N2 for the two selection schemes SC1 and SC2. On the one hand, from an outage probability

stand point, we can see that S C1 outperforms SC2 for a transmit power constraint Ps ≤ 15 dBm, while

for Ps ≥ 15dB, S C2 outperforms SC1. On the other hand, in terms of the average harvested energy, S C2

outperforms SC1 for Ps ≤ −20dBm, while S C1 outperforms SC2 for Ps ≥ −10dBm. This observation can

be explained by the fact that, when the ratio γth
Psλss

becomes very large (low SNR regime), the number of

selected antennas K2 of SC1 converges to N2−1, while it goes to 1 for SC2. Hence, for SC1, more antennas

are used to decode information and less are used to harvest energy. However, for SC2, less antennas are

used to decode information and more are used to harvest energy. Subsequently, the outage probability of

SC1 is better than the one of SC2, while the average harvested energy of SC2 is better than the one SC1.

However, when the ratio γth
Psλss

becomes small (high SNR regime), the number of selected antennas K2 for

SC1 converges to 1, while it goes to N2 − 1 for SC2. For SC1, only one antenna is used to decode the

information and all the others are used to harvest energy. However, for SC2, only one antenna is used to

harvest energy and all the others are used to decode the information. Subsequently, the outage probability

of SC2 is better than the one of SC1, while the average harvested energy of SC1 is better than the one

SC2. At this point, we can see that there is a trade off between the outage probability and the average

harvested energy when we use SC1 or SC2.

In addition, we can see that the outage probability of SC1 is almost the same, as we increase the

number of receiving antennas at ST. For the high SNR regime, this behavior is expected from (30). For

the low SNR regime, this behavior is due to the fact that the ratio γth
xPpλps

is of the order of −50 dBm, so

(31) converges to 1. However, the outage probability of SC2 increases for Ps ≤ 15 dBm, while it decreases

for Ps > 15 dBm, as N2 increases. On the other hand, as N2 increases, the average harvested energy of

SC1 increases for Ps ≥ −25 dBm and is almost constant otherwise, while the average harvested energy of

SC2 increases for Ps ≤ −10 dBm and is almost constant otherwise. This constant behavior of the average

harvested energy with respect to N2 is due to the fact that K2 is equal to 1 when SC1 is in the high SNR

regime and when SC2 is in the low SNR regime.
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Figure 3: (a) The outage probability PD,out and (b) the average harvested energy Q versus the transmit

power at SR Ps in dBm, with N2 = 10, γth = −10 dBm and different values of λss and λps for the two

selection schemes SC1 and SC2.

In Figs. 3a and 3b, we plotted the outage probability and the average harvested energy versus the

transmit power Ps at ST in dBm, respectively, for N2 = 10, γth = −10 dBm and different values of λss

and λps for the two selection schemes SC1 and SC2. We can see that the outage probability of SC1 and

SC2 improves with λss while it worsens with λps, which is an expected result since we know that the

interference harm the data transmission. On the other hand, the average harvested energy of SC1 and SC2

improves with λps, if we compare the cases when λps = 20 dBm and λps = 30 dBm, while λss = 30 dBm.

But, when λss increases, the average harvested energy of SC1 improves. However, for SC2, the average

harvested energy improves for Ps > 5 dBm. Moreover, we can see that the average harvested energy is

highly affected by λps at low SNR regime while it is highly affected by λss at high SNR regime.



-5 0 5 10 15 20
Transmit Power at ST (Ps in dBm)

10-2

10-1

100
O

ut
ag

e 
pr

ob
ab

ili
ty

SC
2
 (γ

th
= 10 dBm)

SC
2
 (γ

th
=-10 dBm)

SC
1
 (γ

th
=10 dBm)

SC
1
 (γ

th
=-10 dBm)

------- Analytic expression
    o   Monte Carlo simulation

γ
th

γ
th

(a)

-30 -20 -10 0 10 20 30
Transmit Power at ST (Ps in dBm)

10-3

10-2

10-1

100

101

A
ve

ra
ge

 H
ar

ve
st

ed
 E

ne
rg

y

SC
2
 (γ

th
=10 dBm)

SC
2
 (γ

th
=0 dBm)

SC
2
 (γ

th
=-10 dBm)

SC
1
 (γ

th
=-10 dBm)

SC
1
 (γ

th
=0 dBm)

SC
1
 (γ

th
=10 dBm)

------- Analytic expression
    o   Monte Carlo simulation

γ
th

  

(b)

Figure 4: (a) The outage probability PD,out and (b) the average harvested energy Q versus the transmit

power at SR Ps in dBm, with N2 = 10, λss = λps = 30 dBm and different values of γth for the two

selection schemes SC1 and SC2.

In Figs. 4a and 4b, we plotted the outage probability and the average harvested energy versus the

transmit power Ps at ST in dBm, respectively, for N2 = 10, λss = λps = 30 dBm and different values of

γth for the two selection schemes SC1 and SC2. We can see that as γth increases, the outage probability

of SC1 improves, while it slighly increases for SC2 for high Ps. On the other hand, the average harvested

energy decreases for SC1 and increases for SC2. This observation can be explained by the fact that as the

threshold γth increases, more antennas are allocated to decode information for SC1 while less antennas

are allocated to harvest energy. However, for SC2, as γth increases, more antennas are used to harvest

energy and less antennas are used to decode information.

VI. Conclusion

In this paper, we investigate the SWIPT for spectrum sharing in MIMO CR networks where the SR

harvests the energy from the primary and secondary transmission using the antenna switching technique.

We propose a thresholding-based antenna selection strategy inspired from OT-MRC technique. We study

two selection schemes: the first is the prioritizing data selection scheme (SC1) and the second is the

prioritizing energy selection scheme (SC2). For both schemes, we derive the PMF of K2, the average

harvested energy, and the data transmission outage probability and we show the energy-data trade off for

both schemes.



Appendix A

A. Proof of
∫ a

0
γ (k − 1, t) et dt = ea

k−1γ (k, a)

∫ a

0
γ (k − 1, t) et dt =

∫ a

0

[∫ t

0
yk−2e−y dy

]
et dt (46)

=

∫ a

0
yk−2e−y

[∫ a

y
et dt

]
dy (47)

= ea
∫ a

0
yk−2e−y dy −

∫ a

0
yk−2 dy (48)

= eaγ (k − 1, a) −
ak−1

k − 1
(49)

=
ea

k − 1
γ (k, a) . (50)

B. Proof of
∫ a

0
tγ (k − 1, t) et dt =

(a−1)ea

k−1 γ (k, a) + ak

k(k−1)

∫ a

0
tγ (k − 1, t) et dt =

∫ a

0

[∫ t

0
yk−2e−y dy

]
tet dt (51)

=

∫ a

0
yk−2e−y

[∫ a

y
tet dt

]
dy (52)

= (a − 1)ea
∫ a

0
yk−2e−y dy −

∫ a

0
(y − 1)yk−2 dy (53)

= (a − 1)eaγ (k − 1, a) −
ak

k
+

ak−1

k − 1
(54)

=
(a − 1)ea

k − 1
γ (k, a) +

ak

k(k − 1)
. (55)



Appendix B

Expressions for I1 (x, γth), Ik2 (x, γth) and IN2−1 (x, γth)

A. Expression for I1 (x, γth)

First, let us start with I1 (x, γth):

I1 (x, γth) = P
(
Γs(1)
Γp(1)

< x & Γs(1) ≥ γth

)
(56)

= P
(
Γs(1) < xΓp(1) & Γs(1) ≥ γth

)
(57)

= P
(
γth ≤ Γs(1) < xΓp(1) & Γp(1) ≥

γth

x

)
(58)

=

∫ ∞

γth
x

P (γth ≤ Γs(1) < xy) f (1)
γp

(y) dy (59)

=

∫ ∞

γth
x

[
F(1)
γs

(xy) − F(1)
γs

(γth)
]

f (1)
γp

(y) dy (60)

=

∫ ∞

γth
x

F(1)
γs

(xy) f (1)
γp

(y) dy − F(1)
γs

(γth)
[
1 − F(1)

γp

(
γth

x

)]
, (61)

For the Rayleigh fading channels, I1 (x, γth) is equal to

I1 (x, γth) =
1

Ppλps

∫ ∞

γth
x

(
1 − e−

xy
Psλss

)
e−

y
Ppλps dy −

(
1 − e−

γth
Psλss

)
e−

γth
xPpλps (62)

=
xPpλps

xPpλps + Psλss
e−γth

(
1

Psλss
+ 1

xPpλps

)
. (63)

B. Expression for Ik2 (x, γth)

Then, let us compute Ik2 (x, γth):

Ik2 (x, γth) = P
(
Γs(k2)
Γp(k2)

< x & Γs(k2 − 1) < γth ≤ Γs(k2)
)

(64)

= P
(
Γs(k2 − 1) + γs,k2 < xΓp(k2) & Γs(k2 − 1) < γth ≤ Γs(k2 − 1) + γs,k2

)
(65)

=

∫ ∞

γth
x

[∫ xy

xy−γth

F(k2−1)
γs

(−z + xy) f (1)
γs

(z) dz
]

f (k2)
γp

(y) dy

−

[
1 − F(k2)

γp

(
γth

x

)] ∫ γth

0
F(k2−1)
γs

(γth − z) f (1)
γs

(z) dz

+ F(k2−1)
γs

(γth)
∫ ∞

γth
x

F(1)
γs

(xy − γth) f (k2)
γp

(y) dy. (66)



For the Rayleigh fading channels, Ik2 (x, γth) can be shown equal to

Ik2 (x, γth) =
1

Γ(k2)
(
Ppλps

)k2

∫ ∞

γth
x

1
Γ(k2 − 1)Psλss

×

[∫ xy

xy−γth

γ

(
k2 − 1,

−z + xy
Psλss

)
e−

z
Psλss dz

]
yk2−1e−

y
Ppλps dy

−
Γ
(
k2,

γth
xPpλps

)
Γ(k2)Γ(k2 − 1)Psλss

∫ γth

0
γ

(
k2 − 1,

γth − z
Psλss

)
e−

z
Psλss dz

+
γ
(
k2 − 1, γth

Psλss

)
Γ(k2)Γ(k2 − 1)

(
Ppλps
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∫ ∞
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Ppλps dy (67)
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e
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) ∫ ∞
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Γ
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Γ(k2)Γ(k2 − 1)

[
Γ

(
k2,

γth

xPpλps

)
−

e
γth

Psλss(
Ppλps

)k2
(

x
Psλss

+ 1
Ppλps

)k2
Γ

(
k2, γth

(
1

Psλss
+

1
xPpλps

)) ]
(68)

=
e−

γth
Psλss

(
γth

Psλss

)k2−1

Γ(k2)2

[
Γ

(
k2,

γth

xPpλps

)
−

e
γth

Psλss(
Ppλps

)k2
(

x
Psλss

+ 1
Ppλps

)k2
Γ

(
k2, γth

(
1

Psλss
+

1
xPpλps

)) ]
. (69)

C. Expression for IN2−1 (x, γth)

Finally, let us compute IN2−1 (x, γth):

IN2−1 (x, γth) = P
(
Γs(N2 − 1)
Γp(N2 − 1)

< x & Γs(N2 − 2) < γth

)
(70)

= P
(
Γs(N2 − 2) + γs,N2−1 < xΓp(N2 − 1) & Γs(N2 − 2) < γth

)
(71)

=

∫ ∞

γth
x

[∫ xy

xy−γth

F(N2−2)
γs

(−z + xy) f (1)
γs

(z) dz
]

f (N2−1)
γp

(y) dy

+

∫ γth
x

0

[∫ xy

0
F(N2−2)
γs

(−z + xy) f (1)
γs

(z) dz
]

f (N2−1)
γp

(y) dy

+ F(N2−2)
γs

(γth)
∫ ∞

γth
x

F(1)
γs

(xy − γth) f (N2−1)
γp

(y) dy. (72)



For the Rayleigh fading channels, IN2−1 (x, γth) can be shown equal to

IN2−1 (x, γth) =
1

Γ(N2 − 1)
(
Ppλps

)N2−1

∫ ∞

γth
x

1
Γ(N2 − 2)Psλss

×

[∫ xy

xy−γth

γ

(
N2 − 2,

−z + xy
Psλps

)
e−

z
Psλss dz

]
yN2−2e−

y
Ppλps dy

+
1

Γ(N2 − 1)
(
Ppλps

)N2−1

∫ γth
x

0

1
Γ(N2 − 2)Psλss

×

[∫ xy

0
γ

(
N2 − 2,

−z + xy
Psλss

)
e−

z
Psλss dz

]
yN2−2e−

y
Ppλps dy

+
1

Γ(N2 − 1)
(
Ppλps

)N2−1 F(N2−2)
γs

(γth)

×

∫ ∞

γth
x

(
1 − e−

xy−γth
Psλss

)
yN2−2e−

y
Ppλps dy (73)

=
γ
(
N2 − 2, γth

Psλss

)
Γ
(
N2 − 1, γth

xPpλps

)
Γ (N2 − 2) Γ (N2 − 1)

−

(
γth

Psλss

)N2−2
Γ
(
N2 − 1, γth

(
1

xPpλps
+ 1

Psλss

))
Γ (N2 − 1)2

(
Ppλps

)N2−1 (
1

Ppλps
+ x

Psλss

)N2−1

+
1

Γ(N2 − 1)2

∫ γth
xPpλps

0
γ

(
N2 − 1, u

xPpλps

Psλss

)
uN2−2e−u du. (74)

where (74) was obtained using
∫ a

0
tγ (k − 1, t) et dt =

(a−1)ea

k−1 γ (k, a) + ak

k(k−1) which was proven in Appendix

A-B. Or, we can write:
1

Γ(N2 − 1)2

∫ γth
xPpλps

0
γ

(
N2 − 1, u

xPpλps

Psλss

)
uN2−2e−u du

=
1

Γ(N2 − 1)

∫ γth
xPpλps

0
uN2−2e−u du

−
1

Γ(N2 − 1)

N2−2∑
m=0

( xPpλps

Psλss

)m

Γ(m + 1)

∫ γth
xPpλps

0
e−u

(
xPpλps
Psλss

+1
)
uN2+m−2 du (75)

=
1

Γ(N2 − 1)
γ

(
N2 − 1,

γth

xPpλps

)

−
1

Γ(N2 − 1)

N2−2∑
m=0

( xPpλps

Psλss

)m
γ
(
N2 + m − 1, γth

xPpλps

( xPpλps

Psλss
+ 1

))
Γ(m + 1)

( xPpλps

Psλss
+ 1

)N2+m−1 . (76)



Consequently, we obtain:

IN2−1 (x, γth) = 1 −
Γ
(
N2 − 2, γth

Psλss

)
Γ
(
N2 − 1, γth

xPpλps

)
Γ (N2 − 2) Γ (N2 − 1)

−

(
γth

Psλss

)N2−2
Γ
(
N2 − 1, γth

(
1

xPpλps
+ 1

Psλss

))
Γ (N2 − 1)2

(
Ppλps

)N2−1 (
1

Ppλps
+ x

Psλss

)N2−1

−
1

Γ(N2 − 1)

N2−2∑
m=0

( xPpλps

Psλss

)m
γ
(
N2 + m − 1, γth

xPpλps

( xPpλps

Psλss
+ 1

))
Γ(m + 1)

( xPpλps

Psλss
+ 1

)N2+m−1 . (77)

Appendix C

PDF and CDF of Q(1)(k2) for k2 = 1, . . . ,N2 − 1

Recall, for k2 = 1, . . . ,N2 − 1, the harvested energy at SR is given by

Q(1) (k2) = ζ
(
Γs (k2) + Γp (k2)

)
, (78)

where Γs (k2) = Ps
∑N2

k2+1 |hs j|
2, Γp (k2) = Pp

∑N2
k2+1 |hp j|

2 are the harvested energy from ST and PT, respec-

tively.

The PDF and CDF of Γs (k2) are denoted as f (N2−k2)
γs (·), F(N2−k2)

γs (·), respectively. In addition, the PDF and

CDF of Γp (k2) are denoted as f (N2−k2)
γp (·), F(N2−k2)

γp (·), respectively.

We can write the PDF and CDF of Q(1)(k2) as

fQ(1)(k2) (q) = fζ(Γs(k2)+Γp(k2)) (q) (79)

=
1
ζ

fΓs(k2)+Γp(k2)

(
q
ζ

)
(80)

=
1
ζ

∫ q
ζ

0
fΓs(k2) (x) fΓp(k2)

(
q
ζ
− x

)
dx (81)

=
1
ζ

∫ q
ζ

0
f (N2−k2)
γs

(x) f (N2−k2)
γp

(
q
ζ
− x

)
dx, (82)

and

FQ(1)(k2)

(
γq

)
=

1
ζ

∫ γq

0

∫ q
ζ

0
f (N2−k2)
γs

(x) f (N2−k2)
γp

(
q
ζ
− x

)
dx

 dq (83)

=
1
ζ

∫ γq
ζ

0
f (N2−k2)
γs

(x)
[∫ γq

ζx
f (N2−k2)
γp

(
q
ζ
− x

)
dq

]
dx (84)

=

∫ γq
ζ

0
f (N2−k2)
γs

(x) F(N2−k2)
γp

(
γq

ζ
− x

)
dx, (85)

respectively.



For the Rayleigh fading channels, we have

f (N2−k2)
γs

(x) =
1

Γ(N2 − k2)
xN2−k2−1

(Psλss)N2−k2
e−

x
Psλss (86)

F(N2−k2)
γs

(x) =
1

Γ(N2 − k2)
γ

(
N2 − k2,

x
Psλss

)
(87)

f (N2−k2)
γp

(y) =
1

Γ(N2 − k2)
yN2−k2−1(

Ppλps

)N2−k2
e−

y
Ppλps (88)

F(N2−k2)
γp

(y) =
1

Γ(N2 − k2)
γ

(
N2 − k2,

y
Ppλps

)
(89)

for x ≥ 0, and y ≥ 0. Then, the PDF of Q(1)(k2) is written as

fQ(1)(k2) (q) =
e−

q
ζPpλps

ζΓ(N2 − k2)2 (Psλss)N2−k2
(
Ppλps

)N2−k2

∫ q
ζ

0
xN2−k2−1

(
q
ζ
− x

)N2−k2−1

e−x
(

1
Psλss

− 1
Ppλps

)
dx (90)

• For Psλss , Ppλps

fQ(1)(k2) (q) =
e−

q
ζPpλps

ζΓ(N2 − k2)2 (Psλss)N2−k2
(
Ppλps

)N2−k2

[
√
π

 q

ζ
(
− 1

Psλss
+ 1

Ppλps

)
N2−k2−1/2

× e
q
2ζ

(
− 1

Psλss
+ 1

Ppλps

)
Γ (N2 − k2) IN2−k2−1/2

(
q
2ζ

(
−

1
Psλss

+
1

Ppλps

)) ]
(91)

=

√
πe−

q
2ζ

(
1

Psλss
+ 1

Ppλps

)
Γ (N2 − k2) ζN2−k2+1/2

√
PsλssPpλps

(
q

Psλss − Ppλps

)N2−k2−1/2

IN2−k2−1/2

(
q
2ζ

(
−

1
Psλss

+
1

Ppλps

))
,

(92)

where In (·) is the modified Bessel function of the first kind. (94) was obtained using [18, (3.383.2.11)].

• For Psλss = Ppλps

fQ(1)(k2) (q) =
e−

q
ζPsλss

ζΓ(N2 − k2)2 (Psλss)2(N2−k2)

∫ q
ζ

0
xN2−k2−1

(
q
ζ
− x

)N2−k2−1

dx (93)

=
e−

q
ζPsλss

ζΓ(N2 − k2)2 (Psλss)2(N2−k2)

(
q
ζ

)2(N2−k2)−1

B (N2 − k2,N2 − k2) (94)

=
q2(N2−k2)−1e−

q
ζPsλss

Γ (2 (N2 − k2)) (ζPsλss)2(N2−k2) , (95)

where B (·, ·) is the Beta function. (94) was obtained using [18, (3.191.1)].

At the end, we have

fQ(1)(k2) (q) =


√
πe
−

q
2ζ

(
1

Psλss
+ 1

Ppλps

)
Γ(N2−k2)ζN2−k2+1/2

√
PsλssPpλps

(
q

Psλss−Ppλps

)N2−k2−1/2
IN2−k2−1/2

(
q
2ζ

(
− 1

Psλss
+ 1

Ppλps

))
, if Psλss , Ppλps

q2(N2−k2)−1e
−

q
ζPsλss

Γ(2(N2−k2))(ζPsλss)2(N2−k2) , if Psλss = Ppλps

(96)



Correspondingly, the CDF of Q(1)(k2) is given by

FQ(1)(k2)

(
γq

)
=

1
Γ(N2 − k2)2

∫ γq
ζ

0

xN2−k2−1

(Psλss)N2−k2
e−

x
Psλss γ

N2 − k2,

γq

ζ
− x

Ppλps

 dx (97)

=
e−

γq
ζPsλss

Γ(N2 − k2)2 (Psλss)N2−k2

∫ γq
ζ

0

(
γq

ζ
− u

)N2−k2−1

e
u

Psλss γ

(
N2 − k2,

u
Ppλps

)
du (98)

=
e−

γq
ζPsλss

Γ(N2 − k2) (Psλss)N2−k2

[ ∫ γq
ζ

0

(
γq

ζ
− u

)N2−k2−1

e
u

Psλss du

−

N2−k2−1∑
m=0

1
Γ(m + 1)Pm

pλ
m
ps

∫ γq
ζ

0
um

(
γq

ζ
− u

)N2−k2−1

eu
(

1
Psλss

− 1
Ppλps

)
du

]
(99)

=
e−

γq
ζPsλss

Γ(N2 − k2) (Psλss)N2−k2

[
e

γq
ζPsλss

∫ γq
ζ

0
tN2−k2−1e−

t
Psλss dt

−

N2−k2−1∑
m=0

1
Γ(m + 1)Pm

pλ
m
ps

∫ γq
ζ

0
um

(
γq

ζ
− u

)N2−k2−1

eu
(

1
Psλss

− 1
Ppλps

)
du

]
(100)

=
e−

γq
ζPsλss

Γ(N2 − k2) (Psλss)N2−k2

[
e

γq
ζPsλss (Psλss)N2−k2 γ

(
N2 − k2,

γq

ζPsλss

)
−

N2−k2−1∑
m=0

1
Γ(m + 1)Pm

pλ
m
ps

∫ γq
ζ

0
um

(
γq

ζ
− u

)N2−k2−1

eu
(

1
Psλss

− 1
Ppλps

)
du

]
(101)

=



e
−

γq
ζPsλss

Γ(N2−k2)(Psλss)N2−k2

[
e

γq
ζPsλss (Psλss)N2−k2 γ

(
N2 − k2,

γq

ζPsλss

)
−

∑N2−k2−1
m=0

1
Γ(m+1)Pm

p λ
m
ps

∫ γq
ζ

0
um

(
γq

ζ
− u

)N2−k2−1
du

]
, if Psλss = Ppλps,

e
−

γq
ζPsλss

Γ(N2−k2)(Psλss)N2−k2

[
e

γq
ζPsλss (Psλss)N2−k2 γ

(
N2 − k2,

γq

ζPsλss

)
−

∑N2−k2−1
m=0

1
Γ(m+1)Pm

p λ
m
ps

∫ γq
ζ

0
um

(
γq

ζ
− u

)N2−k2−1
eu

(
1

Psλss
− 1

Ppλps

)
du

]
, if Psλss , Ppλps,

(102)

=



e
−

γq
ζPsλss

Γ(N2−k2)(Psλss)N2−k2

[
e

γq
ζPsλss (Psλss)N2−k2 γ

(
N2 − k2,

γq

ζPsλss

)
−

∑N2−k2−1
m=0

Γ(N2−k2)
Γ(N2−k2+m+1)Pm

p λ
m
ps

(
γq

ζ

)N2−k2+m
]
, if Psλss = Ppλps,

e
−

γq
ζPsλss

Γ(N2−k2)(Psλss)N2−k2

[
e

γq
ζPsλss (Psλss)N2−k2 γ

(
N2 − k2,

γq

ζPsλss

)
−

∑N2−k2−1
m=0

Γ(N2−k2)
Γ(N2−k2+m+1)Pm

p λ
m
ps

(
γq

ζ

)N2−k2+m
1F1

(
m + 1; N2 − k2 + m + 1; γq

ζ

(
1

Psλss
− 1

Ppλps

))
, if Psλss , Ppλps,

(103)

where 1F1 (a; b; z) is the Kummer confluent hypergeometric function. (103) was obtained using [18,

(3.191.1)] and [18, (3.383.1)].
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