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Abstract—The capacity of the intensity modulation direct detection multiple-input multiple-output channel is studied. Therein, the nonnegativity constraint of the transmit signal limits the applicability of classical schemes, including precoding. Thus, new ways are required for deriving capacity bounds for this channel. To this end, capacity lower bounds are developed in this paper by deriving the achievable rates of two precoding-free schemes: Channel inversion and QR decomposition. The achievable rate of a DC-offset SVD-based scheme is also derived as a benchmark. Then, capacity upper bounds are derived and compared against the lower bounds. As a result, the capacity at high signal-to-noise ratio (SNR) is characterized for the case where the number of transmit apertures is not larger than the number of receive apertures, and is shown to be achievable by the QR decomposition scheme. This is shown for a channel with average or peak intensity constraints. Under both constraints, the high-SNR capacity is approximated within a small gap. Extensions to a channel with more transmit apertures than receive apertures are discussed, and capacity bounds for this case are derived.

I. INTRODUCTION

Incoherent transmission using intensity-modulation and direct-detection (IM-DD) is a simple technique where information is carried from a source to a destination by the signal intensity. Its simplicity makes it suitable for low cost/complexity optical-wireless communications (OWC). In this context, the receiver detects the modulated optical intensity using a photodiode.

The interest in IM-DD and its performance limits has increased significantly during this decade due to the revival of OWC [2] in general, and visible-light communication (VLC) [3] in particular. For surveys of recent advances in this field, the reader is referred to [2]–[7]. The focus of this paper is on multi-aperture IM-DD, where both the transmitter and the receiver potentially have multiple apertures. This forms an IM-DD multiple input multiple output (MIMO) system, which has also been studied in the literature. For example, the benefits of MIMO for IM-DD OWC performance has been explored in [8]–[10] for on-off keying (OOK) and pulse-position modulation systems, respectively. The V-BLAST architecture [11] was investigated in OOK-based IM-DD MIMO OWC systems in [12], [13]. An index modulation and OFDM based scheme was proposed for IM-DD MIMO in [14]. Constellation design for MIMO VLC has been studied in [15]. Multiuser IM-DD MIMO for OWC has been studied in [16], and transmission techniques and their comparison for indoor IM-DD MIMO OWC have been investigated in [17]–[19]. These works mostly focus on the bit error rate (BER) and outage performance.

In addition to studying a specific scheme and its performance, it is important to understand the fundamental performance limits of the system without restriction to a given scheme. Such limits measure the inherent fundamental capabilities of the channel. The focus of this paper is on one such fundamental quantity which is the channel capacity. This measures the maximum amount of information that can be sent reliably over the channel per unit time. The capacity of MIMO OWC modeled as a MIMO Poisson channel was studied in [20], [21]. Herein, we focus on the IM-DD channel with independent Gaussian noise as in [22]–[24]. This model is suitable for OWC with strong ambient light and/or thermal noise [25].

Thus, we study the capacity of the Gaussian IM-DD MIMO channel, which models e.g. VLC systems with multiple light fixtures and multiple detectors [18], or RGB (red/green/blue) color-shift keying systems [26]. Both average and peak intensity constraints are considered. The main difference with a radio-frequency (RF) MIMO channel is in the input constraints manifested in nonnegativity and average constraints in the IM-DD case as opposed to power constraints in the RF case. To the best of our knowledge, the capacity of this channel has not been studied earlier in the literature. The first results thereon were given in [1] and in a parallel and independent work in [27]. Since characterizing capacity turns out to be a difficult task for IM-DD channels (even for single-input single-output (SISO) ones [22]–[24], [28]), this paper alternatively derives bounds on the channel capacity, which are tight in a practical regime of operation.

To derive capacity lower bounds, we study the achievable rates of transmission schemes which transform the MIMO channel into a set of parallel channels. Due to the IM-DD operation, the elegant singular-value decomposition (SVD) scheme used to transform RF MIMO channels to parallel channels can only be applied with some modifications. For example, a DC-offset can be used to conveniently produce a nonnegative signal [29]. This simultaneously imposes a constraint on the input alphabet [30], leading to a loss in the achievable rate. Fortunately, this loss is avoidable by using precoding-free schemes which rely on postcoding instead, such
as channel inversion (CI) [17] or QR decomposition [31]. We derive the achievable rates of those schemes and their asymptotic performance at high SNR, which is the regime of operation of many OWC systems (cf. [32] e.g.).

To assess the performance of those schemes, we derive two capacity upper bounds. One is derived by representing the channel as a set of parallel SISO channels [33], [34], and the other by representing it as a set of parallel multiple-input single-output (MISO) channels (similar to [35, Sec. 4.1.1]). By comparing the asymptotic behavior of the first bound with that of the QR scheme under a total average intensity constraint, we characterize the high-SNR capacity of the channel under the condition \( n_t \leq n_r \), where \( n_t \) and \( n_r \) are the numbers of transmit and receive apertures, respectively. Consequently, we show that a QR scheme, combined with an exponential input distribution and equal intensity allocation across the transmit apertures is high-SNR optimal. Furthermore, we derive the gap-to-optimality at high SNR of the CI and the DC-offset SVD schemes. The second upper bound complements the first one as it is tighter at lower SNR.

We also extend these results to the channel under peak intensity constraints, and we characterize the high-SNR capacity within a small gap under both average and peak constraints. Moreover, for the channel with \( n_t > n_r \), we derive capacity upper bounds using a parallel MISO approach and lower bounds using precoding, QR-decomposition, and intensity allocation. The bounds do not coincide at high SNR but rather exhibit a constant gap. This highlights an interesting problem for future research. The gap vanishes for the MISO channel with an average constraint only, thus reproducing a result from [27]. To put this work in context with [27], Table I summarizes their differences and similarities. In general, our approach provides more engineering insight due to the way the schemes are constructed. In particular, the QR scheme achieves higher rates at moderate SNR for the MIMO channel with \( n_t > n_r \) than the scheme in [27], since the former allows explicit intensity allocation which improves its performance at moderate SNR, while the latter uses the entropy-power inequality which is suited for high-SNR.

The paper is organized as follows. The channel model is introduced in Sec. II. Then the results related to the channel with a total average intensity constraints are given in Sec. III and proved in Sec. IV and V. The results are extended to the case under both average and peak constraints, and to the case with \( n_t > n_r \) in Sec. VI. The paper is concluded in Sec. VII.

**Notations:** Throughout the paper, we use lowercase normal and boldface letters to denote deterministic scalars \( x \) and vectors \( x \), uppercase normal and boldface letters to denote random scalars \( X \) and vectors \( X \), and blackboard uppercase letters and calligraphic letters to denote matrices \( \mathcal{X} \) and sets \( \mathcal{X} \), respectively. The component of \( \mathcal{X} \) in the \( i \)-th row and \( j \)-th column is denoted \( x_{i,j} \). We denote the set of real numbers by \( \mathbb{R} \) and the set of real nonnegative numbers by \( \mathbb{R}_+ \). We write \( 0 \) and \( I_n \) to denote an \( n \times n \) identity matrix, \( \mathcal{X}^\top \) and \( \mathcal{X}^{-1} \) to denote the transpose and matrix inverse, and \( |x| \) and \( \|x\|_2 \) to denote the \( \ell_2 \) and \( \ell_1 \) norms of a vector \( x \), respectively. We use \( o(g(x)) \) to denote a function \( h(x) \) satisfying \( \lim_{x \to \infty} \frac{h(x)}{g(x)} = 0 \). We write \( X \sim f(x) \) to indicate that \( X \) follows a distribution \( f(x) \) and we write \( N(0_n, \mathbb{Q}) \) to denote an \( n \)-dimensional Gaussian distribution with mean \( 0_n \) and covariance matrix \( \mathbb{Q} \). We denote the expectation, differential entropy, and mutual information by \( E[X], h(X) \) and \( I(X;Y) \), respectively.

### II. CHANNEL MODEL

Consider an OWC system comprising \( n_t \) transmit and \( n_r \) receive apertures, employing IM-DD. Denote the light intensity of the \( i \)-th transmitter at time instant \( k \) by \( x_i(k) \in \mathcal{R}_+ \). The received signal can be expressed in terms of \( x(k) = [x_1(k), \ldots, x_n(k)]^\top \) as (Fig. 1)

\[
Y(k) = \mathbb{H} x(k) + Z(k), \quad k = 1, 2, \ldots
\]

where \( Z(k) \sim N(0_{n_t}, \mathbb{I}_{n_r}) \) is independent and identically distributed (i.i.d.) noise,\(^1\) and \( \mathbb{H} \in \mathbb{C}^{n_r \times n_t} \) is the channel matrix with \( h_{j,i} \) denoting the channel gain from transmitter \( i \) to receiver \( j \). This Gaussian noise model is common in the OWC context.

OWC channels tend to be static in indoor applications without mobility, or slowly varying with mobility or with scintillation and pointing error effects in outdoor applications [2], [38]. Due to this, one can assume that \( \mathbb{H} \) remains fixed throughout a transmission duration. We further assume the availability of CSI at the receiver (CSIR) and the transmitter (CSIT), which can be obtained using channel estimation and feedback, respectively. The rank of \( \mathbb{H} \) is assumed to be \( \min(n_t, n_r) \). This holds with high probability, using proper spacing between transmit and receive apertures [18] or using angle/mirror diversity receivers [39] for instance.

The signal \( x_i(k) \) is a realization of a random variable \( X_i \) which satisfies

\[
X_i \geq 0, \quad \text{and} \quad \|E[X_i]\|_1 \leq p_o,
\]

where \( p_o \) denotes the total optical power. We denote \( E[X_i] \) by \( \xi_i \) and \( [\xi_1, \ldots, \xi_{n_t}]^\top \) by \( \xi \) throughout the paper. The second

\(^1\)Correlated noise \( N(0_{n_t}, \mathbb{Q}) \) with invertible \( \mathbb{Q} \) can be decorrelated at the receiver by multiplying the received signal by \( Q^{-1} \).

### TABLE I: Comparison with [27].

<table>
<thead>
<tr>
<th>Case</th>
<th>[27]</th>
<th>This paper</th>
</tr>
</thead>
<tbody>
<tr>
<td>Upper bound</td>
<td>Duality approach [36]</td>
<td>Parallel SISO/MISO approach</td>
</tr>
<tr>
<td>Lower bound</td>
<td>Entropy-power inequality</td>
<td>QR-decomposition &amp; intensity allocation</td>
</tr>
<tr>
<td>Asymptotic Capacity</td>
<td>Peak, average, &amp; combined constraints</td>
<td>Peak or average constraints: Exact Combined constraints: Small gap</td>
</tr>
<tr>
<td>Upper bound</td>
<td>—</td>
<td>Parallel MISO approach</td>
</tr>
<tr>
<td>Lower bound</td>
<td>—</td>
<td>Precoding; QR-decomposition &amp; intensity allocation</td>
</tr>
<tr>
<td>Asymptotic Capacity</td>
<td>—</td>
<td>Constant gap</td>
</tr>
<tr>
<td>Asymptotic Capacity</td>
<td>Peak, average, &amp; combined constraints (completed in [37])</td>
<td>Average constraint</td>
</tr>
</tbody>
</table>
constraint is a total average intensity constraint, such as a lighting constraint in a VLC system. We call this channel an average-constrained IM-DD MIMO channel. The input may be subject to a peak constraint $X_t \leq x_{\text{max}}$, which is considered in Sec. VI-A.

The capacity of this channel is defined in the standard Shannon sense [40], and is denoted by $c(\mathbb{H}, p_o)$. This capacity is in particular given by $c(\mathbb{H}, p_o) = \max_{f(x)} I(X; \mathbb{H}X + Z)$, where the maximization is with respect to probability laws of $X$ that satisfy the constraints (2). This is indeed the largest transmission rate (in bits or nats per transmission) under which reliable communication is possible.

To study this capacity, we first describe the achievable rates of some practical transmission schemes. Then, we derive capacity upper bounds. Then, we assess the performance of the schemes by comparing their achievable rates against the upper bounds, which leads to the high-SNR capacity. Since the approach we present next is most suitable for the case $n_t \leq n_r$, we focus on this case henceforth. We shall comment on the case $n_t > n_r$ in Sec. VI.

III. MAIN RESULTS FOR $n_t \leq n_r$

A. Achievable Rates

Precoding and postcoding are common techniques in MIMO transmission. In RF MIMO channels, SVD provides optimal precoders and postcoders. Therein, the transmit signal is constructed as $x(k) = \mathcal{V}s(k)$, where $s(k)$ is a codeword symbol from some alphabet $\mathcal{S} \subset \mathbb{R}^{n_t}$, and $\mathcal{V} \in \mathbb{R}^{n_t \times n_t}$ is the right-singular matrix of $\mathbb{H}$. In the IM-DD case, the non-negativity constraint on $x(k)$ poses the following challenge: $\forall s(k) \in \mathcal{R}_+^{n_t}$ must be satisfied for any $s(k) \in \mathcal{S}$. Choosing nonnegative $s(k)$ (component-wise) does not suffice to make $x(k)$ nonnegative. This forces an additional constraint on the alphabet $\mathcal{S}$, which now depends on $\mathcal{V}$ (cf. [30]).

This is not convenient in practice, where one is interested in designing a general codebook which is suitable for any $\mathbb{H}$. To alleviate this restriction, one can either refrain from precoding and rely on postcoding, or apply a DC-offset SVD scheme. Following this reasoning, next we present the achievable rates of two precoding-free schemes: Channel inversion (CI) and QR-decomposition (QR), followed by a precoding-based DC-offset SVD (DC-SVD) scheme.

1) Precoding-free Schemes: To express the achievable rates of the CI and QR schemes, we need some prerequisites.

Definition 1: A channel with $x \in \mathbb{R}_+$ satisfying $E[X] \leq p_o$, and output $Y = hX + Z$ where $h \in \mathbb{R}_+$ and $Z \sim N(0,1)$.

Lemma 1: In an average-constrained IM-DD SISO channel (Definition 1), the rates

$$r_e(h, p_o) = \frac{1}{2} \log \left( 1 + \frac{e h^2 p_o^2}{2 \lambda} \right),$$

$$r_g(h, p_o) = \max_{r \geq 0} \left( X_{e}^{[r]}(h, X_{o}^{[r]} + Z) \right),$$

are achievable using $X \sim \frac{1}{p_o} e^{-\frac{X}{p_o}}$ (exponential distribution) [22], and $X = X_{o}^{[r]} \sim f_{o}^{[r]}(x) = \frac{p_o}{Z + p_o} e^{-\frac{x}{Z + p_o}} \delta(x - k\ell)$ (geometric distribution) [23], respectively, where $\delta(x)$ is the Dirac delta.

The CI and QR schemes transform the MIMO channel to a set of parallel channels of the form given in Definition 1. In the CI scheme, this is done by multiplying $Y(k)$ with the pseudo-inverse of $\mathbb{H}$ and then using a code for parallel SISO channels. This leads to the following statement.

Proposition 1: In an average-constrained IM-DD MIMO channel with $n_t \leq n_r$, CI achieves

$$r_m^C(\mathbb{H}, p_o) = \max_{\xi \in I} \sum_{i=1}^{n_t} r_m(\|t_i^r\|^2, \xi) \text{, } \text{ } m \in \{e, g\},$$

where $t_i^r$ is the $i^{th}$ row of $T = [\mathbb{H}^{-1} \mathbb{H}^T]^{-1} \mathbb{H}^T \in \mathbb{R}^{n_r \times n_r}$, and $I = \{ \xi \in \mathbb{R}^+_{(n_t)} \| \|\xi\|_1 \leq p_o \}$. Proof: The proof is given in Sec. IV-A1.

Remark 1: This scheme does not require full CSIT. Feedback of $[\|t_1\|, \ldots, \|t_M\|]$ suffices.

Setting $m = e$ in (5), the optimal intensity allocation $\xi$ satisfies

$$\xi_i \in \left\{ 0, \frac{1}{2\lambda} \pm \frac{1}{4\lambda^2 - \frac{1}{e^2} \xi_i^2} \right\}$$

where $c_i = \|t_i\|^2 \sqrt{\frac{1}{2\lambda}}$, and $\lambda > 0$ is chosen so that $\|\xi\|_1 = p_o$. A reliable approximate solution can be obtained using the JA algorithm in [33]. This can also be used for $m = g$.

From Proposition 1, we can obtain the following corollary.

Corollary 1: The achievable rate $r_e^C(\mathbb{H}, p_o)$ satisfies

$$\lim_{p_o \to \infty} \left( r_e^C(\mathbb{H}, p_o) - \frac{1}{2} \log \left( \frac{p_o}{2\pi |t_i^r|^2 n_t^2} \right) \right) = 0.$$

Proof: The proof is given in Sec. IV-A2.

In the QR scheme, $Y(k)$ is multiplied by an orthogonal matrix $Q$ corresponding to the QR decomposition of the channel $\mathbb{H} = QR$ with $R$ being an $n_t \times n_t$ upper triangular matrix. Decoding proceeds successively over the obtained triangular channel leading to the following.

Proposition 2: In an average-constrained IM-DD MIMO channel with $n_t \leq n_r$, a QR scheme achieves

$$r_m^{QR}(\mathbb{H}, p_o) = \max_{p \in \mathcal{P}, \xi \in I} \sum_{i=1}^{n_t} \sum_{r \geq 0} r_m(\|t_i^r\|, \xi, \xi_i) \text{, } \text{ } m \in \{e, g\},$$

where $p \in \mathcal{P}$ is a set of probability laws, $\xi \in I$ is a set of intensity allocation values, $t_i^r$ is the $i^{th}$ row of $T = [\mathbb{H}^{-1} \mathbb{H}^T]^{-1} \mathbb{H}^T \in \mathbb{R}^{n_r \times n_r}$, and $I = \{ \xi \in \mathbb{R}^+_{(n_t)} \| \|\xi\|_1 \leq p_o \}$. Proof: The proof is given in Sec. IV-B1.
where \( I \) is defined in (6), \( P \) is the set of \( n_t \times n_t \) permutation matrices, \( [\pi_1, \ldots, \pi_{n_t}]^T = P[1, \ldots, n_t]^T \), and \( r_t[\pi_i] \) is a diagonal component of \( \mathbb{H} \). 

Proof: Details are given in Sec. IV-B1.

Remark 2: The QR scheme requires the feedback of \( \{P[1], \ldots, P[n_t]\} \) only.

For \( m = e \) and a given \( P \), the optimal \( \xi \) is obtained by replacing \( c_i \) in (7) with \( \sqrt{\frac{\nu}{\pi_e}} \). This can also be used for \( m = g \). The optimization with respect to the decoding order is more involved due to its discrete nature and coupling with \( \xi \). However, this optimization is not necessary at high SNR for \( m = e \), where any \( P \in P \) achieves the rate given next.

**Corollary 2:** The achievable rate \( r_e^{QR}(\mathbb{H}, P_0) \) satisfies

\[
\lim_{p_o \rightarrow \infty} \left( r_e^{QR}(\mathbb{H}, P_0) - \frac{1}{2} \log \left( \frac{\epsilon P_o^2}{2 \pi n_e^2 \mathbb{H}^T \mathbb{H}} \right) \right) = 0. \tag{9}
\]

Proof: See Sec. IV-B2.

Next, we present the achievable rate of the precoding-based DC-SVD scheme.

2) A Precoding-Based Scheme: The advantage of DC-offset schemes is that they allow using practical alphabets for the codeword symbols such as binary phase-shift keying (BPSK), pulse-amplitude modulation (PAM), or more generally, any DC-SVD scheme.

The QR scheme requires the feedback of \( \{P[1], \ldots, P[n_t]\} \) only.

For \( m = e \) and a given \( P \), the optimal \( \xi \) is obtained by replacing \( c_i \) in (7) with \( \sqrt{\frac{\nu}{\pi_e}} \). This can also be used for \( m = g \). The optimization with respect to the decoding order is more involved due to its discrete nature and coupling with \( \xi \). However, this optimization is not necessary at high SNR for \( m = e \), where any \( P \in P \) achieves the rate given next.

**Corollary 2:** The achievable rate \( r_e^{QR}(\mathbb{H}, P_0) \) satisfies

\[
\lim_{p_o \rightarrow \infty} \left( r_e^{QR}(\mathbb{H}, P_0) - \frac{1}{2} \log \left( \frac{\epsilon P_o^2}{2 \pi n_e^2 \mathbb{H}^T \mathbb{H}} \right) \right) = 0. \tag{9}
\]

Proof: See Sec. IV-B2.

Next, we present capacity upper bounds useful for assessing the performance of these schemes.

**B. Capacity Upper Bounds**

We derive a capacity upper bound using a similar methodology as above. That is, we represent the capacity of the average-constrained IM-DD MIMO channel in terms of the capacity of a system of parallel SISO or MISO channels. Then, we derive a capacity upper bound for the MIMO channel in terms of the resulting parallel channels. This leads to the following statement.

**Theorem 1:** The capacity of an average-constrained IM-DD MIMO channel with a channel matrix \( \mathbb{H} \in \mathbb{R}_{n_t \times n_t}^n \) with rank \( n_t \leq n_r \) is upper bounded by

\[
\tau_1(\mathbb{H}, P_0) = \max_{\xi \in \mathcal{F}} \sum_{i=1}^{n_t} \mathbb{P}[k_i = \frac{1}{2}] \xi_i, \tag{10}
\]

and (16)

\[
\tau_2(\mathbb{H}, P_0) = \max_{\xi \in \mathcal{F}} \sum_{i=1}^{n_t} \mathbb{P}[k_i = 1] \xi_i, \tag{17}
\]

where \( \xi = \frac{1}{2} \log \left( \frac{P_{n_t \times n_t}}{\left| k_i \right|} \right), \mathbb{K} = \left[ \mathbb{H}^T \mathbb{H} \right]^{-1} \) and \( k_{i,t} \) is its diagonal component, \( \mathcal{F} \) is defined in (6), \( [\hat{\xi}_1, \ldots, \hat{\xi}_{n_t}]^T = \mathbb{H} \xi \), and \( \mathbb{P}[k_i = \frac{1}{2}] = \mathbb{P}[h(k_i, \xi, \beta, \delta)] \) where \( b(\xi, \beta, \delta) \) is defined in (18) at the bottom of next page.

Proof: Details are given in Sec. V-A.

Note that \( \tau(h, P_0) \) is an upper bound on the capacity of an average-constrained IM-DD SISO channel (Definition 1) [22]. Theorem 1 continues to hold if we replace \( \tau(h, \cdot) \) with other upper bounds from [22]–[24]. The bound \( \tau_2(\mathbb{H}, P_0) \) coincides with the high-SNR capacity of the MIMO channel as given next.

\[
Q(x) is the Q-function, i.e., \( Q(x) = \frac{1}{\sqrt{\pi}} \int_{x}^{\infty} e^{-t^2} dt \).
C. High-SNR Capacity

The high-SNR capacity is characterized next.

**Theorem 2:** For an average-constrained IM-DD MIMO channel with a full column rank $\mathbb{H} \in \mathbb{R}_{++}^{n_t \times n_r}$, the capacity satisfies

$$\lim_{p_o \to \infty} \left( c(\mathbb{H}, p_o) - \frac{1}{2} \log \frac{c^2 p_o^2}{2\pi n_t^2 |\mathbb{H}^\dagger\mathbb{H}|} \right) = 0,$$

and is asymptotically achievable using the QR scheme.

**Proof:** This is obtained by comparing the high-SNR asymptote of the upper bound in Theorem 1 with Corollary 2. Details are given in Sec. V-B.

This theorem implies that the transmitter has low complexity at high SNR, where no precoding is needed and equal intensity allocation is optimal. The same does not hold true for the DC-SVD scheme, which in spite of intensity allocation in addition to precoding, is not optimal at high SNR as we shall see next.

D. Comparison

For comparison, we use the VLC scenario given in [18], in which a transmitter with 4 light fixtures communicates with a receiver with 4 detectors ($n_r = n_t = 4$). The details of the system are given in Table II for two receiver positions. The channel coefficients follow a Lambertian propagation pattern, and the upper bounds 1 and 2, respectively.

In Fig. 2, we plot the capacity upper bounds in Theorem 1, in addition to the achievable rates $r_m^{CI}(\mathbb{H}, p_o)$, $r_m^{QR}(\mathbb{H}, p_o)$, and $r_m^{SV}(\mathbb{H}, p_o)$ (Propositions 1–3, respectively). These are plotted versus SNR, defined as the ratio $p_o^2 / \sigma^2$ where $\sigma^2 = 1$ is the noise variance at each aperture. The intensity allocation for the exponential (exp.) and the uniform (uni.) distributed inputs are obtained using the algorithm in [33], whereas the intensity allocation for the geometric (geom.) and PAM distributed inputs are obtained numerically using grid-search. In the same figure, $\tau_1(\mathbb{H}, p_o)$ and $\tau_2(\mathbb{H}, p_o)$ from Theorem 1 are plotted as upper bounds 1 and 2, respectively.

Fig. 2 shows that the QR scheme outperforms the DC-SVD scheme. The performance gap between these schemes is as large as $\approx 3.0$ dB at high SNR in Fig. 2a and $\approx 4.2$ dB in Fig. 2b. Note also that the QR scheme is better than the CI scheme, which agrees with intuition since CI amplifies noise contrary to the QR scheme. The gap between the two is $\approx 0.9$ dB in Fig. 2a and $\approx 13.1$ dB in Fig. 2b. The gap to high-SNR capacity of CI and DC-SVD is calculated explicitly in Appendix B, where it is shown that CI is only optimal if $\mathbb{H}$ has a parallel channel structure, in which case the gap of DC-SVD is minimal. Finally, note that the QR/exp lower bound and the upper bound $\tau_1(\mathbb{H}, p_o)$ converge as SNR increases, demonstrating Theorem 2.

Fig. 2 also shows that the upper bound $\tau_1(\mathbb{H}, p_o)$ is loose at lower SNR. This upper bound is always larger than

$$\frac{1}{2} \log \left( \frac{\prod_{i=1}^{n_t} k_i}{|\mathbb{H}|} \right),$$

which makes it not suitable for lower SNR. However, it is tight at high SNR, which is common in the OWC context. The bound $\tau_2(\mathbb{H}, p_o)$ complements this bound as it is tighter at lower SNR. Table IV compares the schemes in terms of their CSIT requirements. The QR and CI schemes are superior in this aspect in comparison with the DC-SVD scheme (Remarks 1–3).

IV. TRANSMISSION SCHEMES FOR $n_t \leq n_r$

We start by describing precoding-free schemes, whose advantage is that they allow using any nonnegative input without any restriction due to $\mathbb{H}$. They also have less CSIT requirements. A precoding-free scheme is based on sending $x(k) \in \mathbb{R}_{++}^{n_t \times n_r}$ at time $k$, where $x_i(k)$ is a symbol of a length-$l$ codeword $[x_1(1), \ldots, x_i(l)]$ encoded using an average-constrained IM-DD SISO encoder. To decode all transmitted streams, i.e., $[x_1(1), \ldots, x_i(l)]$, $i \in \{1, \ldots, n_t\}$, the receiver uses post-coding by either channel inversion or QR decomposition to transform the channel into a set of parallel SISO channels. The details of these schemes are discussed next.

A. Channel-Inversion Scheme

1) Achievable Rate: In a channel-inversion (CI) scheme, the received signal is multiplied by the pseudo-inverse of $\mathbb{H}$ given by $T = [\mathbb{H}^\dagger\mathbb{H}]^{-1}\mathbb{H}^\dagger \in \mathbb{R}^{n_r \times n_t}$, i.e., $\mathbb{TH}^\dagger = \mathbb{I}_{n_t}$. This exists since rank($\mathbb{H}$) = $\min\{n_t, n_r\} = n_t$. After this multiplication, the receiver has

$$\mathbf{Y}(k) = \mathbf{x}(k) + \mathbf{TZ}(k) = \mathbf{x}(k) + \mathbf{Z}(k),$$

for $k = 1, \ldots, l$. This is a system of parallel channels with i.i.d. $N(0, |\mathbf{T}|^{-1})$ spatially correlated noise. The receiver ignores this correlation and decodes $[x_1(1), \ldots, x_i(l)]$ from $[\hat{Y}_1(1), \ldots, \hat{Y}_i(l)]$, for $i \in \{1, \ldots, n_t\}$. Since $\hat{Z}_i(k) \sim N(0, |\mathbf{T}_i|^{-1})$ (recall that $\mathbf{T}_i$ is the $i$th row of $\mathbf{T}$), the channel $\hat{Y}_i(k) = x_i(k) + \hat{Z}_i(k)$ is equivalent to an average-constrained IM-DD SISO channel (Definition 1), with $h = |\mathbf{T}_i|^{-1}$. According to Lemma 1, the rate $r_m(|\mathbf{T}_i|^{-1}, \xi_i)$, $m \in \{\text{exp}, \text{uni}\}$, is achievable over this channel, where $\xi_i$ is the average intensity allocated to the $i$th stream. Maximizing with respect to the intensity allocation $\xi_i$ leads to the achievable rate

$$r_m^{CI}(\mathbb{H}, p_o) = \max_{\xi \in \mathcal{I}} \sum_{i=1}^{n_t} r_m(|\mathbf{T}_i|^{-1}, \xi_i),$$

with $\mathcal{I}$ as defined in Proposition 1. This proves this proposition.

4For instance, an optical intensity of 10W, photodetector responsivity of 0.6A/W, and noise variance of $2 \times 10^{-14}$A$^2$ as in [32] leads to an SNR (excluding channel gain) in the order of $10^7$, i.e., 70dB.
channel intensity allocation problem was studied in [33].

This maximization is not a convex optimization problem,

\[ r_e^{CI}(\mathbb{H}, p_o) = \max_{\xi \in \mathbb{Z}} \sum_{i=1}^{n_t} \frac{1}{2} \log \left( 1 + \frac{e \xi^2}{2 \pi \| t_i \|^2} \right). \] \hfill (22)

This maximization is not a convex optimization problem, and its solution is not standard water-filling. This parallel decomposition to reduce the channel into a more desirable

This achievable rate can be improved using a QR-decomposition receiver and successive decoding and cancellation as described next.

### B. QR-Decomposition Scheme

#### 1) Achievable Rate: In this case, the receiver employs QR decomposition to reduce the channel into a more desirable structure, where successive decoding of the \( n_t \) streams can be easily applied. Let the QR decomposition of \( \mathbb{H} \) be \( \mathbb{H} = Q \mathbb{R} \), where \( Q \in \mathbb{R}^{n_r \times n_t} \) is orthogonal and \( \mathbb{R} \in \mathbb{R}^{n_t \times n_t} \) is upper triangular (\( r_{i,j} = 0 \) if \( i > j \)). Then, if the receiver multiplies \( Y(k) \) by \( Q^T \), it obtains \( \tilde{Y}(k) = \mathbb{R} x(k) + \tilde{Z}(k) \). From this signal, it can start by decoding \( [x_{n_1}(1), \ldots, x_{n_t}(l)] \) from \( \tilde{Y}_n(1), \ldots, \tilde{Y}_n(l) \). This is a SISO channel since \( \tilde{Y}_n(k) = r_{n_1,n_1} x_{n_1}(k) + Z_{n_1}(k) \).

This way, the decoding order is \( n_1, n_1 - 1, \ldots, 1 \). Other decoding orders can be achieved using a permutation matrix. Fix \( P \) to be an \( n_t \times n_t \) permutation matrix, and note that \( P^T P = I_{n_t} \). Then,

\[ Y(k) = H P P^T x(k) + Z(k) \] \hfill (23)

\[ = Q^{[P]} R^{[P]} P^T x(k) + Z(k), \] \hfill (24)

where \( Q^{[P]} \) is the QR decomposition of \( H P \). Note that \( P^T x(k) \) is a permutation of the components of \( x(k) \) according to \( \pi = P [1, \ldots, n_1]^T \), i.e., its first component is \( x_{\pi_1}(k) \), its second is \( x_{\pi_2}(k) \), and so on. The receiver multiplies \( Y(k) \) by \( Q^{[P]} = Q^{[P]} P \) to obtain

\[ \tilde{Y}(k) = R^{[P]} P^T x(k) + \tilde{Z}(k), \] \hfill (25)

where \( \tilde{Z}(k) = Q^{[P]} P^T Z(k) \) is i.i.d. \( N(0, \sigma^2 I_{n_t}) \). It starts by considering \( Y_n(k) = r_{n_1,n_1} x_{n_1}(k) + Z_{n_1}(k), k = 1, \ldots, l \). If \( r_{n_1,n_1}^{[P]} < 0 \), it multiplies \( \tilde{Y}_n(k) \) by \( -1 \) to obtain \( \tilde{r}_{n_1,n_1}^{[P]} x_{n_1}(k) - \tilde{Z}_{n_1}(k), k = 1, \ldots, l \). Then, it decodes \( [x_{\pi_{n_1}}(1), \ldots, x_{\pi_{n_1}}(l)] \) achieving

\[ r_m \left( \left[ \begin{array}{c} \xi_{\pi_{n_1}} \\ \xi_{\pi_{n_2}} \end{array} \right], m \in \{ e, g \} \right) \] (Lemma 1) where \( \xi_{\pi_{n_1}} \) is the average intensity allocated to \( x_{\pi_{n_1}}(k) \). The receiver then subtracts the contribution of \( x_{\pi_{n_1}}(k) \) from \( \tilde{Y}_{n_1-1}(k) \).
to obtain \( r_m^{[P]} \), \( n_{1\ldots l} \), from which it decodes \( x_{\pi_{n_{1\ldots l}}^{-1}(1)}, \ldots, x_{\pi_{n_{1\ldots l}}^{-1}(l)} \) achieving \( r_m \left( \left[ r_m^{[P]} \right]_{n_{1\ldots l}} \right) \). This proceeds until all \( n_i \) streams have been decoded following the order \( \pi_1, \ldots, \pi_m \). The total achievable rate is then optimized with respect to \( \xi \) and \( \mathbb{P} \). This leads to the achievability of

\[
r_m^{QR}(\mathbb{P}, p_0) = \max_{p \in \mathbb{P}} \sum_{i=1}^{n_m} r_m\left( x_{\pi_i}^{[P]} \right),
\]

as given in Proposition 2, where \( \mathbb{I} \) is defined in (6), \( \mathbb{P} \) is the set of \( n_i \times n_i \) permutation matrices.

2) High-SNR Asymptotic Rate: For \( m = e \), the achievable rate above becomes

\[
r_e^{QR}(\mathbb{P}, p_0) = \max_{p \in \mathbb{P}} \sum_{i=1}^{n_m} \frac{1}{2} \log \left( 1 + \frac{e\left( r_i^{[P]} r_i^{[P]} \right)}{2\pi n_i^2} \right) + o(\log(p_0)).
\]

The inner maximization is an intensity allocation problem for a system of parallel channels, with channels \( \left[ x_{\pi_i}^{[P]} \right]_{1\ldots n_i} \), which has been studied in [33]. The optimal solution with respect to \( \xi \) approaches \( \xi_i = \frac{p_i}{n_i} \), \( \forall i \) as \( p_0 \rightarrow \infty \) [33]. Thus, the achievable rate satisfies

\[
r_e^{QR}(\mathbb{P}, p_0) = \max_{p \in \mathbb{P}} \sum_{i=1}^{n_m} \frac{1}{2} \log \left( 1 + \frac{e\left( r_i^{[P]} r_i^{[P]} \right)}{2\pi n_i^2} \right) + o(\log(p_0)).
\]

Since \( \prod_{i=1}^{n_m} \left( r_i^{[P]} \right)^2 = \|\mathbb{H}^T\mathbb{H}\| \) for any \( \mathbb{P} \), we conclude that

\[
r_e^{QR}(\mathbb{P}, p_0) = \max_{p \in \mathbb{P}} \frac{1}{2} \log \left( \frac{\mathbb{P}^2}{2\pi n_i^2} \|\mathbb{H}^T\mathbb{H}\| \right) + o(\log(p_0)),
\]

which is to be maximized with respect to \( a_i \) subject to the total intensity constraint, i.e., \( \sum_{i=1}^{n_m} \sum_{j=1}^{n_i} |v_{i,j}| a_j \leq p_0 \). This proves Proposition 3.

Note that due to precoding using \( \mathcal{V} \), applying a DC-offset is necessary in this scheme. Therefore, the unbounded exponential and geometrically distributed inputs in Lemma 1 are not suitable for this scheme.

2) High-SNR Asymptotic Rate: The problem of allocating \( a_i \) for \( m = u \) can be written as:

\[
r_u^{SVD}(\mathbb{P}, p_0) = \max_{a \in \mathbb{R}^n} \sum_{i=1}^{n_m} \frac{1}{2} \log \left( 1 + \frac{2b_i^2}{\pi e\nu_i^2} \right) + o(\log(p_0)).
\]

This proves Corollary 3.

V. CAPACITY ANALYSIS FOR \( n_t \leq n_r \)

A. Capacity Upper Bounds

1) Proof of Upper Bound \( \pi_1(\mathbb{P}, p_0) \): To derive this bound, we start by multiplying the received signal \( \mathbb{Y}(k) \) by \( \mathcal{Q} \) corresponding to the QR-decomposition \( \mathbb{H} = \mathcal{Q}\mathbb{R} \). Since \( \mathcal{Q} \) is orthogonal, this transformation is invertible, and the transformed channel has the same capacity as the original channel. Thus, the capacity of the channel can be written as

\[
c(\mathbb{H}, p_0) = \max_{f(\mathbb{X})} I(\mathbb{X}; \mathcal{Y})
\]

where \( \mathcal{Y}(k) \) is a distribution of \( \mathcal{X} \in \mathbb{R}^{n_m} \) satisfying \( \sum_{i=1}^{n_m} |E[X_i]| \leq p_0 \), and \( \mathcal{Y} = \mathcal{X} + \mathcal{Z} \) with \( \mathcal{Z} \sim N(0, \mathbb{I}_{n_t}) \).

Let us write \( \mathcal{Y} = [\mathcal{Y}_1^T, \mathcal{Y}_2^T]^T \) where \( \mathcal{Y}_1 \in \mathbb{R}^{n_t} \) and \( \mathcal{Y}_2 \in \mathbb{R}^{n_r-n_t} \). Thus, we can write

\[
l(\mathcal{X}; \mathcal{Y}) = l(\mathcal{X}; \mathcal{Y}_1, \mathcal{Y}_2) \]

\[
l(\mathcal{X}; \mathcal{Y}_1) + l(\mathcal{X}; \mathcal{Y}_2|\mathcal{Y}_1)
\]

\[
l(\mathcal{X}; \mathcal{Y}_1),
\]

using the chain rule, where the last step follows since \( \mathcal{Y}_2 \) is only noise (\( \mathcal{R} \) is upper triangular, \( \mathcal{X} \) is independent of \( \mathcal{Y} \)). We can write \( \mathcal{Y}_1 = \mathcal{R}_1 \mathcal{X} + \mathcal{Z}_1 \) where \( \mathcal{R}_1 \) is the matrix formed by the first \( n_t \) rows of \( \mathcal{R} \) and \( \mathcal{Z}_1 \sim N(0, \mathbb{I}_{n_t}) \). Since \( \mathbb{H} \) is of full column rank \( n_t \), then \( \mathbb{R}_1 \) is invertible, and we can write

\[
c(\mathbb{H}, p_0) = \max_{f(\mathbb{X})} l(\mathcal{X}; \mathcal{Y}),
\]

where \( \mathcal{Y}(k) \) is a distribution of \( \mathcal{X} \in \mathbb{R}^{n_m} \) satisfying \( \sum_{i=1}^{n_m} |E[X_i]| \leq p_0 \), and \( \mathcal{Y} = \mathcal{X} + \mathcal{Z} \) with \( \mathcal{Z} \sim N(0, \mathbb{I}_{n_t}) \).

This proves Corollary 3.
where $\mathbf{Y} = \mathbb{R}^{-1}_1 \mathbf{Y}_1 = \mathbf{X} + \mathbf{Z}$, and $\mathbf{Z} \sim \text{N}(\mathbf{0}_{n_1 \times 1}, \mathbf{K})$ where $\mathbf{K} = \mathbb{R}^{-1}_1 \mathbb{R}^{-1}_1^T = \mathbb{R}^{-1}_1 \mathbb{R}^{-T}_1$. Note that

$$l(\mathbf{X} ; \mathbf{Y}) = h(\mathbf{Y}) - h(\mathbf{Z}) \leq \sum_{i=1}^{n_1} h(\hat{Y}_i) - h(\hat{Z}_i), \quad (36)$$

which follows using the chain rule and since conditioning reduces entropy. Let $Z_i$ be an $\text{N}(0, k_{i,i})$ random variable. Adding $\sum_{i=1}^{n_1} (h(\hat{Z}_i) - h(\hat{Z}_i)) = 0$ to this upper bound, leads to

$$l(\mathbf{X} ; \mathbf{Y}) \leq \sum_{i=1}^{n_1} \left( h(\hat{Y}_i) - h(\hat{Z}_i) \right) + \sum_{i=1}^{n_1} h(\hat{Z}_i) - h(\hat{Z}) \quad (37)$$

$$= \sum_{i=1}^{n_1} l(X_i ; X_i + \hat{Z}_i) + \zeta, \quad (38)$$

where $\zeta = \frac{1}{2} \log \left( \frac{\mathbb{P}^{n_1}_i k_{i,i}}{|\mathbf{K}|} \right)$. The last step follows since $\hat{Z}_i$ and $\hat{Z}_i$ have the same distribution and are independent of $X_i$. Note that the summation above is the mutual information across a system of parallel channels with input $X_i$ and output $X_i + \hat{Z}_i$, $i = 1, \ldots, n_1$. Consequently,

$$c(\mathbb{H}^2, p_0) \leq \max_{\mathbf{f}(\mathbf{X})} \sum_{i=1}^{n_1} l(X_i ; X_i + \hat{Y}_i) + \zeta \quad (39)$$

$$\leq \max_{\mathbf{f}(\mathbf{X})} \sum_{i=1}^{n_1} \max_{\mathbf{f}(\mathbf{X})} l(X_i ; X_i + \hat{Z}_i) + \zeta. \quad (40)$$

The inner maximization is the capacity of an average-constrained IM-DD SISO channel with average intensity $\xi$ and channel coefficient $k_{i,i}^{\frac{1}{2}}$. Let this capacity be upper bounded by some function $\bar{r}(k_{i,i}^{\frac{1}{2}}, \xi)$. Thus

$$c(\mathbb{H}^2, p_0) \leq \max_{\mathbf{f}(\mathbf{X})} \sum_{i=1}^{n_1} \bar{r}(k_{i,i}^{\frac{1}{2}}, \xi) + \zeta. \quad (41)$$

Noting that $\mathbf{K} = \mathbb{R}^{-1}_1 \mathbb{R}^{-1}_1^T = [\mathbb{R}^T \mathbb{R}^{-1}]^{-1} = [\mathbb{R}^T \mathbb{R}^{-1}]^{-1} = [\mathbb{H}^T \mathbb{H}]^{-1}$ proves the first bound in Theorem 1.

2) Proof of Upper Bound $\bar{c}_2(\mathbb{H}, p_0)$: We start from $c(\mathbb{H}^2, p_0) = \max_{\mathbf{f}(\mathbf{X})} l(X ; Y)$. We have

$$l(X ; Y) = h(Y) - h(Z) \leq \sum_{i=1}^{n_1} (h(Y_i) - h(Z_i)) \quad (42)$$

$$= \sum_{i=1}^{n_1} (h(W_i + Z_i) - h(Z_i)), \quad (43)$$

where the inequality follows using the chain rule, the independence of $Z_1, \ldots, Z_{n_1}$, and the fact that conditioning does not increase entropy, and where $W_i = \sum_{j=i}^{n_1} h_{i,j} X_j$. Thus

$$c(\mathbb{H}, p_0) \leq \max_{\mathbf{f}(\mathbf{X})} \sum_{i=1}^{n_1} l(X ; W_i + Z_i) \quad (44)$$

Note that $l(X ; W_i + Z_i)$ is the mutual information across a MISO channel with input $X$ and output $W_i + Z_i$, and the sum above represents a system of parallel MISO channels. But $l(X ; W_i + Z_i) \leq \max_{W_{i,j}} l(W_i ; W_i + Z_i)$ where the maximization is over all distributions of $W_i \geq 0$ (since $h_{i,j} \geq 0$) with $E[W_i] \leq \hat{\xi}_i = \sum_{j=i}^{n_1} h_{i,j} \xi_j$. This upper bound is the capacity of an average-constrained IM-DD SISO channel with channel $h = 1$ and average constraint $\hat{\xi}_i$. Thus, $l(X ; W_i + Z_i) \leq \bar{r}(1, \hat{\xi}_i)$ for some SISO capacity upper bound $\bar{r}(\cdot, \cdot)$, and

$$c(\mathbb{H}, p_0) \leq \max_{\mathbf{f}(\mathbf{X})} \sum_{i=1}^{n_1} \bar{r}(1, \hat{\xi}_i) = \max_{\xi \in \mathcal{F}} \sum_{i=1}^{n_1} \bar{r}(1, \hat{\xi}_i), \quad (46)$$

which proves the second bound in Theorem 1.

$B$. High-SNR Capacity

To characterize the high-SNR capacity of the channel, we first recall from Corollary 2 that

$$\lim_{p_0 \to \infty} \left( r_{\text{QR}}(\mathbb{H}^2, p_0) - \frac{1}{2} \log \left( \frac{p_0^{2\pi n_1}}{2\pi n_1} \mathbb{H}^T \mathbb{H} \right) \right) = 0, \quad (47)$$

Next, we consider the upper bound in Theorem 1 given by

$$c(\mathbb{H}, p_0) \leq \max_{\xi \in \mathcal{F}} \sum_{i=1}^{n_1} \bar{r}(k_{i,i}^{\frac{1}{2}}, \xi) + \zeta, \quad (48)$$

where $\zeta = \frac{1}{2} \log \left( \frac{\mathbb{P}^{n_1}_1 k_{i,i}}{|\mathbf{K}|} \right)$ and $\mathbf{K} = [\mathbb{H}^T \mathbb{H}]^{-1}$. Let us denote the optimal $\xi$ by $[\xi_{1,o}, \ldots, \xi_{n,o}]$. We first argue that as $p_0 \to \infty$, we have $\xi_{i,o} \to \infty$. A formal proof of this intuition is given in Appendix A. Using this, and the fact that $[22]$

$$\bar{r}(k_{i,i}^{\frac{1}{2}}, \xi) = \frac{1}{2} \log \left( \frac{e \xi_i^2}{2\pi k_{i,i}} \right) + o(\log(\xi_i)), \quad (49)$$

we can write

$$\sum_{i=1}^{n_1} \bar{r}(k_{i,i}^{\frac{1}{2}}, \xi_{i,o})$$

$$\leq \sum_{i=1}^{n_1} \left( \frac{1}{2} \log \left( \frac{e \xi_{i,o}^2}{2\pi k_{i,i}} \right) + o(\log(\xi_{i,o})) \right) \quad (50)$$

$$= \sum_{i=1}^{n_1} \frac{1}{2} \log \left( \frac{e \xi_{i,o}^2}{2\pi k_{i,i}} \right) + o(\log(p_0)) \quad (51)$$

$$\leq \max_{\xi \in \mathcal{F}} \sum_{i=1}^{n_1} \frac{1}{2} \log \left( 1 + \frac{e \xi_i^2}{2\pi k_{i,i}} \right) + o(\log(p_0)). \quad (52)$$

This maximization is not solved by standard water-filling, but can be solved as in [33]. The solution of this maximization converges to $\xi_i = \frac{p_0}{n_1}$ as $p_0$ increases [33]. Hence,

$$\sum_{i=1}^{n_1} \bar{r}(k_{i,i}^{\frac{1}{2}}, \xi_{i,o}) \leq \sum_{i=1}^{n_1} \frac{1}{2} \log \left( \frac{e \xi_{i,o}^2}{2\pi k_{i,i}} \right) + o(\log(p_0)).$$

Therefore,

$$c(\mathbb{H}, p_0) \leq \sum_{i=1}^{n_1} \frac{1}{2} \log \left( \frac{e \xi_{i,o}^2}{2\pi n_1 k_{i,i}} \right) + o(\log(p_0)) \quad (53)$$

$$= \frac{1}{2} \log \left( \frac{e \xi_{i,o}^2}{2\pi n_1 k_{i,i}} \right) \quad (54)$$

$$= \frac{1}{2} \log \left( \frac{p_0^{2\pi n_1}}{2\pi n_1} \mathbb{H}^T \mathbb{H} \right) + o(\log(p_0)). \quad (55)$$
Combining (47) and (55), we conclude that
\[
\lim_{p_0 \to \infty} \left( c(\mathbb{H}, p_0) - \frac{1}{2} \log \frac{\sigma^2_F}{2\pi n t} \right) = 0,
\]
which proves Theorem 2.

**Remark 4:** This asymptotic capacity is achieved using exponentially distributed \(X_i, i = 1, \ldots, n_t\). The geometric distribution which is near-optimal at high SNR for the SISO channel [23] is also near-optimal at high SNR for the MIMO channel in conjunction with the QR scheme.

**VI. EXTENSIONS**

The results presented thus far are restricted to average-constrained IM-DD MIMO channels with \(n_t \leq n_r\). In this section, we consider extensions of those results to average-and-peak constrained channels, and channels with \(n_t > n_r\). Due to the superiority of the QR scheme discussed above, we restrict our attention to this scheme henceforth.

**A. Average and Peak Constraints with \(n_t \leq n_r\)**

Herein, in addition to the total average intensity constraint, each light aperture is constrained by a peak constraint. For simplicity, we assume that all apertures are identical and thus have the same constraint. Hence, \(X\) satisfies \(0 \leq X_i \leq x_{\text{max}}\) and \(|\xi_i| \leq \sigma_{\text{max}}\) for some \(\sigma > 0\), where \(\xi_i = E[X_i]\).

We call this channel an average-and-peak constrained IM-DD MIMO channel, and denote its capacity by \(c_{\text{MIMO}}(H, p_0, x_{\text{max}})\).

In this case, similar results as for the average-constrained case can be written with minor adjustments. We start with the achievable rate of the QR scheme.

**Definition 2:** An average-and-peak constrained IM-DD SISO channel is one with input \(x \in [0, x_{\text{max}}]\) satisfying \(E[X] \leq p_0 = \eta x_{\text{max}}\) with \(\eta > 0\), and output \(Y = h x + Z\) where \(h \in \mathcal{R}_+\) and \(Z \sim N(0,1)\). We denote an achievable rate and a capacity upper bound for this channel by \(r_{\text{ap}}(h, p_0, x_{\text{max}})\) and \(\tau_{\text{ap}}(h, p_0, x_{\text{max}})\), respectively.

**Corollary 4:** In an average-and-peak constrained IM-DD MIMO channel with \(n_t \leq n_r\), a QR scheme achieves
\[
r_{\text{ap}}^\text{QR}(H, p_0, x_{\text{max}}) = \max_{\mathcal{P}} \sum_{i=1}^{n_t} r_{\text{ap}}\left(\left[r_{p,i}^\text{opt}\right], \xi_i, x_{\text{max}}\right),
\]
where \(\mathcal{I}, \mathcal{P}, \pi_i, r_{p,i}^\text{opt}\) are as defined in Proposition 2, and \(r_{\text{ap}}^\text{QR}(h, p_0, x_{\text{max}})\) is defined in Definition 2.

**Proof:** This follows by simply replacing \(r_m(h, \xi)\) in Proposition 2 with \(r_{\text{ap}}(h, \xi, x_{\text{max}})\) with any achievable rate over an average-and-peak constrained SISO channel from [22], [24], [41]. The upper bound in Theorem 1 can also be extended to this case as follows.

**Corollary 5:** The capacity of an average-and-peak constrained IM-DD MIMO channel with a channel matrix \(H \in \mathcal{R}_+^{n_r \times n_t}\) with rank \(n_t \leq n_r\) is upper bounded by
\[
\tau_{\text{ap}}(H, p_0, x_{\text{max}}) = \max_{\mathcal{I}} \sum_{i=1}^{n_t} \tau_{\text{ap}}\left(\left[k_{i,i}^2\right], \xi_i, x_{\text{max}}\right) + \zeta,
\]
where \(\zeta, \mathcal{I}, k_{i,i}, \xi_i\) are as defined in Theorem 1, \([x_{\text{max}}, 1, \ldots, x_{\text{max}}, n_t] = H[x_{\text{max}}, 1, \ldots, x_{\text{max}}, n_r]^\top\), and \(\tau_{\text{ap}}(\cdot, \cdot, \cdot)\) is defined in Definition 2.

**Proof:** This follows similar to Theorem 1 with \(\tau(h, \xi)\) replaced with \(\tau_{\text{ap}}(h, \xi, x_{\text{max}})\).

Examples of \(\tau_{\text{ap}}(h, \xi, x_{\text{max}})\) can be found in [22], [24]. In what follows, we use
\[
\tau_{\text{ap}}(h, \xi, x_{\text{max}}) = \min\{\tau(h, \xi), \tau_p(h, x_{\text{max}})\},
\]
where \(\tau(h, \xi)\) is the average-constrained SISO channel capacity upper bound defined in Theorem 1, and \(\tau_{\text{ap}}(h, x_{\text{max}})\) is a peak-constrained SISO channel capacity upper bound given by [24]
\[
\tau_p(h, x_{\text{max}}) = \sup_{\delta \in [0,1]} \left(\frac{\delta}{2} \log \left(\frac{h^2 x_{\text{max}}^2}{2\pi e}\right) - \log \left((1 - \delta)\frac{m(i, \delta)}{\sigma_{\text{max}}}\right)\right).
\]
Next, we compare the bounds considering two cases: \(p_0 \geq n_t \sigma_{\text{max}}\) and \(p_0 < n_t \sigma_{\text{max}}\), i.e., \(\alpha \geq \frac{n_t}{2}\) and \(\alpha < \frac{n_t}{2}\), respectively.

1) \(\alpha \geq \frac{n_t}{2}\): In this case, the average constraint becomes redundant, and it is optimal to replace \(\xi_i\) by \(\sigma_{\text{max}}\) \(\forall i \in \{1, \ldots, n_t\}\). This follows from [24, Lemma 1]. Thus, we can restrict our attention to this solution, and the maximization with respect to \(\xi\) in (57) can be dropped. At this point, we have a set of parallel channels with channel coefficients \([r_{p,1}^\text{opt}], \ldots, r_{p,n_r}^\text{opt}\), where the input over each subchannel satisfies \(0 \leq X_i \leq x_{\text{max}}\) and \(E[X_i] = x_{\text{max}}/2\). This allows us to replace \(\tau_{\text{ap}}\left([r_{p,1}^\text{opt}], \sigma_{\text{max}}, x_{\text{max}}\right)\) in (57) with \(r_m\left([r_{p,1}^\text{opt}], x_{\text{max}}/2\right), m \in \{u, p\}\), defined in Lemma 2. Thus, we have the achievable rate
\[
r_{\text{ap}}^\text{QR}(H, p_0, x_{\text{max}}) = \max_{\mathcal{P}} \sum_{i=1}^{n_t} r_m\left([r_{p,i}^\text{opt}], x_{\text{max}}/2\right),
\]
for \(m \in \{u, p\}\).

Using a continuous uniform input distribution, i.e., \(m = u\), leads to a more tractable expression, where we can show that maximization in (62) with respect to \(\mathcal{P}\) is not needed at high SNR. Namely, we have the following statement as a parallel to Corollary 2.

**Corollary 6:** The achievable rate \(r_{\text{ap}}(H, p_0, x_{\text{max}})\) satisfies the following independent of \(\mathcal{P}:
\[
\lim_{x_{\text{max}} \to \infty} \left(\frac{r_{\text{ap}}(H, p_0, x_{\text{max}}) - \frac{1}{2} \log \left(\frac{x_{\text{max}}^2}{2\pi e}\right)}{\mathcal{I}}\right) = 0.
\]
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Proof: Starting with (62), we have
\[
r_{\text{ap,tg}}(H, p_0, x_{\max}) = \max_{P \in \mathcal{P}} \sum_{i=1}^{n_t} \frac{1}{2} \log \left( \frac{1}{2 \pi e} \left( x_{\max} \right)^2 \right) + o(\log(x_{\max}) \right).
\]
\[
= \max_{P \in \mathcal{P}} \frac{1}{2} \log \left( \frac{2^{2n_t}}{2 \pi e} \prod_{i=1}^{n_t} r_{i,i} \right)^2 + o(\log(x_{\max}))
\]
\[
= \frac{1}{2} \log \left( \frac{x_{\max}^2}{2 \pi e} \right) + o(\log(x_{\max}))
\]

This asymptotic achievable rate coincides with capacity at high SNR as stated next.

**Theorem 3:** For an average-and-peak constrained IM-DD MIMO channel with a full column rank $H \in \mathbb{R}_{+}^{n_t \times n_t}$ and with $\alpha \geq \frac{n_t}{2}$, the capacity satisfies
\[
\lim_{x_{\max} \to \infty} \left( c_{\text{ap}}(H, p_0, x_{\max}) - \frac{1}{2} \log \left( \frac{x_{\max}^2}{2 \pi e} \right) \right) = 0,
\]
and is asymptotically achievable using the QR scheme.

**Proof:** We have $r_{\text{ap}}(h, \xi, x_{\max}) \leq r_{\text{ap}}(h, x_{\max})$, which in turn converges to $\frac{1}{2} \log \left( \frac{2^{2n_t}}{2 \pi e} \right)$ as $x_{\max} \to \infty$. Thus, we can write $r_{\text{ap}}(h, \xi, x_{\max}) \leq \frac{1}{2} \log \left( \frac{2^{2n_t}}{2 \pi e} \right) + o(\log(x_{\max}))$
leading to
\[
\tau_{\text{ap}}(H, p_0, x_{\max}) \leq \sum_{i=1}^{n_t} \frac{1}{2} \log \left( \frac{x_{\max}^2}{2 \pi e k_i,i} \right) + \log(x_{\max})
\]
\[
= \sum_{i=1}^{n_t} \frac{1}{2} \log \left( \frac{x_{\max}^2}{2 \pi e} \right) + o(\log(x_{\max})).
\]

Since the achievable rate $r_{\text{ap,tg}}(H, x_{\max})$ has the same asymptotic expression (Corollary 6), it coincides with the upper bound at high SNR, which proves the statement.

**Remark 5:** Theorem 3 also provides the high-SNR capacity for a MIMO channel with peak constraints only, which is captured by the case $p_0 = n_t x_{\max}$.

Fig. 3a shows the capacity upper bounds in Corollary 5 in addition to the achievable rate $r_{\text{ap,m}}(H, x_{\max})$ in (62), wherein the required optimizations are done numerically. It shows how upper bound $1 (\tau_{\text{ap}}(H, p_0, x_{\max}))$ coincides with the achievable rates at high SNR, verifying Theorem 3. Upper bound 2 ($\tau_{\text{ap}2}(H, p_0, x_{\max})$) is tighter than upper bound 1 at lower SNR.

2) $\alpha < \frac{n_t}{2}$: In this case, the average constraint is active for at least one component of $X$. We can replace $r_{\text{ap}}(\cdot, \cdot, \cdot)$ in (57) with the rate achievable using a truncated-exponential distribution [22], truncated geometric [41], or truncated-Gaussian distribution [24]. Instead of repeating their achievable rate expressions, we recall the following simple observation from [24].

**Lemma 3:** For an average-and-peak constrained IM-DD SISO channel as defined in Definition 2, the achievable rate using a truncated-Gaussian distribution $X$ satisfies
\[
r_{\text{tg}}(h, p_0, x_{\max}) = \frac{1}{2} \log \left( 1 + \frac{h^2}{2 \pi e} \min \left\{ e^{2 r_{i,i}^2}, x_{\max} \right\} - 0.1 + o(\log(x_{\max})) \right).
\]

Using this lemma, we can write the achievable rate
\[
r_{\text{ap,tg}}(H, p_0, x_{\max}) = \max_{P \in \mathcal{P}} \sum_{i=1}^{n_t} r_{\text{tg}}(r_{i,i}, \xi_i, x_{\max}),
\]

which leads to the following statements.

**Corollary 7:** The achievable rate $r_{\text{ap,tg}}(H, p_0, x_{\max})$ satisfies the following independent of $P$:
\[
\lim_{x_{\max} \to \infty} \left( r_{\text{ap,tg}}(H, p_0, x_{\max}) - \frac{1}{2} \log \left( \frac{e^{2 r_{i,i}^2}}{n_t^2 e^{2 r_{i,i}^2}} \right) \right) = 0.
\]

**Proof:** The achievable rate in (69) can be rewritten as
\[
r_{\text{ap,tg}}(H, p_0, x_{\max}) = \max_{P \in \mathcal{P}} \sum_{i=1}^{n_t} \frac{1}{2} \log \left( \frac{e^{2 r_{i,i}^2}}{n_t^2 e^{2 r_{i,i}^2}} \right) \left( x_{\max} \right)^2 + o(\log(x_{\max})),
\]

where $J = \mathcal{I} \cap [0, x_{\max}]$. The optimal solution of (71) with respect to $\xi$ approaches $\xi_i = \min \left( \frac{p_0}{n_t}, x_{\max} \right)$ as $x_{\max}$ increases (cf. [33, Sec. VI.B.2]). Thus,
\[
r_{\text{ap,tg}}(H, p_0, x_{\max}) = \max_{P \in \mathcal{P}} \sum_{i=1}^{n_t} \frac{1}{2} \log \left( \frac{e^{2 r_{i,i}^2}}{n_t^2 e^{2 r_{i,i}^2}} \right) \left( x_{\max} \right)^2 + o(\log(x_{\max})),
\]

independent of $P$. This proves the desired result.

**Theorem 4:** For an average-and-peak constrained IM-DD MIMO channel with a full column rank $H \in \mathbb{R}_{+}^{n_t \times n_t}$ and with $\alpha < \frac{n_t}{2}$, the capacity satisfies
\[
\lim_{x_{\max} \to \infty} \left( c_{\text{ap}}(H, p_0, x_{\max}) - \frac{1}{2} \log \left( \frac{e^{2 r_{i,i}^2}}{n_t^2 e^{2 r_{i,i}^2}} \right) \left( x_{\max} \right)^2 \right) \leq 0.1 n_t.
\]

**Proof:** Suppose that $p_0 \leq \frac{n_t x_{\max}}{e}$. In this case, we have $\tau_{\text{ap}1}(H, p_0) \leq \tau_{\text{ap}1}(H, p_0)$ defined in Theorem 1. This upper bound and the asymptotic achievable rate in Corollary 7 are at most $0.1 n_t$ nats apart at high SNR. If $p_0 > \frac{n_t x_{\max}}{e}$, we have that $\tau_{\text{ap}1}(H, p_0, x_{\max})$ is upper bounded by (67). By
comparing this asymptotic upper bound with the asymptotic achievable rate in Corollary 7, we can see that the two are at most 0.1\(n_t\) nats apart. This proves the statement.

Fig. 3b shows the capacity upper bounds in Corollary 5, in addition to the achievable rate \(r_{\text{ap}}^{\text{QR}}(H, p_0, x_{\text{max}})\) given in Corollary 7 with \(r_{\text{ap}}(\cdot, \cdot, \cdot)\) replaced with the SISO achievable rate using a truncated-Gaussian input distribution [24] and a truncated-geometric input distribution [41]. The intensity allocation in the achievable rates is obtained using a grid search. Another possibility is to use the algorithm in [33] which uses a surrogate function to obtain a simple and reliable allocation. The figure shows how the upper bound \(r_{\text{ap}}^{\text{QR1}}\) and the achievable rates are within a small gap at high SNR (< 0.1\(n_t\)), thus verifying Theorem 4.

Next, we discuss how the results can be extended to \(n_t > n_r\).

### B. MIMO channel with \(n_t > n_r\)

The advantage of the case \(n_t \leq n_r\) is that the pseudo-inverse of \(H\) exists. This is useful for describing the channel-inversion receiver, and also for deriving capacity bounds. This is unfortunately not the case if \(n_t > n_r\), which we discuss in this subsection.

1) **Achievable Rate:** The QR scheme can be applied here if we convert the channel to an effective \(n_t \times n_r\) channel. This can be done e.g. by deactivating \(n_t - n_r\) transmit apertures or repeating some signals over multiple apertures. These and other possibilities and others can be described by a general **positive precoding**. Consider an average-constrained channel, and let the vector intended for transmission in time \(k\) be \(s(k) \in \mathbb{R}^{n_r}\) whose \(i^{th}\) component \(s_i(k)\) is a realization of a random variable \(S_i \geq 0\) with \(\mathbb{E}[S_i] = \xi_i\) and \(\sum_{i=1}^{n_r} \xi_i \leq p_0\). This is precoded into \(x(k) = gs(k)\), where \(g \in \mathbb{R}^{n_r \times n_r}\) satisfies

\[
\text{rank}(g) = n_r, \quad \text{and} \sum_{i=1}^{n_r} g_{i,j} \leq 1 \text{ for } j \in \{1, \ldots, n_r\}. \quad (77)
\]

This precoding preserves both nonnegativity and sum intensity, and leads to a received signal \(Y(k) = Hg s(k) + Z(k)\). Since \(HH \in \mathbb{R}^{n_r \times n_r}\) has rank \(n_r\), the QR scheme can be applied.

Under both average and peak constraints, we choose \(S_i \in [0, x_{\text{max}}]\) for \(i \in \{1, \ldots, n_r\}\) with \(\mathbb{E}[S_i] = \xi_i\) and \(\sum_{i=1}^{n_r} \xi_i \leq p_0\). Then, the matrix \(G\) has to satisfy the additional constraint

\[
\sum_{i=1}^{n_r} g_{i,j} \leq 1 \text{ for } i \in \{1, \ldots, n_r\}, \quad (78)
\]

so that \(x(k)\) also satisfies the peak constraint \(x_i(k) \leq x_{\text{max}}\). This leads to the following statement.

**Proposition 4:** In an average-constrained IM-DD MIMO channel with \(n_t > n_r\), a QR scheme achieves

\[
r_m^{\text{QR}}(H, p_0) = \max_{g \in \mathcal{G}} r_m^{\text{QR}}(Hg, p_0), \quad m \in \{a, e\}, \quad (79)
\]

where \(r_m^{\text{QR}}(\cdot, \cdot)\) is defined in Proposition 2, and \(\mathcal{G} = \{g \in \mathbb{R}^{n_r \times n_r}\} (77)\) is satisfied. Under average and peak constraints, a QR scheme achieves

\[
r_{\text{ap}}^{\text{QR}}(H, p_0, x_{\text{max}}) = \max_{g \in \mathcal{G}_{\text{ap}}} r_{\text{ap}}^{\text{QR}}(Hg, p_0, x_{\text{max}}), \quad (80)
\]

where \(r_{\text{ap}}^{\text{QR}}(\cdot, \cdot, \cdot)\) is defined in Corollary 4, and \(\mathcal{G}_{\text{ap}} = \{g \in \mathbb{R}^{n_r \times n_r}\} (77) \& (78)\) are satisfied.

**Proof:** This follows from Proposition 2 and Corollary 4 with additional optimization with respect to \(G\). This scheme is not precoding-free anymore due to \(G\). Note that \(G\) takes care of the decoding order, and hence, a permutation matrix similar to \(P\) in Proposition 2 is not needed.

The high-SNR asymptote of \(r_m^{\text{QR}}(H, p_0)\) can be obtained by replacing \(H\) in Corollary 2 by \(HG\). The resulting high-SNR achievable rate is the solution of

\[
\max_{g \in \mathcal{G}} \frac{1}{2} \log \frac{ep_0^2}{2\pi n_r^2} \text{det}(g^H Hg) \quad . \quad (81)
\]

This is an interesting problem for future research. A similar optimization arises for \(r_{\text{ap}}^{\text{QR}}(H, p_0, x_{\text{max}})\) (average and peak constraints) with \(\frac{ep_0^2}{2\pi n_r^2}\) in (81) replaced with \(\frac{e^{x_{\text{max}}}}{2\pi n_r^2}\) if \(p_0 \geq \frac{e^{x_{\text{max}}}}{2\pi n_r^2}\).
Otherwise, this is replaced with \( \frac{\epsilon_{\max}}{\pi^2} \). 

2) \textbf{Upper Bound:} The upper bounds \( \tau_1(\mathbb{H}, p_o) \) and \( \tau_{ap1}(\mathbb{H}, p_o, x_{\max}) \) given in Theorems 1 and 5, respectively, do not hold in this case since \( n_r < n_t \). However, the bounds \( \tau_o(\mathbb{H}, p_o) \) and \( \tau_{ap2}(\mathbb{H}, p_o, x_{\max}) \) continue to hold. Thus, we have the following.

\textbf{Theorem 5:} The capacity of an average-constrained IM-DD MIMO channel with \( \mathbb{H} \in \mathbb{R}^{n_t \times n_c} \), with rank \( n_t < n_r \) is upper bounded by \( \tau_o(\mathbb{H}, p_o) \) (Theorem 1). Under peak and average constraints, capacity is upper bounded by \( \tau_{ap2}(\mathbb{H}, p_o, x_{\max}) \) (Theorem 5).

3) \textbf{Comparison:} Fig. 4 shows the bounds versus SNR for a \( 4 \times 2 \) MIMO channel with \( \mathbb{H} \) given by the first two rows of \( \mathbb{H}_a \) in Table III. The achievable rate in Fig. 4a is obtained from Proposition 4 with an exponential input distribution \( (m = 6) \), with numerical maximization with respect to \( \mathcal{G} \) (grid-search), and using the JA intensity allocation algorithm in [33]. The achievable rate in Fig. 4b is obtained using a truncated Gaussian input distribution, with numerical maximization with respect to \( \mathcal{G} \) and \( \xi \) (grid-search). The upper bounds are from Theorem 5.

Based on Propositions 4 and Theorem 5, we obtain the following statement.

\textbf{Theorem 6:} For an IM-DD MIMO channel with a full row rank \( \mathbb{H} \in \mathbb{R}^{n_t \times n_c} \), the capacity satisfies \( c(\mathbb{H}, p_o) = n_t \log(p_o) + o(\log(p_o)) \) under an average constraint, \( c_{ap}(\mathbb{H}, p_o, x_{\max}) = n_t \log(x_{\max}) + o(\log(x_{\max})) \) under both average and peak constraints.

\textbf{Proof:} From (81), we have that \( c(\mathbb{H}, p_o) \geq \frac{1}{2} \log \left( \frac{e p_o^2 \sigma^2}{n_t} \right) + o(\log(p_o)) \) for some \( \mathcal{G} \) so that \( \mathbb{H} \) has full-rank \( n_c \). On the other hand, from Theorem 5, we have the upper bound \( \tau_o(\mathbb{H}, p_o) = \max_{\xi \in \mathbb{G}} \sum_{i=1}^{n_t} \tau(1, \xi_i) \) where \( \xi_i, \ldots, \xi_{n_c} \) is \( \mathbb{H}[1, \ldots, n_c] \). Comparing the lower bound above and this upper bound, and using similar arguments as in Appendix A, we can show that the optimal \( \xi_i \) denoted \( \hat{\xi}_i \) satisfies \( \hat{\xi}_{i,o} \to \infty \) as \( p_o \to 0 \). Then, using (49), we can write \( c(\mathbb{H}, p_o) \leq \sum_{i=1}^{n_t} \frac{1}{2} \log \left( \frac{e p_o^2 \sigma^2}{2\pi n_t} \right) + o(\log(p_o)). \)

Finally, the following high-SNR capacity for the MISO case follows from Proposition 4 and Theorem 5. We denote \( \mathbb{H} \) by \( \mathbf{h}^T = [h_1, \ldots, h_{n_c}] \) since in this case \( n_c = 1 \times n_r \) vector.

\textbf{Corollary 8:} For an IM-DD MISO channel \( (n_r > n_t = 1) \) under an average constraint only, the capacity satisfies

\[
\lim_{p_o \to \infty} \left( c(\mathbf{h}^T, p_o) - \frac{1}{2} \log \left( \frac{e p_o^2 \sigma^2 \max_i h_i^2}{2\pi} \right) \right) = 0. \tag{82}
\]

\textbf{Proof:} We have the achievable rate \( \max_g r_{QR}(\mathbf{h}^T, g, p_o) \) from Proposition 4, where \( g \in \mathbb{R}^{n_t \times 1} \) with \( \|g\|_1 \leq 1 \) since \( h_i^T g \) is a scalar, then,

\[
\max_g \frac{1}{2} \log \left( \frac{e p_o^2 (\mathbf{h}^T g)^2}{2\pi} \right) = \frac{1}{2} \log \left( \frac{e p_o^2 (\max_i (\mathbf{h}^T g)^2_i)}{2\pi} \right) = \frac{1}{2} \log \left( \frac{e p_o^2 \max_i h_i^2}{2\pi} \right). \tag{83}
\]

On the other hand, from Theorem 5, we have the upper bound \( \tau_2(\mathbf{h}^T, p_o) = \max_{\xi \in \mathbb{G}} \tau(1, \mathbf{h}^T \xi) \). By [22], we have

\[
\tau(1, \mathbf{h}^T \xi) = \frac{1}{2} \log \left( \frac{(\mathbf{h}^T \xi)^2}{2\pi} \right) + o(\log(p_o)).
\]

Simple manipulations lead to

\[
\tau_2(\mathbf{h}^T, p_o) = \frac{1}{2} \log \left( \frac{e (\max_{\xi \in \mathcal{G}} \mathbf{h}^T \xi)^2}{2\pi} \right) + o(\log(p_o)) = \frac{1}{2} \log \left( \frac{e p_o^2 \max_i h_i^2}{2\pi} \right) + o(\log(p_o)) \tag{84}
\]

which coincides with the achievable rate at high SNR and concludes the proof.

\textbf{VII. CONCLUSION}

We studied several MIMO schemes for IM-DD systems in terms of their achievable rates. The SVD-based precoding scheme - which is optimal in RF MIMO - must be modified to a DC-offset SVD-based scheme in IM-DD MIMO, leading to sub-optimal performance. To avoid this deterioration, precoding-free schemes are favored in IM-DD MIMO. We have derived achievable rates of channel inversion and QR-decomposition based schemes. We have shown that the QR-based scheme has superior performance, and is optimal at high SNR if the transmitters have no more apertures than the receiver. Thereby, we characterized the channel’s high-SNR capacity for this case. The result holds under an average or peak intensity constraint. We have also extended the results to the case with both average and peak intensity constraints, where we characterized the high-SNR capacity within a small gap. We also extended the capacity bounds to the case with more transmit than receive apertures. In this case, the achievable rates and upper bounds do not coincide, thus highlighting an interesting problem for further future investigation.

\textbf{APPENDIX A}

\textbf{The Optimal} \( \xi_i \) \textbf{in (48) goes to infinity} \( \forall i \) \textbf{as} \( p_o \to \infty \)

\textbf{Capacity is upper bounded by}

\[
\tau_1(\mathbb{H}, p_o) = \max_{\xi \in \mathcal{G}} \sum_{i=1}^{n_t} \tau(k_i, \xi_i) + \frac{1}{2} \log \left( \frac{\prod_{i=1}^{n_t} k_i}{|\mathcal{K}|} \right),
\]

\text{by Theorem 1. Let the optimal solution of the maximization above be denoted by} \( \xi_{i,o}, \ldots, \xi_{n_c,o} \). \text{We follow a proof by contradiction, in which we assume that} \( \xi_{i,o} \) \text{is bounded for some} \( j \to \infty \), \text{i.e.,} \( \xi_{i,o} \leq a_j \) from some constant \( a_j \), while the remaining \( \xi_{i,o}, i \neq j \) \text{are not. Then we show that this assumption is false. We have}

\[
\tau(k_{j,j}^{-\frac{1}{2}}, \xi_{j,o}) \leq b(k_{j,j}^{-\frac{1}{2}} a_j, 1, 0) \leq b(k_{j,j}^{-\frac{1}{2}} a_j, 1, 0) = b_j,
\]
Manipulations, we obtain increases. Substituting in the upper bound, and after some where we used [33] which shows that the optimal solution to this constraint, we can write using (49). Next, note that $\sum_{i=1, i \neq j}^{n_t} \xi_{i,o} \leq p_0$. Then, subject to this constraint, we can write

$$\max_{\xi \in \mathcal{I}} \sum_{i=1}^{n_t} \mathbb{P}\left(k_{i,i}^{-\frac{1}{2}}, \xi_i\right) \leq \sum_{i=1, i \neq j}^{n_t} \mathbb{P}\left(k_{i,i}^{-\frac{1}{2}}, \xi_{i,o}\right) + b_j + o(\log(p_0)) \quad (86)$$

$$= \sum_{i=1, i \neq j}^{n_t} \frac{1}{2} \log \left(\frac{e \xi_{i,o}^2}{2 \pi k_{i,i}}\right) + b_j + o(\log(p_0)), \quad (87)$$

using (49). Next, note that $\sum_{i=1, i \neq j}^{n_t} \xi_{i,o} \leq p_0$. Then, subject to this constraint, we can write

$$\max_{\xi \in \mathcal{I}} \sum_{i=1}^{n_t} \mathbb{P}\left(k_{i,i}^{-\frac{1}{2}}, \xi_i\right) \leq \max_{\xi_{i,i} \neq j} \sum_{i=1, i \neq j}^{n_t} \frac{1}{2} \log \left(\frac{e \xi_{i,i}^2}{2 \pi k_{i,i}}\right) + b_j + o(\log(p_0)) \quad (88)$$

$$= \sum_{i=1, i \neq j}^{n_t} \frac{1}{2} \log \left(\frac{e p_0^2}{2 \pi (n_t - 1)^2 k_{i,i}}\right) + b_j + o(\log(p_0)),$$

where we used [33] which shows that the optimal solution of this maximization converges to equal allocation as $p_0$ increases. Substituting in the upper bound, and after some manipulations, we obtain

$$\gamma_1(\mathbb{H}, p_0) \leq \frac{n_t - 1}{2} \log \left(\frac{e p_0^2}{2 \pi n_t^2}\right) + \frac{1}{2} \log \|\mathbb{H}^\mathbb{T}\mathbb{H}\| + \psi + o(\log(p_0)), \quad (89)$$

where $\psi = (n_t - 1) \log \left(\frac{e p_0^2}{n_t^2}\right) + b_j + \frac{1}{2} \log (k_{i,j})$. But the following rate is achievable using the QR-decomposition scheme (47)

$$c(\mathbb{H}, p_0) \geq \frac{n_t}{2} \log \left(\frac{e p_0^2}{2 \pi n_t^2}\right) + \frac{1}{2} \log \|\mathbb{H}^\mathbb{T}\mathbb{H}\| + \frac{1}{2} \log \|\mathbb{H}^\mathbb{T}\mathbb{H}\|. \quad (90)$$

This lower bound eventually becomes larger than the upper bound (89) as $p_0$ increases, leading to a contradiction. Thus, the assumption that $\xi_{j,o}$ is bounded is false. The same holds if more than one $\xi_{i,o}$ is bounded, which concludes the proof.

**APPENDIX B**

**GAP TO HIGH-SNR CAPACITY OF CI AND DC-SVD**

The gap-to-optimality of the CI scheme can be expressed at high SNR by comparing Theorem 2 and Corollary 1. This leads to a gap $\delta_{\text{CI}} \xrightarrow{p_0 \to \infty} \frac{1}{2} \log \left(\|\mathbb{H}^\mathbb{T}\mathbb{H}\| \prod_{i=1}^{n_t} \|t_i\|^2\right)$. Thus, the CI scheme requires $\frac{1}{2} \log \frac{1}{\sigma^2} \left(\|\mathbb{H}^\mathbb{T}\| \prod_{i=1}^{n_t} \|t_i\|^2\right)$ dB extra $\frac{p_0}{\sigma}$ to achieve the same rate as the QR scheme at high SNR. This calculation is confirmed by Fig. 2. Note that this high-SNR gap is always positive since $\prod_{i=1}^{n_t} \|t_i\|^2 \geq |\mathbb{H}^\mathbb{T}| = |\mathbb{H}^\mathbb{T} H|^{-1} = |\mathbb{H}^\mathbb{T} H|^{-1}$ by Hadamard’s inequality, with equality if and only if $\mathbb{H}$ is diagonal, which holds if and only if $\mathbb{H}$ has orthogonal columns. Since $h_{i,j} \geq 0$, $\mathbb{H}$ has orthogonal columns if and only if it has one nonzero value in each row, for which the MIMO channel reduces to a system of parallel channels [33]. Thus, CI is only optimal if the MIMO channel has no cross-talk.

Similarly, the gap-to-optimality of the DC-SVD scheme satisfies $\delta_{\text{DC-SVD}} \xrightarrow{p_0 \to \infty} \frac{1}{2} \log \left(\sum_{i=1}^{n_t} \frac{e p_0^2}{2 \pi n_t^2}\right)$, which is obtained by comparing Theorem 2 and Corollary 3, where $\nu_i$ is defined below (14), and where we used the fact that $\prod_{i=1}^{n_t} k_{i,i}^{-1} = |\mathbb{H}^\mathbb{T}\mathbb{H}| = \prod_{i=1}^{n_t} b_{i,i}^2$. This gap is equivalent to $\frac{n_t}{2} \log \log \left(\sum_{i=1}^{n_t} \frac{e p_0^2}{2 \pi n_t^2}\right)$ dB extra $\frac{p_0}{\sigma}$, which is confirmed by Fig. 2. Similar to $\delta_{\text{CI}}$, this high-SNR gap is the smallest when $\mathbb{H}$ corresponds to parallel channels. To see this, note that $\nu_i^2 = \left(\sum_{j=1}^{n_t} w_{j,i}^2\right)$, which is always positive since $\mathbb{V}$ is an orthogonal matrix. Therefore, $\prod_{i=1}^{n_t} \frac{e p_0^2}{2 \pi n_t^2} \geq \sum_{i=1}^{n_t} \nu_i^2$, with equality

![Fig. 4: Achievable rates and capacity upper bounds for a 4 x 2 MIMO channel with H given by the first two rows of H_a in Table III.](image-url)

(a) Average constraint only.

(b) Average and peak constraints: $\alpha = \frac{p_0}{\sigma}$. 
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when $V = I_n$. But this implies that $H = UB$ and hence, it has orthogonal columns. Since $H$ has positive components, this can only be the case if $H$ has a parallel-channel structure, i.e., it has one nonzero component in each row.
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