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Abstract
We present our efforts to build an ensemble data assimilation and forecasting system for the Red Sea. The system consists of the high-resolution Massachusetts Institute of Technology general circulation model (MITgcm) to simulate ocean circulation and of the Data Research Testbed (DART) for ensemble data assimilation. DART has been configured to integrate all members of an ensemble adjustment Kalman filter (EAKF) in parallel, based on which we adapted the ensemble operations in DART to use an invariant ensemble, i.e. an ensemble Optimal Interpolation (EnOI) algorithm. This approach requires only single forward model integration in the forecast step, and therefore saves substantial computational cost. To deal with the strong seasonal variability of the Red Sea, the EnOI ensemble is then seasonally selected from a climatology of long-term model outputs. Observations of remote sensing sea surface height (SSH) and sea surface temperature (SST) are assimilated every three days. Real time atmospheric fields from the National Center for Environmental Prediction (NCEP) and the European Centre for Medium-Range Weather Forecasts (ECMWF) are used as forcing in different assimilation experiments. We investigate the behaviors of the EAKF and (seasonal-) EnOI and compare their performances for assimilating and forecasting the circulation of the Red Sea. We further assess the sensitivity of the assimilation system to various filtering parameters (ensemble size, inflation) and atmospheric forcing.
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1. Introduction

The Red Sea is one of the most important world marginal seas, in terms of its genetic variation and biodiversity with endemic species of fish, its ecological importance with the second largest community of coral reefs, its economic impact on the surrounding countries’ development and on the international trade route, and so forth. The Red Sea has a nearly enclosed basin dividing Asia from Africa. The basin is about 2000 km long and less than 300 km wide, with a deep trench along its axis and extensive shallow shelves on both shores supporting a rich ecosystem. The only significant connection between the Red Sea and the open (Indian) ocean is the Strait of Bab el Mandeb, through which a remarkable seasonally varying water exchange has been well documented and studied through in-situ observations (Johns and Sofianos 2012; Murray and Johns 1997) and numerical modeling (Yao et al. 2014a; Yao et al. 2014b). The Red Sea circulation is highly dynamic and is characterized by basin-scale overturning circulation, strong boundary currents, and multiple transient and recurrent mesoscale eddies. Subject to the Indian Monsoon, the Red Sea circulation exhibits a seasonal variability, which involves annual cycles of water exchange with the Gulf of Aden, the overturning circulation (Yao et al. 2014a; Yao et al. 2014b), and the intensity of eddy activity (Zhan et al. 2014; Zhan et al. 2016).

Because of the sporadic coverage of the observations in the Red Sea, most basin-scale studies have been reported based on numerical simulations, either using a simplified model (Tragou and Garrett 1997; Zhai et al. 2015; Zhai and Marshall 2013), a climatology of general circulation model (GCM) outputs (Eshel and Naik 1997; Siddall et al. 2002; Sofianos and Johns 2002; Sofianos and Johns 2003), or an ocean general circulation model forced with real atmospheric conditions (Chen et al. 2014; Triantafyllou et al. 2014; Yao et al. 2014a; Yao et al. 2014b; Zhan et al. 2016). Ocean models are however not perfect and can be subject to many sources of uncertainties. These may come from inaccurate atmospheric forcing, initial and boundary conditions, bathymetry, modeling and numerical errors, and poorly known parameters. This should not question the ability of these models to provide a
general dynamical picture of the ocean circulation of the domain of interest, especially at large scales, but it would limit their ability to provide accurate forecasts for planning and decision-making. Data assimilation is nowadays recognized as the most efficient approach to develop reliable ocean operational systems. The Red Sea is extremely lagging behind in this context, with the only data assimilation study backdating to the mid-nineties by Clifford et al. (1997). In that study, the authors tested a nudging-based assimilation system the simplest form of assimilation, for the Red Sea, using a 6-7 km resolution model forced by simplified atmospheric fields to assimilate sea surface temperature (SST) and some profile data measured by XBT/CTD. The availability of remote sensing ocean data, which have been validated and used to study the Red Sea (Zhai and Bower 2013; Zhan et al. 2014), is yet to be exploited for assimilation. A state-of-the-art modeling system with data assimilation in this region should improve the predictability of the Red Sea circulation and its strong eddy activity, and setup the infrastructure for developing a Red Sea operational system.

One of thrusts of the recently established Saudi Aramco Marine Environmental Research Center at KAUST (Samerck) is to establish an operational oceanography for the Red Sea (https://iop.kaust.edu.sa). The comprehensive and realistic outputs of ocean forecasts would benefit not only the booming industrial developments and shipping activities in the Red Sea, but would also provide more realistic simulations needed for the fundamental understanding of the Red Sea general circulation and eddy activities. A Red Sea operational system is greatly needed for predicting circulation and transport phenomena, including oil spills, pollutants and nutrients. Such a system will be further very helpful for supporting various scientific activities, ecosystem conservation, aquaculture activities, search-and-rescue, shipping industry, Navy operations, etc. As part of the ongoing phase-1 of the SAMERCK project, a pre-operational ensemble data assimilation system is being developed that is capable of assimilating any available observations in the Red Sea. Our first goal is to implement an efficient, in term of computational cost and performances,
ensemble-based assimilation system with a high-resolution general circulation ocean model of the Red Sea and to test it for assimilation of remote sensing data.

In this work, we examine the overall performance of a deterministic ensemble Kalman filter (EnKF), the Ensemble Adjustment Kalman filter (EAKF) (Anderson 2001), for assimilating satellite sea surface height (SSH) and SST data into a 4 km Massachusetts Institute of Technology general circulation ocean model (MITgcm) that has been configured and validated to study the circulation of the whole Red Sea (Yao et al. 2014a; Yao et al. 2014b; Zhan et al. 2016). We evaluate the sensitivity of this assimilation system to various parameters and inputs, including filtering scheme and parameters (ensemble size, inflation) and atmospheric fields (NCEP and ECMWF). We are in particular interested in investigating the benefit of integrating the filter ensemble with the dynamical model (i.e. using a flow-dependent ensemble) against keeping it invariant in time, using an Ensemble Optimal Interpolation (EnOI)-like scheme in which the model is used to forecast only the state, and not the ensemble (Fu et al. 2011; Hoteit et al. 2002; Oke et al. 2007; Sakov and Sandery 2015). The latter assumes that the forecast error covariance is well represented by a stationary ensemble, and may lead to drastic reduction (up to 80-90% less) in the computational burden compared to a flow-dependent ensemble. It may further help maintaining the ensemble spread, which is one of the issues often encountered in EAKF applications, especially when model errors are not directly accounted for in the system (Anderson 2003; Hoteit et al. 2002). We further assess the possibility of exploiting the dominant seasonal variability of the Red Sea and test the performance of the EnOI scheme with seasonally varying ensemble of model states that are not integrated with ocean GCM, but are readily available from a historical model run (Backeberg et al. 2014; Xie and Zhu 2010). This allows the EnOI scheme to adjust to the seasonal variation of the system without extra computational cost, but may not well-represent the error-of-the day in the most recent estimate compared to an ensemble Kalman filter. We compare the performances of the EAKF, EnOI, and EnOI with seasonal varying ensemble (SEnOI).
in the Red Sea and study their sensitivities to various settings and atmospheric forcing.

The rest of this paper is organized as follows. Section 2 gives a brief description of the model and observational data used for model validation and in the assimilation experiments. Details of the assimilation schemes and their implementation are provided in Section 3. In Section 4, we present the results of several assimilation experiments that have been conducted to evaluate the performances and robustness of the different ensemble assimilation schemes. A discussion and summary conclude the work in Section 5.

2. Model and Data
2.1 Ocean model and configuration
The MITgcm is integrated on a 0.04°×0.04° spherical polar grid, with 50 vertical z layers ranging from 4 m at the surface to 300 m near the bottom. The model domain extends from 30°E to 50°E and from 10°N to 50°N, covering the Red Sea, the Gulf of Suez, the Gulf of Aqaba and the Gulf of Aden. The bathymetry is extracted from the gridded General Bathymetric Chart of the Ocean (GEBCO, available at http://www.gebco.net/data_and_products/gridded_bathymetry_data/). The model is configured in hydrostatic mode with an implicit free surface. The K-profile parameterization is used for the vertical mixing scheme. The lateral boundaries are treated with no-slip conditions and a quadratic bottom friction is imposed. Zonal and meridional velocities, temperature and salinity from the Estimation of the Circulation and Climate of the Ocean (ECCO) project (Kohl and Stammer 2008) are prescribed as the open boundary conditions in the Gulf of Aden through a 20-km buffer zone. In different experiments, the model is forced with 6-hourly atmospheric reanalysis from National Centers for Environmental Prediction (NCEP) or the European Centre for Medium-Range Weather Forecasts (ECMWF). These include zonal and meridional wind speed, air temperature, specific humidity, precipitation and downward short and long wave heat fluxes. A free model run was integrated over a 32-year period from January 1979 to December 2011 using a time step of
200s (without assimilation), and outputs from 1992 to 2011 were stored for validation and for constructing an (initial or static) ensemble of state realizations.

2.2 Observational data

For assimilation, along-track SSH data is obtained by combining sea level anomaly (SLA) acquired from the Radar Altimeter Database System (RADS available through the web portal http://rads.tudelft.nl) and the mean dynamic topography (MDT) from AVISO (available at ftp.aviso.altimetry.fr/auxiliary/). RADS is developed by Delft University of Technology and National Oceanic and Atmospheric Administration (NOAA). It provides merged SLA observations from nine altimeter missions, and is one of the most accurate and complete data bases of satellite radar altimeter data (Scharroo et al. 2013). MDT is a key reference surface for altimeter data, and can be used to calculate the corresponding absolute dynamic topography (ADT) from the altimeter SLA through ADT = MDT + SLA. The ADT is equivalent to the model SSH, which will be assimilated into the ocean model. All the SSH data within the assimilation window, 3 days in this study, were gathered and assimilated once at the middle of the window. Observational errors of these along-track SSH data are specified with different values ranging between 0.05 to 0.1 m for different satellite missions.

It is important to point out that the accuracy of altimetry data in coastal waters could be limited by several factors, including the weaknesses of the altimeters in the range tracking procedure close to the shorelines, intrinsic difficulties in the corrections of the wet tropospheric correction, tides, etc., and issues of land contamination in the altimeter return waveforms (Cipollini et al. 2010; Vignudelli et al. 2011). Important efforts are still being carried out to overcome such problems and to extend the capabilities of current and future altimetry data in coastal waters (Le Henaff et al. 2011; Madsen et al. 2015; Tseng et al. 2014; Vignudelli et al. 2011; Yang et al. 2012). As a safe and practical approach, the SSH observations over shallow waters (less than 60 m in depth) were excluded. We have also removed the outliers during the assimilation process, which were flagged when the
corresponding prediction error exceeded three times the variance of the prescribed observational error.

The assimilated SST data is extracted from the Group for High Resolution Sea Surface Temperature (GHRSSST) global Level 4 SST analysis produced daily on a 1/4° grid at the NOAA National Climatic Data Center (Reynolds et al. 2007) (available at http://podaac.jpl.nasa.gov/dataset/NCDC-L4LRblend-GLOB-AVHRR_OI). These are mapped data from the 4 km Advanced Very High Resolution Radiometer (AVHRR) Pathfinder Version 5 time series (when available, otherwise operational NOAA AVHRR data are used) and in-situ observations. In the assimilation experiments, three-day averaged data is provided at midnight with a 0.25° grid. Observational errors are uniform and set at 1.2°C. These are larger than what is commonly used, but are expected to also account for the spatially correlated nature of this mapped dataset.

2.3 Model validation with SSH/SST
A free model run (without assimilation) was integrated over a 32-year period from 1979 to 2011, and its outputs from 1992 to 2011 were stored for validation and for constructing an (initial or static) ensemble of state realizations. As shown in Fig. 1, the model mean SST (Fig. 1.e) is in good agreement with the AVHRR data (Fig. 1.a), exhibiting a clear gradient throughout the basin where highest temperature is found on both coasts of the southern Red Sea. Strong variability of SST near the west coast around 16°N and 23°N, and weaker variability along the east coast between 16°N and 19°N (Fig. 1.b), are accurately depicted by the model (Fig. 1.f). However, the modeled exhibits a weaker SST variability than the AVHRR in the northern basin with a smaller standard deviation. The mean and standard deviation of model SSH are comparable to those of the daily AVISO gridded SSH product (available at http://www.aviso.altimetry.fr/en/data/data-access/aviso-opendap/opendap-adt-products.html). The model well reproduced the south-to-north SSH gradient in the basin (Fig. 1.g) compared with the AVISO data (Fig. 1.c). The model SSH variability is slightly weaker than what is observed by AVISO, especially towards the Saudi coast.
in the central and northern Red Sea. The larger variability of modeled SSH in the central and northern basins is likely the signature of a strong eddy variability (Fig. 1.h), which is not always represented by AVISO data (Fig. 1.d). The discrepancy may result from sub-mesoscale features in the model outputs that are not represented by the 0.25° AVISO data. In addition, the merged gridded AVISO product is generally produced from low-coverage of daily along-track data (Zhan et al. 2016), which may underestimate the eddy intensities (Zhai and Bower 2013).

3. Ensemble Assimilation Schemes and Implementation

3.1 Ensemble Kalman filtering

Data Assimilation serves to incorporate observational data with numerical models to best estimate the state of the ocean (Edwards et al. 2015). It is mainly used for forecasting purposes, but also for developing ocean reanalysis products, parameter estimation, uncertainty quantification, etc. State-of-the-art ocean data assimilation schemes are now well established following two directions depending on how the data are assimilated into the model. The variational approach seeks for the deterministic model trajectory that best fits all available observations by tuning some uncertain model parameters. The model-data fit is measured by a well-chosen objective function that is optimized based on its gradients calculated using the adjoint of the ocean model (Ledimet and Talagrand 1986). The filtering approach sequentially updates the model forecasts every time new observations are available based on prior errors estimates on the model forecast and assimilated data (Hoteit et al., 2015). The most widely used sequential assimilation schemes are the ensemble Kalman filter (EnKF) and its variants (Edwards et al. 2015; Evensen 2004; Hoteit et al. 2002; Tippett et al. 2003). These are Monte Carlo-based variants of the famous Kalman filter (KF) designed for nonlinear and computationally demanding models (Evensen 1994). In contrast with the variational methods, the Kalman methods are non-intrusive (do not require the development of an adjoint model), and are therefore easier to implement.
A crucial aspect of any data assimilation scheme is a good description of the forecast error covariance, often referred to as the background covariance, which describes how the model-observation misfits are projected into the state space to correct the forecast. When the system is linear and errors statistics are Gaussian, the KF provides an optimal way to sequentially estimate the time evolution of the forecast state and its background covariance according to the system dynamics (Hoteit et al. 2015). To enable the implementation of the KF for data assimilation into realistic high-dimensional and nonlinear ocean GCMs, Evensen (1994) proposed to represent the forecast statistics (first two moments) by an ensemble of state vectors, called ensemble members. Given an ensemble of model forecasts $X^f = [x^f_1, x^f_2, ..., x^f_N]$, estimates of the forecast state and its background covariance are then taken as the sample ensemble mean and covariance,

$$
\overline{x}^f = \frac{1}{N} \sum_{i=1}^{N} x^f_i \quad \text{and} \quad p^f = \frac{1}{N-1} X' (X')^T,
$$

where $X' = [x_1^f - \overline{x}^f, x_2^f - \overline{x}^f, ..., x_N^f - \overline{x}^f]$ is the ensemble of anomalies. This provided a particularly efficient framework to estimate the forecast error covariance for adequate weighting of the forecast in the assimilation, to account for various sources of model errors, and to quantify the uncertainties in the estimated solution (Hoteit et al. 2013). This study focuses on the ensemble Kalman methods, which we implement here based on the Data Assimilation Research Testbed (DART) package. Our goal is to develop an efficient, in term of computational cost and performances, assimilation system for reconstructing and forecasting the space-time circulation of the Red Sea and to quantify the uncertainties in the estimated fields.

As the KF, EnKFs operate as a succession of forecast and analysis steps. In the forecast step, the ensemble members are integrated with the dynamical model to the time of the next available observations. In the analysis step, the forecasted members are adjusted by the incoming observations using the KF update step:

$$
x^a = x^f + p^f H^T (H p^f H^T + R)^{-1} [y - H(x^f)],
$$
where $P^f$ is the forecast error covariance, $R$ is the observational error covariance, $y$ is the observational vector, and $H$ is the linearized form of the observational operator $H$ (in our setting, the assimilated SST and SSH data are model variables, so that $H$ is linear).

EnKF methods were classified into stochastic or deterministic techniques, depending on whether the observations were perturbed, or not, before assimilation (Tippett et al. 2003). Deterministic filters, such as the EAKF, became more popular for data assimilation in oceanography (Edwards et al. 2015) and meteorology (Houtekamer and Zhang 2016), to avoid introducing noise from the under-sampling of the observational error covariance with a small ensemble (Altaf et al. 2014; Hoteit et al. 2015; Nerger et al. 2005). The performance of an EnKF greatly depends on the representativeness of its ensemble members, which should adequately describes the statistics of the state estimates errors.

The EAKF update step is based on the following equations (Anderson 2001):

\[
\bar{x}^a = p^a \left( (P^f)^{-1} \bar{x}^f + H^T R^{-1} y^o \right), \quad (i)
\]

\[
p^a = \left( (P^f)^{-1} + H^T R^{-1} H \right)^{-1}, \quad (ii)
\]

\[
x_i^a = A^T (x_i^f - \bar{x}^f) + \bar{x}^a, \quad i = 1, \ldots, N, \quad (iii)
\]

where $x_i^f$ and $x_i^a$ are individual members of the forecast and analysis ensemble and $\bar{x}^a$ and $\bar{x}^f$ their respective means, and $N$ is the ensemble size. Equations (i) and (ii) compute the analysis state $\bar{x}^a$ and its error covariance matrix $P^a$ from the forecast ensemble mean $\bar{x}^f$ and covariance $P^f$, exactly as in the Kalman filter. The analysis members are then generated using Equation (iii) in such a way to exactly match $\bar{x}^a$ and $P^a$, which are the constraints for selecting the matrix $A$.

The EAKF formulation enables updating the ensemble with the model to track changes in the ocean dynamics, which should be particularly useful in regions subject to important spatial and temporal variability.
EAKFs may suffer from the collapse of their ensembles members (towards the ensemble mean) (Furrer and Bengtsson 2007), especially when the forecast model is not integrated with stochastic perturbations to account, for instance, for uncertainties in the forcing and/or parameters. One simple approach that was proven efficient to mitigate this is to amplify the ensemble spread by multiplying by an inflation factor that is larger than 1 (Anderson 2001; Hamill and Whitaker 2011; Hoteit et al. 2002). Another challenge in ensemble Kalman methods is the spurious correlations in the forecast error covariance that is inherited from the use of small ensembles in practice (Houtekamer and Mitchell 1998). The low-rank nature of the covariances of such ensembles may further extend the impact of an observation to faraway points from its location, which may severely limit the filter ability to fit the data (Hamill et al. 2001). This problem can be generally efficiently addressed through the localization technique (Fu et al. 2011; Hamill et al. 2001; Houtekamer and Mitchell 2001; Oke et al. 2007). The basic idea is to restrict the impact of an observation to nearby points only, or equivalently, trim long-range correlations from the ensemble covariance (Sakov and Bertino 2011). In practice, large inflation and strong localization may, however, respectively weaken the stability of the assimilation system, and introduce undesirable small-scale features into the analysis when the observations are sparse (Hamill and Snyder 2000).

Integrating large ensembles with an ocean GCM is computationally demanding. Following the optimal interpolation (OI) approach in data assimilation, which uses a static pre-selected background covariance in the update step, ensemble OI (EnOI) methods were proposed (Evensen 2003; Hoteit et al. 2002; Oke et al. 2002). EnOI is a very cost effective alternative to an EnKF in which the static background covariance is estimated as the sample covariance matrix of an adequately pre-selected ensemble, generally representing the error growing modes, or describing the variability of the studied system. This formulation does not suffer from the ensemble collapse problem, but its performance may be limited during periods of strongly changing dynamics that are generally not well described by a static background (Hoteit and Pham 2004; Hoteit et al. 2002). EnOI has a very similar
algorithm as an EnKF, except that only the analysis state, and not the entire ensemble, is integrated with the model during the forecast step. The method was found to provide good performances compared to an EAKF at fraction of the computing cost\(^1\) (Hoteit et al. 2002; Oke et al. 2007; Sakov and Sandery 2015).

A completely static background error covariance may not ideally describe the variable patterns of the ocean flow in different seasons, and periods in between. To represent the flow-dependence in term of seasonality, Xie and Zhu (2010) proposed to use EnOI to assimilate Argo profiles in a hybrid coordinate ocean model (HYCOM) with an ensemble selected at every assimilation cycle from monthly climatology fields with a three-month moving window around the assimilation time. The same scheme was latter adopted by Xie et al. (2011) and Lyu et al. (2014) for assimilating SLA data in the South China Sea. In this study, we implemented a similar EnOI scheme but selecting the ensemble on a monthly basis from a climatological dataset of the Red Sea circulation that is assumed to describe the variability of the system. The Red Sea climatology was simulated from a long-term historical model simulation as described in more details in the next section. We refer to the EnOI with seasonally varying ensemble as the seasonal-EnOI (or SEnOI).

### 3.2 Implementation within DART

EAKF, EnOI and SEnOI were implemented in fully parallel mode (at the forecast and the analysis steps) using the Data Assimilation Research Testbed (DART). DART is a portable software for ensemble data assimilation developed at the National Center for Atmospheric Research (NCAR) (Anderson et al. 2009). It builds on a series of interface routines that incorporate a forecast model and different types of observations, and can be used with a variety of algorithms to update the ensemble, including for instance the (stochastic) EnKF and the EAKF. DART is configured to integrate and update the ensemble members in parallel, exploiting the serial

---

\(^1\) in CPU time and not necessarily in real time as the ensemble members can be integrated in parallel.
formulation of the Kalman filter update step (Anderson and Collins 2007). It is further equipped with advanced inflation/localization techniques that are important to enhance the performance of an ensemble-based data assimilation system. It has been successfully implemented in various atmospheric and oceanic applications (Aksoy et al. 2009; Hoteit et al. 2013; Raeder et al. 2012).

DART has been already implemented with the MITgcm for data assimilation and forecasting the loop current in the Gulf of Mexico (Hoteit et al. 2013). A similar system is implemented in this study with some specific adjustments to the Red Sea. The model state vector is composed of the prognostic ocean variables that are needed to initialize the MITgcm, i.e. salinity, temperature, horizontal velocity, and sea surface height fields. We used the EAKF as described by (Anderson 2001; Anderson 2003), and modified some of its routines to enable for EnOI and SEnOI assimilation. The EAKF steps in DART-MITgcm are summarized in the schematic map Fig. 2. Starting from an analysis step, a given initial ensemble $X^f$ is delivered to DART, the mean and covariance of $X^f$ are updated with the filter, based on which the analysis ensemble $X^a$ is then deterministically generated. This is followed by the forecast step, in which each member of the analysis ensemble $X^a$ is integrated with the MITgcm to obtain the new forecast ensemble, which enables to start a new assimilation cycle.

In this study, the initial ensemble was selected from the outputs of the long-term model simulation between 1992 and 2004. Three-day outputs were saved and assigned into 12 datasets according to the time-period between their dates and the beginning of each month. For each month, a total of 252 model outputs were retained. As the experiments start from January-1-2006, the 252 sampled outputs were collected from early December and late January in different years, and the first 50, 100 or 250 records were assembled as the initial, or static, ensemble when running an experiment with those number of members.
The EnOI steps in DART-MITgcm are schematized in Fig. 3. The filter starts from a given state estimate and an ensemble of model outputs from which we remove the mean to obtain an ensemble of anomalies $X'$. When the new observations become available, one would read $X'$ and compute the “new” forecast ensemble using $X^f = x^f + X'$, which is then sent to DART to compute the analysis state $x^a$ (no resampling of a new ensemble is needed here). The MITgcm is then integrated only once to compute the forecast state $x^f$. A new assimilation cycle could then be initiated. In our implementation, $X'$ is the same as the EAKF initial ensemble and is kept invariant in time. SEnOI is implemented based in EnOI, except that, its ensemble of anomalies is monthly updated by selecting its members from a climatological dataset consisting of long-term model outputs centered at the beginning of each month.

4. Experiments Setup and Assimilation Results
The assimilation experiments were performed over a one year period starting from January-1-2006. Along-track SSH and gridded AVHRR SST were assimilated every 3 days at midnight. The model data misfits were calculated as if all the data were observed at the assimilation time. Since we are using sequential data assimilation schemes, the SSH/SST data were binned at the middle of the assimilation window. The experiments were conducted with different ensemble sizes, inflation factors, and atmospheric forcing conditions.

The ensemble localization technique is applied to remove eventual spurious long-range correlations that may appear from the use of small ensembles and to increase the rank of the forecast error covariance. A covariance localization cutoff radius of 0.05 rad (about 300 km depending on the latitude) is chosen from a series of assimilation runs with different localization scales (not shown), providing good and robust assimilation results. To maintain enough ensemble spread and avoid the ensemble collapse the spread of the anomaly forecast ensemble $X'$, i.e. ensemble covariance, was amplified by an inflation factor, before each analysis step. This is simply implemented by using the following inflated members in the analysis step
\[ x_n^{f,\text{inf}} = \alpha (x_n^{f} - \bar{x}) + \bar{x}; \quad n = 1, \ldots, N \]

where \( \alpha \) is an inflation factor generally chosen to be slightly greater than 1.

The choice of the ensemble from which the forecast error covariance \( P^f \) is estimated is key for designing an efficient sequential ensemble assimilation system. In all the experiments presented hereafter, the initial ensemble of the EAKF is selected from a set of January climatological fields, i.e., the members are selected from the January outputs of a long-term model run. In the EnOI, this ensemble is kept invariant in time while in SEnOI the ensemble is reselected from the model outputs for the corresponding month.

### 4.1 EAKF Results

#### Sensitivity to ensemble size

The objective of an EAKF scheme is to minimize the variance of the analysis error, which is expected to decrease as the ensemble size increases. The choice of the ensemble size is critical to the success of an EAKF assimilation system, and one should balance between ensemble size and computational cost. The ensemble should be large enough to well describe the statistics (mean and spread) of the prior distribution, and to provide a smooth enough covariance between the model state and the observations and avoid severe localization (Mitchell et al. 2002). At the same time, the ensemble size should be reasonable to avoid excessive computing cost. Many studies suggested that, with appropriate localization and inflation, the decrease in the analysis error may stagnate with very large ensembles, suggesting that good performances may be obtained with relatively reasonable size ensembles (Reichle et al. 2002).

To investigate the sensitivity of the EAKF-assimilation system in the Red Sea to the ensemble size, three experiments with 50, 100, 250 ensemble members were performed. An inflation factor of 1.1 and localization radius of about 300 km were considered in all three experiments. The time-evolution of the root-mean-square errors (RMSEs) between SSH/SST observations and filter forecast/analysis states
are plotted in Fig. 4. It is clear that for both SSH and SST, the RMSE decreases with larger ensembles. The experiment using 250 members leads to the smallest RMSE for both forecast and analysis, although the RMSE resulting from 50 members is quite reasonable, with an average forecast and analysis RMSEs of 0.71 °C/0.08 m and 0.64 °C/0.07 m for SST and SSH, respectively. Nevertheless, the improvements resulting from increasing the ensemble size from 100 to 250 are generally not very significant (especially for SST), and this is also reflected in their ensemble spreads. The SST and SSH ensemble spreads stabilize after the first 30 assimilation cycles, (about three months) reaching minimal values of about 0.1 °C and 0.01 m in the winter season, before they slightly increase during the summer season. The SST and SSH analysis RMSEs are about 0.1 °C and 0.01 m lower than the corresponding forecast RMSEs, respectively, suggesting that the data are properly assimilated into the model. The RMSE of SSH analysis is lower than that of the AVISO gridded data, which has been generated by merging different satellite missions’ measurements (Ducet et al. 2000).

Increasing the ensemble size may increase the risk of collapse of the ensemble assimilation system; this is exactly what happened after 61 assimilation cycles (or six months) for the run with 250 members, when the MITgcm was not able to complete the integration of one of the ensemble members and diverged. In each assimilation cycle, the analysis ensemble increment, which is introduced by the Kalman gain matrix, may introduce some dynamically unstable realizations that are not compatible with the model physics (Gottwald 2014). This imbalance can be further more severe with localization and inflation (Oke et al. 2007). Improving the dynamical consistency of the ensemble members and developing efficient online schemes to replace unstable members are two of the directions we are planning to explore in order to enhance the robustness of the system. Hereafter, we will limit the ensemble size to 100 as this seems to provide enough representative ensembles in order to obtain good and robust ensemble assimilation performances.

Sensitivity to inflation
The value of the inflation factor may depend on the dynamics of the model and the studied region, and on the configuration of the assimilation system (including the ensemble size and filter (Hamill et al. 2001). Here we conduct trial and errors experiments to set the value of the inflation factor. Sophisticated adaptive inflation schemes were suggested for online space-time tuning of the value of inflation (Altaf et al. 2014; Anderson et al. 2009; Hoteit et al. 2002), but these also require to be configured to the studied region and were not considered in this study.

To investigate the sensitivity of the MITgcm-EAKF Red Sea assimilation system to the inflation factor, four ensemble assimilation experiments with different values of inflation factors, 1.0 (no inflation), 1.05, 1.1 and 1.2, were conducted using the same ensemble size of 100 members. The time-evolution of SST and SSH RMSEs for the forecast and analysis fields, and the corresponding forecast ensemble spreads are plotted in Fig. 5. The results suggest that the overall performance of the MITgcm-EAKF assimilation system in the Red Sea is quite dependent on the choice of the inflation factor. A remarkable improvement in the filter performance in term of RMSE is achieved using inflation, as compared to the filter results without inflation (inflation = 1.0). The accuracy of the filter estimates particularly improves with inflation in summer for both SST and SSH. However, increasing the inflation factor from 1.1 to 1.2 is not very beneficial, or even occasionally contributing negatively, to the system behavior. The ensemble spread of SSH and SST (Fig. 5.e and Fig. 5.f) decreases over time, with the largest decreases during the first few assimilation cycles, before stabilizing in later cycles. The ensemble spreads are then maintained at levels of about 0.15 °C and 0.01 m for SST and SSH, respectively. With inflation, the ensemble spread decreases at a slower pace, but tends to diverge after some cycles, depending on the value of the used inflation factor. It is necessary to note that a larger inflation factor noticeably reduced the analysis RMSEs, but not always the forecast RMSEs, particularly for SSH. This probably implies that an EAKF system with larger inflation factor may overfit the observational data, providing analysis fields featuring some dynamically unbalanced features.
Although inflation generally helps maintaining the ensemble spread, large inflation factors may deteriorate the system behavior and even cause divergence. The experiment using an inflation factor of 1.2 stops after 55 assimilation cycles only. The large anomaly imposed by a large inflation factor may cause runaway increase in some states trajectories compared to those purely integrated with the model. This may force the analysis state to overfit the observations in regions where data are available, leading to strong contrast with regions that are not covered by observations (Luo and Hoteit 2013). The unphysical and imbalanced inflated variances may lead to large signal-to-noise ratios in the fits, which could impose spurious adjustments to the ensemble and further lead to poor forecasts (Hoteit et al. 2013).

4.2 Sensitivity to the choice of the background ensemble

_EAKF vs. EnOI vs. SEnOI_

To investigate the behavior of the Red Sea ensemble assimilation system with different choices of ensemble schemes, assimilation experiments were conducted using the EAKF, EnOI and SEnOI. Following the results of Section 4.1, the results of the EAKF with 100 ensemble members are used as a reference to evaluate the performances of the two other ensemble schemes.

In contrast with the EAKF, which requires integrating all ensemble members with the MITgcm in the forecast step, EnOI and SEnOI only run the model once, to compute the forecast state starting from the filter analysis, regardless of the ensemble size. One can therefore implement the EnOI schemes with large ensemble members without significant increase in the computational cost. Here we compared the performances of EnOI and SEnOI with 250 ensemble members with those of EAKF with 100 members.

The results are shown in Fig. 6. In term of spread, both EnOI schemes exhibit much larger ensemble spreads, whether calculated from a static or a seasonally varying ensemble, as compared to that of EAKF (Fig. 6.e and Fig. 6.f). The larger spreads of
the forecast ensembles of the EnOI schemes suggest, in some sense, larger forecast errors, which pushes the filter’s analysis more towards the observations. This is reflected in the analysis RMSE for both SST (Fig. 6.c), and SSH (Fig. 6.d), where the EAKF clearly exhibits a larger RMSE than those of the EnOIs. The differences between the EnOI and SEnOI in terms of their SST and SSH analysis RMSEs are surprisingly not significant, with the latter being comparable to that of the gridded AVISO product.

In term of forecast, the performances of the three ensemble schemes are comparable for SST. This is not surprising because the Red Sea SST is dominated by the atmospheric forcing and boundary conditions, which are identical in all three experiments. In forecasting SSH, however, EAKF significantly outperforms both EnOI and SEnOI, which further exhibit an erratic behavior despite using a smaller ensemble. SEnOI generally provides better forecasts than EnOI, except during the winter season, where the static ensemble seems to be well representative of this period.

Remote sensing SSH is one of the most used data to describe mesoscale eddies activities in the ocean, and, in practice, provides the most compelling measurements to constrain modeled eddies. The repeat-cycle of satellite altimeters over the Red Sea ranges between 10 to 35 days, which is much longer than the 3-day assimilation window considered in this study. Therefore, unlike the SST observations that are always mapped on the same regular grids, the number and locations of along-track SSH observations vary with the satellites tracks at each analysis step. This means that the forecast SSH RMSE is often evaluated against observations that are not located in the regions where the previous observations were assimilated to produce the most recent analysis (based on which the forecast was computed). One could then consider the SSH altimeter data as independent data to evaluate the filters forecasts. The much better EAKF forecasts suggest better ability to reproduce the hydrodynamics of the Red Sea with a flow-dependent ensemble. In the EnOI and SEnOI experiments, the forecast SSH RMSE (Fig. 6.b) is quite larger than that of the
analysis SSH (Fig. 6.d), indicating that the ocean model didn’t adjust fast enough to the (usually large) increments imposed by the no-flow-dependent backgrounds of the EnOI schemes, which probably caused some dynamical imbalances with the ambient water.

We also analyze the forecasts SSH as they result from EnOI and SEnOI. Eddies activity is the most dominant and energetic component of the Red Sea variability, which is usually distinguished from the mean flow as perturbations and can be characterized from the fields of anomalies (Zhan et al. 2016). This happens to be similar to the generation process of the forecast error covariance \( (\mathbf{P}_f = \frac{1}{N-1} \mathbf{X}' (\mathbf{X}')^T) \) using an ensemble of anomalies, whose members are selected from climatological fields composed of 15-year model outputs. Therefore, the 250 selected ensemble members should be able, to some extent, to represent the eddy variability in the Red Sea. In this case, the constructed \( \mathbf{P}_f \) would possibly describe eddy features that happen to be not observed by the sparse altimeter data, or not captured by the forecast state. This could possibly explain why the EnOI with a static ensemble selected in January climatology was able to provide reasonable results. Furthermore, as the Red Sea eddies exhibit a seasonal variability (Zhan et al. 2014; Zhan et al. 2016), the SEnOI generally out-performs EnOI, particularly in summer, leading to a smaller SSH forecast RMSE. However, the overturning circulation and subsurface intrusion water from the Gulf of Aden also vary with seasons, and these features cannot be well evaluated based on SST and SSH data. A more robust evaluation would be to also assess the results of the different ensemble assimilation schemes against in-situ profiles in different seasons, but this requires much longer assimilation runs over several years.

As an example, the spatial distributions of the forecast and analysis states on June-6-2006 as estimated by the three ensemble assimilation schemes are compared with remote sensing observations of SSH (Fig. 7) and SST/temperature profile (Fig. 8). The SSH and SST observations are extracted from gridded AVISO and the AVHRR products, respectively. Forecasts from all three schemes agreed well with the
remote sensing data, and additionally provided more detailed mesoscale and sub-mesoscale features in the basin than the gridded products. In particular, compared with EAKF, the EnOI schemes introduced stronger eddy activities in the northern Red Sea. This can be clearly seen from the dark blue patches of SSH (Fig. 7.a-c), the filament features in SST (Fig. 8.a-c) and the corresponding doming of temperature profile (Fig. 8.h-j). EnOI and SEnOI also introduced stronger eddies around the altimetry data tracks than EAKF with more pronounced SSH increments (Fig. 6.h-j). This resulted from the larger ensemble spread, which assigned more weight to the observations in the EnOI schemes (Fig. 6.e-f). Therefore, EnOIs were more likely to fit the observations and to introduce new features in the analysis fields. These used static ensembles of anomalies that maintain the variability of the Red Sea state (mainly featured with eddy signal) throughout the simulation, while in EAKF, the ensemble tends to converge towards the mean despite the use of inflation, leading to updates that are less impacted by the observations, on basin scales.

Fig. 9 shows the spatial distribution of the ensemble spread on June-6-2006 in the three schemes. The EAKF spread is significantly smaller than the others. The EnOI ensemble is selected from January climatology, while the SEnOI ensemble in this example is updated from June climatological fields. We noticed that the ensemble spread of SSH in SEnOI exhibits stronger eddy variability than that in EnOI, but the ensemble spread of temperature in EnOI (Fig. 9.e and Fig. 9.h) is larger than that of SEnOI (Fig. 9.f and Fig. 9.i), both on the surface and in the upper layers, the latter of which is probably related to a deeper mix layers in winter. The larger SST spread is explained by the stronger interannual atmospheric variability in the winter and the sensitivity of SST to the atmospheric conditions.

4.3 Dynamical Balance

It is important to investigate the dynamical balance of the state estimates of the ensemble assimilation schemes. In the analysis fields, the flow is expected to satisfy the geostrophic balance for large-scale and mesoscale phenomenon. In other words,
the zonal and meridional residue terms $\alpha_x$ and $\alpha_y$ (Reynolds stress divergences, advection and acceleration terms) defined in the following momentum equations are expected to be small:

$$
\alpha_x = \frac{\partial \phi}{\partial x} + \mathbb{u} \cdot \nabla u - f v, \quad \alpha_y = \frac{\partial \phi}{\partial y} + \mathbb{u} \cdot \nabla v + fu,
$$

where $\phi$, $\mathbb{u}$, $u$, $v$, $f$ represent the dynamic pressure, the 3-D velocity, the zonal and meridional velocity and the Coriolis parameter, respectively. The residue terms are calculated from the analysis fields, which were updated based on available observations during the assimilation. The zonal and meridional residue terms at a 50 m depth and the relative comparison between the Coriolis term and the horizontal pressure gradient term are plotted in Fig. 10.

In all these assimilation runs, the geostrophic balance of the analysis fields is well satisfied and the imbalance accounts only for a small portion of the total term. In particular, the new introduced eddies in the EnOI and SEnOI at 20-22 °N (Fig. 7.h-j) are dynamically balanced. The increments derived in these ensemble-based data assimilation systems can be expressed as $x^a - x^f = P^f H^T (HP^f H^T + R)^{-1} [y - H(x^f)] = X' c$, given the forecast error covariance $P^f = \frac{1}{N-1} X' (X')^T$ and an $N$-dimensional column vector $c$. The increment at any analysis step is therefore essentially a linear combination of $X'$. The long-term simulation outputs, from which the ensemble members are sampled, are geotropically equilibrated and adjusted with the model dynamics. The same also should hold for the members of the ensemble of anomalies $X'$. Therefore, the increment naturally satisfies the geostrophic balance, which can be seen in Fig. 7.h-j, where the velocity increments correspond to the SSH increments. Although the large- and meso-scale balances are warranted, the filter estimates may exhibit some imbalance in small-scale dynamics due to, for instance, stress divergences, acceleration. Localization and inflation may also distort the balance. This inevitable imbalance seems to be generally quite weak and the model is generally able to dynamically adjust it. However, the weak imbalance may be amplified by the magnitude of the increment $c$, which eventually
imposes pronounced changes to the analysis fields. If the imbalance is large to top
the robustness of the model, the model may sometimes blow up when integrating
the members during the forecast step and the assimilation system would break
down. In addition, the time-evolution of the basin averaged total residue ($\alpha = \sqrt{\alpha_x^2 + \alpha_y^2}$, not shown) suggests that the EAKF estimates are more dynamically
balanced than the OI solutions, often imposing less increments on the forecast
because of its smaller ensemble spread.

### 4.4 Sensitivity to the atmospheric forcing: NCEP vs. ECMWF

To test the sensitivity of the assimilation system to the atmospheric forcing product,
we compared the results of two assimilation experiments that have been conducted
with the EAKF under identical conditions and forced with ECMWF and NCEP fields.
The experiments are initialized with an ensemble size of 100 members selected
from January climatological fields. The performances of the two experiments are
quite comparable in terms of SST and SSH RMSEs (Fig. 11.a–d). To investigate
whether the model without assimilation is sensitive to the atmospheric forcing, we
carried out two free model runs respectively forced with ECMWF and NCEP. The
free-run results shown in Fig. 11.e and Fig. 11.f suggest that the model is sensitive to
the atmospheric conditions, and that NCEP and ECMWF do force different
circulations in the Red Sea. The disagreement is most pronounced in the SST,
probably implying considerable differences in the ECMWF and NCEP heat flux
fields in this region. Clearly, data assimilation reduces the SST forecast RMSE (Fig. 11.a
and Fig. 11.e) in both experiments, with the 1.1 °C and 1.2 °C RMSE of the free run
forced with ECMWF and NCEP respectively reduced to 0.7 °C and 0.6 °C in the
assimilation experiments. Even though the different atmospheric conditions may
force different circulation patterns in the Red Sea, the assimilation of remotely
sensed SSH and SST data is capable to control the system, at least in the upper layer,
and to adjust its circulation according to the available observations.
As atmospheric conditions have a major impact on SST, we further investigate the spatial distribution of the temperature field under different forcing conditions, in the assimilation and free-run experiments. As depicted in Fig. 12 for two examples in August and in December 2006, the EAKF estimates clearly features stronger vertical variability than the free-run outputs. This is most likely related to the eddies that have been introduced by the filter. In particular, the EAKF forced with both ECMWF and NCEP exhibit some doming of isothermal in the central Red Sea in August (Fig. 12.e,f) and in the northern basin in December (Fig.12.m,n), which are much weaker in the free run forced with ECMWF (Fig. 12.g,o) and hardly seen in the free run forced with NCEP (Fig. 12.h,p). In addition, in the two EAKF assimilation experiments forced with different atmospheric conditions, although little difference is found in their SST RMSEs, and their dominant vertical structures are quite comparable, some of their vertical features are still different. For instance, the slightly depressing isothermal of the southern Red Sea in the ECMWF run (Fig. 12.e) differs from the doming isothermal in the NCEP run (Fig. 12.f) in August, suggesting that atmospheric conditions may still influence deep-water structures in an EAKF system, even when the upper layer is well conditioned by the assimilated data.

5. Summary and Discussion
This study presented the development of an ensemble data assimilation system for the Red Sea, and investigated its sensitivity to the choice of the ensemble, and to filtering parameters and atmospheric forcing. The system is composed of the MITgcm configured at eddy-resolving resolution, and the DART ensemble software to assimilate available observations. Along-track RADS SSH data and gridded AVHRR SST product were assimilated using a three-day window. We investigated the performances of an ensemble Kalman filter, the EAKF as implemented in DART in fully parallel mode, and based on which we have implemented a variant with static covariance, EnOI scheme. The latter does not integrate the ensemble with the MITgcm, offering drastic reduction in computational cost. To deal with the dominant seasonal variability of the Red Sea circulation, the EnOI ensemble was monthly
updated by selecting new members from a given climatology of long-term model outputs. This scheme was referred to as seasonal-EnOI, or SEnOI.

An ensemble of 100 members was found enough to obtain good forecasting skills with the EAKF at reasonable computational cost. Increasing the ensemble size to 250 did not improve much the EAKF performances. Inflation is used to artificially increase the ensemble spread and to account for various sources of uncertainties that are either not accounted for or not optimally prescribed in an assimilation system, such as modeling uncertainties, inputs and forcing, filtering approximations, etc. (Hoteit et al. 2002). As such, the value of the inflation factor is system dependent and may vary from one application to another. In our case, we found that an inflation of 1.1 provides the best results, which may give some indications about a suitable value of inflation factor to try in a similar setting. Note that, when the error cross-correlations are well described by the ensemble, the RMSE generally decreases with increased inflation, but of course up to a certain threshold after which one may encounter observations over-fitting issues with more inflation (i.e. larger ensemble spread). A too large inflation might in this case trigger dynamical inconsistency issues, often causing the ensemble to collapse, as we also see in our experiments. The assimilation system was also found not very sensitive, at least for the assimilated surface layer and the dominant vertical structures, to the atmospheric forcing, NCEP or ECMWF fields. Conditioned on the available remote sensing observations, the system is able to adjust the initial state to provide equivalent forecasting products regardless of the forcing product.

Assimilation results from experiments focusing on the relevance of updating the ensemble with the ocean model (EAKF) suggest that, with adequate choice of the static ensemble, (seasonal) EnOI can provide comparable, and even sometimes superior (especially for SST), analysis results. It is important to point out that despite the larger analysis SST RMSE in EAKF (Fig. 6 (c)), its forecast SST RMSE (Fig. 6 (a)) is generally better than both EnOI schemes, suggesting proper assimilation of
the SST by the EAKF. After all, the best measure of an assimilation system performance is the forecast error, and not the analysis error. The performance of the EAKF with SST could be expected as our analysis suggests that the EAKF ensemble was shown not to carry enough spread for SST, as compared to the other two EnOI schemes (Fig. 6 (e)). In our experiments, increasing inflation improved the EAKF results, but also often caused the collapse of some of the ensemble members, and thus the filter. A better treatment of the system uncertainties, e.g. through the use of forcing perturbations, is likely to enhance the EAKF performance for SST.

In addition, EAKF clearly provide better forecasts for SSH. A noticeable feature of EnOI and SEnOI, that was seen from the difference between the SSH forecast and analysis RMSEs, is their capability of imposing strong eddies signatures on their analysis fields, but these dynamics seem not quite in line with the ambient water and were often quickly dissipated. Although the geostrophic balance is generally expected in the filters analyses, this may hurt the model forecasting skill when the filter adjustment causes fast-propagating inertial and internal gravity waves. In such an ensemble data assimilation system, the selection of the ensemble subspace is key. It defines the space onto which the model updates are projected. In the Red Sea, the spatial scales of the most energetic and variable components of ocean dynamics (e.g. eddies) are mostly composed of mesoscales or sub-mesoscales (10 km or less) features, which can be described by the anomaly of the mean flow. Such information is reflected from the definition of the forecast error covariance in an ensemble assimilation system. This is a convincing theoretical basis for applying the (seasonal) EnOI method with a static ensemble of state anomalies to enforce eddy variability in the analysis. In contrast, the data-conditioned and flow-dependent ensemble in the EAKF may sometimes lack information about eddies, which may limit its ability to reintroduce them in the analysis.

In the ocean, eddies are often greatly under-sampled due to the sparse available observations, and are therefore likely to be missed given their relatively short spatial scales. In an assimilation system, when eddies happen to be poorly
represented in the forecast ensemble, the analysis step is expected to somehow reintroduce these features, provided enough observations coverage. Since the increment between the analysis and the forecast is essentially represented by a linear combination of ensemble members, one should select an ensemble that well represent the eddies, incorporating flow-dependent information to track changes in the system dynamics, and that does not collapse over time. A mixture of dynamically evolving and static ensemble, based on the so-called Hybrid ensemble schemes, may entertain both features and will be one of our targets for the future development of the system.

Another limitation of the EAKF is that the assimilation run often terminates when one, or more, members diverge during the integration with the dynamical model, probably caused by some imbalances introduced in the analysis step. To enhance the robustness of the EAKF against divergence, we will further develop the system to enable for automatic replacement of diverged members by new members to be selected from a given “dictionary” of system state realizations. This will require introducing an optimal selection strategy that is suitable to the unique nature of the circulation and eddy activities in the Red Sea. Such a strategy would definitely benefit from the availability of independent adequate set of observations (e.g. drifters, HF radar, glider data, etc.), which is presently being deployed in the Red Sea.
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Fig. 1 Mean and standard deviation of remote sensing observations (upper panel) and model outputs (lower panel) calculated using data from 1996 to 2010.

Fig. 2 DART-MITgcm EAKF scheme flow chart. The forecast ensemble $X^f$ is first updated with DART using the observation to compute the new analysis ensemble $X^a$. The latter is then integrated with the MITgcm to obtain the forecast ensemble $X^f$ from which a new assimilation cycle could be initiated.

Fig. 3 DART-MITgcm EnOI scheme flow chart. The forecast ensemble $X^f$ is first updated with DART based on the observation to compute the new analysis ensemble mean $x^a$, which is then integrated with the MITgcm to obtain the forecast $x^f$. The single forecast is added to a pre-selected ensemble of anomalies to build the forecast ensemble $X^f=x^f+X'$, from which a new assimilation cycle could be initiated.

Fig. 4 Time evolution of the SST/SSH RMSE and ensemble spread for EAKF with different ensemble sizes.

Fig. 5 Time evolution of the SST/SSH RMSE and ensemble spread for EAKF with different inflation factors.

Fig. 6 Time evolution of the SST/SSH RMSE and ensemble spread for EAKF (ensemble size = 100), EnOI (ensemble size = 250) and SEnOI (ensemble size of 250).

Fig. 7 (a)-(g): SSH forecast/analysis from EAKF, EnOI and SEnOI compared with gridded AVISO product on June-6-2006, superimposed with the along-track altimeter data. (h)-(j) SSH increment from EAKF, EnOI and SEnOI.
Fig. 8 (a)-(g): SST forecast/analysis from EAKF, EnOI and SEnOI compared with AVHRR product on June-6-2006. (h)-(m): Vertical structure along a cross section of the Red Sea axis plotted as the black line in (a).

Fig. 9 Horizontal and vertical distributions of ensemble spread (a)-(c) of SSH, (d)-(f) SST, and (g)-(i) temperature on June-6-2006 as they result from the EAKF, EnOI and SEnOI.

Fig. 10 (a)-(f) Zonal and meridional residue terms calculated from the analysis fields of EAKF, EnOI and SEnOI on June-6-2006. (g)-(l) Comparison of zonal and meridional Coriolis term and horizontal pressure gradient term for EAKF, EnOI and SEnOI along the Red Sea axis (plotted as the black line in (a)) on June-6-2006.

Fig. 11 Time evolution of the SST/SSH RMSE for EAKF ((a) to (d)) and a free-run simulation ((e) and (f)), both forced with ECMWF and NCEP.

Fig. 12 Horizontal and vertical distribution of forecast temperature averaged in August (a)-(h) and in December (i)-(p). The left/right two panels plot the forecast fields from an EAKF/free run experiment, forced with ECMWF and NCEP atmospheric conditions, respectively.
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