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Abstract—LTE/LTE-Advanced networks are known to be vulnerable to denial-of-service (DOS) and loss-of-service attacks from smart jammers. The interaction between the network and the smart jammer has been modeled as an infinite-horizon general-sum (non-zero-sum) Bayesian game with asymmetric information, with the network being the uninformed player. Although significant work has been done on optimal strategy computation and control of information revelation of the informed player in repeated asymmetric information games, it has been limited to zero-sum games with perfect monitoring. Recent progress on the strategy computation of the uninformed player is also limited to zero-sum games with perfect monitoring and is focused on expected payoff formulations. Since the proposed formulation is a general-sum game with imperfect monitoring, existing formulations cannot be leveraged for estimating true state of nature (the jammer type). Hence, a threat-based mechanism is proposed for the uninformed player (the network) to estimate the informed player’s type (jammer type). The proposed mechanism helps the network resolve uncertainty about the state of nature (jammer type) so that it can compute a repeated-game strategy conditioned on its estimate. The proposed algorithm does not rely on the commonly assumed “full monitoring” premise, and uses a combination of threat-based mechanism and non-parametric estimation to estimate the jammer type. In addition, it does not require any explicit feedback from the network users nor does it rely on a specific distribution (e.g., Gaussian) of test statistic. It is shown that the proposed algorithm’s estimation performance is quite robust under realistic modeling and observational constraints despite all the aforementioned challenges.
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I. INTRODUCTION

LONG Term Evolution (LTE) and LTE-Advanced (LTE-A) (cf. [1], [2]), networks have been providing advanced data, Voice-over-IP (VoIP), multimedia and location-based services to more than 1.4 billion subscribers in 170 countries around the world, cf. [3]. However, it has been shown that LTE networks are vulnerable to control-channel jamming attacks from smart jammers who can “learn” network parameters and “synchronize” themselves with the network even when they are not attached to it (cf. [4] - [10]). It is shown in the above-referenced articles that such a smart jammer can launch very effective denial-of-service (DOS) and loss of service attacks without even hacking the network or its components. Hence, pursuing autonomous techniques to address this potentially devastating problem has become an active research topic.

Game theory (cf. [11] - [15]) provides a rich set of mathematical tools to analyze and address conflict and cooperation scenarios in multi-player situations, and as such has been applied to a multitude of real-world situations in economics, biology, cyber security, multi-agent networks, wireless networks (cf. [16] - [18]) and more. The interaction between the LTE network and the smart jammer has been modeled as an infinite-horizon general-sum (non-zero-sum) Bayesian game with asymmetric information (cf. [7], [9]), with the network being the uninformed player. Asymmetric information games (cf. [12] - [15]) provide a rich framework to model situations in which one player lacks complete knowledge about the “state of nature”. The player who possesses complete knowledge about the state of nature is known as the informed player and the one who lacks this knowledge is called the uninformed player. The informed player deals with the ultimate tradeoff of exploiting its superior information at the cost of revealing such information via its actions or some other (unavoidable) signals during repeated interactions with the uninformed player (cf. [12], [13]). In most game-theoretic literature on repeated games with asymmetric information, the informed player’s strategy is computed based on how much information it should reveal for an optimal or suboptimal policy. Furthermore, many informed player zero-sum formulations model the uninformed player as a Bayesian player in order to solve asymmetric games (cf. [19] - [22]). However, relatively little work has been done to address the optimal strategy computation of the uninformed player in an infinite-horizon repeated zero-sum game with asymmetric information (cf. [23]). The main difficulty arises from the fact that the uninformed player lacks complete knowledge about the state of nature and informed player’s belief state, which plays a crucial role in determining players’ payoffs and strategies. This problem gets further complicated for general-sum (non-zero-sum) games with imperfect monitoring, which is still an open problem (cf. [24]). This paper addresses the lack of information problem, in the infinite-horizon general-sum repeated game with imperfect monitoring by proposing a state estimation algorithm, hence, resolving the uncertainty for the uninformed player.

A. Rationale

The smart jamming (cf. [4] - [10]) problem in LTE/LTE-A networks has been previously modeled by the authors...
as an infinite-horizon general-sum (non-zero-sum) repeated Bayesian game with asymmetric information (cf. [7], [9]) in which the jammer has multiple types. The information asymmetry in the above-mentioned game is induced by the fact that the network is unaware of the arriving jammer type. At the beginning of the game, nature selects a jammer type from a finite set according to a common prior probability distribution. The jammer is informed of its type but the network is not. This situation leads to asymmetric information or lack of information on one side problem (cf. [12] - [15]), with the network and the jammer being the uninformed and informed players respectively. The LTE network can combat smart jamming attacks autonomously by employing the repeated game algorithms proposed in [7] and [9]. However, these network strategy algorithms are contingent upon a specific jammer type. Hence, a jammer type estimation algorithm is proposed in this article which is based on the threat mechanism in repeated games. The proposed algorithm neither requires any feedback from the network users nor does it rely on a specific distribution (e.g., Gaussian) of test statistic and is implemented without any notion of “full monitoring” (i.e., players cannot observe opponent’s actions).

B. Related Work

Game-theoretic tools have been applied to model the interaction between the LTE network and the smart jammer. The authors have previously proposed network’s repeated game strategies (cf. [7], [9]) to combat smart jamming attacks but they were contingent upon the type of adversary being faced. Threat and punishment based mechanisms are often used in non-cooperative game theory to induce cooperation and devise strategies to arrive at equilibria other than the minimax payoff equilibrium (cf. [11], [12]). The threat-based state estimation algorithm proposed in this article is utilized by the network to estimate the jammer type. This proposed algorithm is designed such that it does not rely on feedback from network users nor on a specific distribution (e.g., Gaussian) of test statistic prompting us to use non-parametric estimation. Furthermore, it does not require any “full monitoring”.

Traditionally, zero-sum formulations have been studied extensively in the game-theoretic literature concerning asymmetric information repeated games, such as, Chapter 5 of [12], Chapter 4 of [13], Chapters 2 - 4 of [14], and Chapter 2 of [25]. However, most of the prior work on asymmetric zero-sum repeated games revolves around the informed player’s viewpoint. For example, [12] and [13] pointed out that the informed player might reveal its superior information implicitly by its actions and, hence, may want to refrain from certain actions in order not to reveal that information. Furthermore, [14] showed that the informed player’s belief state (conditional probability of the game being played given history of informed player’s actions) is his sufficient statistics to make long-run decisions. Moreover, [26] showed that computing the optimal value of the infinite-horizon repeated game is non-convex, identifying computational complexities involved in solving infinite-horizon games. Hence, many informed player’s strategies (cf. [19] - [22]) presented in the game-theoretic literature use the belief state as their sufficient statistics and approximate the optimal game value via linear programming. However, compared to the vast research work done on the informed player, limited work has been done for the uninformed player’s optimal strategy computation [23]. It is, however, known that the uninformed player’s security strategy exists in infinite-horizon repeated zero-sum games, and that it does not depend on the history of his own actions (cf. [22], [27]). The uninformed player’s sufficient statistics and computation of his optimal security strategy still are open problems. Recently, [23] suggested that the uninformed player could use expected payoff for each candidate game as his sufficient statistics, as he is unaware of the game being played due to lack of information. Similarly, [22] used realized vector payoff as the uninformed player’s sufficient statistics to compute its efficient but suboptimal strategy in finite-horizon asymmetric zero-sum repeated games. However, all of these formulations are based on “perfect monitoring” in which players can perfectly observe their opponent’s actions.

Most of the classic general-sum (non-zero-sum) game-theoretic literature like Chapter 6 of [12] and Chapters V and IX of [15] focus on the characterization and existence of equilibria in repeated games with asymmetric information, and deal with the optimal strategy construction for the “full monitoring” case (when both players can observe each other’s actions after every stage). Chapter V of [15] also suggests using approachability theory for the construction of the uninformed player’s strategy for the “full monitoring” case. However, none of these formulations result in efficient computation of the uninformed player’s optimal strategy. Furthermore, in our case the “full monitoring” assumption is not realistic since both the network (the uninformed player) and the jammer (the informed player) cannot observe their opponent’s actions with certainty. Moreover, [24] pointed out that the solution of a stochastic game with both incomplete knowledge and imperfect monitoring is an open problem and there is no well-established solution available so far. To the best of our knowledge, this is still the case for repeated as well as stochastic games and, hence, characterization of the equilibrium as well as the computation of optimal strategies are beyond the scope of this paper.

Bayesian approaches have also been widely used to solve asymmetric information problems in game-theoretic literature. They are used as a tool for updating the internal notion of a player’s knowledge related to another. For example, [19] - [21] modeled the uninformed player as a Bayesian player in order to compute the informed player’s suboptimal strategies efficiently in repeated zero-sum games. Similarly, [28] - [30] used a Bayesian approach to devise an uninformed player’s strategy based on expected payoff. Similarly, [24] employed Bayesian Nash-Q learning in an incomplete information stochastic game and used Bayes’ formula to update belief of an Intrusion Detection System (IDS), but it assumes that players can observe their opponent’s actions (full monitoring) and quality functions. However, Bayesian approaches are rather useful for devising strategies based on expected payoffs, not for estimating the opponent’s type. Another technique used to address lack of information problems is state estimation. For
example, [31] used a Kalman filter to estimate the state of an observable, linear, stochastic dynamic system in an infrastructure security game. Since, our system of interest is nonlinear and may not be completely-observable, applicability of these techniques is also very limited.

There has been tremendous amount of work done on the application of game theory on wireless systems and networks (cf. [16] - [18]) as well as network security (cf. [32], [33]). Among the security games, Security Stackelberg Games (SSGs) (cf. [33], [34]) are most commonly used to model interaction between a defender (leader) and an attacker (follower). However, it is usually modeled that the attacker has incomplete knowledge of network (defender) resources as opposed to our proposed formulation. The same assumption is followed in network interdiction games (cf. [35]), in addition to perfect monitoring. In some cases, it is modeled that the leader plays a Bayesian Stackelberg game against an unknown follower of multiple types (cf. [36]), similar to our proposed formulation. However, [36] points out that finding the leader’s optimal strategies spanning multiple rounds of the game with a Bayesian prior over follower’s preferences is an open problem, and proposes a Monte Carlo Tree Search based algorithm to address it. In another adversarial scenario [37], the Iterated Best Response (IBR) technique is employed to update players’ actions. Each player announces its Best Response (BR) to a strategy announced by the opponent (full monitoring) and the players try to minimize the error in an expected sense. The above-mentioned article also shows that the computation of an equilibrium (even in the scalar case) requires global knowledge. Other game-theoretic Stackelberg formulations have also been proposed for jamming in wireless networks (cf. [38], [39]) in which the jammer can tune its transmit power, adapt attack duration and choose to save energy similar to our proposed model. However, there are many fundamental differences between these formulations and our proposed model. For example, [38] used a Stackelberg game to model a jamming defense problem in the presence of a smart jammer who can learn transmission power of the user. In [38], the user is aware of the jammer’s existence and intelligence, which is in contrast with our proposed model that requires jamming sense. Also, [38] assumes that the user can compute the jammer’s Best Response (BR) and fading channel gains of the opponent player are known. Our proposed model makes no such assumptions for its algorithm design and analysis. On the other hand, [39] proposed a game-theoretic formulation to model the interaction between a legitimate node and a jammer, and suggested using numerical methods for solving the imperfect knowledge case. But, this model utilizes a timing channel for resilience that cannot be jammed and is applicable for only low-rate and covert communication. No such mechanism exists in LTE/LTE-A networks, which are designed and optimized for very high data rates.

Although this literature survey is not complete by any means, none of the formulations studied so far deal with the informed player’s type estimation in an infinite-horizon general-sum (non-zero-sum) repeated game without “full monitoring”. To the best of our knowledge, this article attempts to solve a unique problem. It is shown that the proposed jammer type (state estimation) algorithm achieves remarkable performance, while working under the constraints of realistic models (e.g., no full monitoring) and available statistics (e.g., no feedback from UEs).

II. SMART JAMMING IN LTE NETWORKS

Potential smart jamming attacks and suggested network countermeasures are briefly presented in this section. These actions are taken from [7] and [9] and are presented here again for the sake of completeness.

A. Smart Jamming Attacks on an LTE Network

A power-limited smart jammer may jam specific common control and broadcast channels instead of jamming the entire network bandwidth to initiate Denial of Service (DoS) or loss of service attacks. All of the required frequency and timing information for these channels is broadcasted by the network as per 3GPP specifications. Hence, a smart jammer does not need to “infiltrate” the network in order to achieve its goals. It may transmit an unknown jamming signal at specific time and frequency resources to jam selective channels in a given radio frame, which can be easily implemented using a software-defined radio (SDR). It is modeled that a smart jammer can launch jamming attacks by playing following actions:

1) Inactive (no jamming)
2) Jam CS-RS
3) Jam CS-RS + PUCCH
4) Jam CS-RS + PBCH + PRACH
5) Jam CS-RS + PCFICH + PUCCH + PRACH

The smart jammer also uses its probability of jamming ($p_j$) and transmit power ($P_j$) to decide when to jam the network and how much power to use for the jamming attack. Each action is also associated with its corresponding duty cycle, which is modeled in the utility function as well. All these parameters dictate the (battery) power consumption of the smart jammer.

B. Suggested Network Countermeasures

Today’s network operators rely on the intervention of skilled network engineers (triggered by poor network statistics) to rectify jamming problems by neutralizing the jammer. However, a smart jammer can go undetected by network engineers if it keeps changing its location randomly and launches jamming attacks probabilistically. In the event of incomplete jamming information (jammer’s location, jamming waveform, probability of jamming, etc.) available to the network, it is proposed that an LTE network can take the following countermeasures:

1) Normal (default action)
2) Increase CS-RS Transmit Power (pilot boosting)
3) Throttle All UEs’ Throughput (threat mechanism)
4) Change eNode B $f_e + \text{SIB2}$ (interference avoidance)
5) Change eNode B $f_e$ (interference avoidance)

\[1\] See [1] or [2] for the description of various LTE channels
None of the above-mentioned countermeasures require any significant changes in the LTE standard nor do they rely on exogenous information. However, employing interference cancellation techniques at the UEs or eNode B is not suggested due to technical difficulties, particularly the unknown jamming waveform and the absence of any “pilot” data from the jammer. Furthermore, blind interference cancellation may not converge in time and may require heavy computational resources, especially at resource-constrained UEs. Beamforming is also not suggested for similar reasons and the need for regular setup time delay. The average duty cycle and network’s proposed interference avoidance mechanisms also determine the power consumption of the network corresponding to the anti-jamming operation.

III. LTE NETWORK & SMART JAMMER DYNAMICS

A. Network Model

The LTE network is modeled as follows, similar to the one used in [9].

1) Channel Model: The large-scale path loss is modeled by the Simplified Path Loss Model [40] and small-scale multipath fading is modeled by 3GPP/ITU’s wideband Extended Vehicular A (EVA) [1] channel model with a maximum Doppler frequency of 70 Hz.

2) SINR Model: In an OFDM-based system like LTE, the instantaneous SINR $\Gamma[k]$ of a particular subcarrier $k$ can be modeled as:

$$\Gamma[k] = \frac{P_0[k]|h|^2K(R_0^{\frac{d_{0}}{r}})^{-\gamma}}{\sigma^2 + P_j[k]|g|^2K(R_j^{\frac{d_{0}}{r}})^{-\gamma}}$$  \hspace{1cm} (1)

where $P_0$ and $P_j$ are desired and jammer transmit powers, $|h|^2$ and $|g|^2$ are Rayleigh-faded and uniformly distributed channel gains, $K(dB) = 20\log_{10}\left(\frac{\lambda}{4\pi d_0}\right)$ is a constant, $R_0$ and $R_j$ are large-scale distances from desired transmitter and jammer respectively, $d_0$ is the outdoor reference distance for antenna far field, $\gamma$ is the path loss exponent, and $\sigma^2$ is the noise variance at the receiver. Since, Inter-Cell Interference (ICI) is independent of jamming, it does not affect the test statistic. Therefore, any residual ICI can be lumped together in $\sigma^2$ for the scope of this article. It is assumed that $\sigma^2$ is the same at all receivers.

The SINR in (1) can also be re-written in terms of Carrier-to-Jammer ratio (C/J), i.e., ratio of average carrier power to average jammer power, which helps us to assess the performance of a channel at a given (C/J).

$$\Gamma[k] = \frac{(C/J)|h|^2K(R_0^{\frac{d_{0}}{r}})^{-\gamma}}{(\sigma^2|k|) + |g|^2K(R_j^{\frac{d_{0}}{r}})^{-\gamma}}$$  \hspace{1cm} (2)

However, (1) or (2) can only be utilized to model the SINR of a narrowband flat-faded signal. Since, LTE control channels like CS-RS, PCFICH and PUCCH are not wideband signals and are transmitted via subcarriers which are spaced across the bandwidth, (1) or (2) can be used to model their SINR accurately. However, (1) or (2) cannot be used to model the SINR of LTE’s wideband data channels like PDSCH and PUSCH. Furthermore, SINR estimation is done in the frequency domain as described in [41].

3) BLER & Throughput Model: It is modeled that both eNode B and UE are unable to decode control channels below certain Block Error Rate (BLER) thresholds. Failure to decode these critical control channels would result in declaring Radio Link Failure (RLF) or very poor performance of data channels’ decode and missed grants. Moreover, the same throughput model with Proportional Fair Scheduling (PFS) (cf. [42]) is used as described in [9], based on AWGN channel capacity as an upper bound for data channels.

4) Network Dynamics: An LTE network can be abstracted as a highly nonlinear dynamical system that can be described as follows:

$$\chi^+ = f(\chi, \theta, a_0, a_j, \omega)$$  \hspace{1cm} (3)

where $\chi \in \mathbb{R}^{M \times K}$ represents state of the network (not to be confused with the state of nature) with each row corresponding to the user $m \in M$, including $K$ elements for each user (such as, SINRs $\Gamma_m$ of its control and data channels, and average throughput for user $m \in M$); $\theta$ represents the state of nature (jammer type) as described in the next section; $a_0 \in A_0$ represents eNode B action; $a_j \in A_j$ represents jammer’s action and $\omega$ characterizes the randomness in the network induced by the channel, arbitrary user locations, varying transmit power levels, PFS scheduling, etc. These network dynamics evolve at a uniform rate of $T_s$ samples/second, and can be modeled as a Markov process if enough depth required by PFS is taken into consideration. Since, not all the states are observable by all the players (jammer cannot access network users and eNode B is not aware of jammer’s and colluding UE’s location, jamming waveform, etc.), it leads to a Partially-Observable Markov Decision Process (POMDP).

The above-mentioned network dynamics and SINR model, along with nonlinear SINR thresholds make the entire network abstraction mathematically intractable. Hence, this abstracted model is simulated in MATLAB.

B. Game-Theoretic Model

The network dynamics (interaction between the LTE network and the smart jammer) are modeled as an infinite-horizon two-player general sum Bayesian game $\mathcal{G}$ with asymmetric information similar to that in [9] but with the additional assumption of a myopic jammer. The game $\mathcal{G}$ is described by

- $N = \{\text{eNode B, jammer}\}$, the set of players; $\Theta$, the set of states of nature (jammer types); $\pi$, the prior probability distribution on $\Theta$ which is common knowledge.
- $A_i$, the set of pure actions of player $i \in N$ as described in Section II.
- $H$, a set of sequences such that each $h \in H$ is a history of observations; $\mathcal{L}_i$, the information partition of player $i$.
- $U_i : \Theta \times A_0 \times A_j \rightarrow \mathbb{R}$, the utility function of player $i$. 


1) Jammer Types: The type $\theta \in \Theta$ of smart jammer is classified as:
- Type 0: Normal (when jammer is not present)
- Type I: Cheater
- Type II: Saboteur

A Cheater jams the network with the intent of getting more resources for itself as a result of reduced competition among UEs. Thus, a cheating UE is always present in the network with an active data session. On the other hand, a Saboteur jams the network with the intent of causing highest possible damage to the network resources. Thus, a sabotaging UE may be unattached to the network. It is modeled that the colluding UE and narrowband jammer are not necessarily co-located but the colluding UE has the capability of canceling the interference caused by the narrowband jammer due to their collusion.

2) Strategies: The network is modeled as strategic whereas the jammer is modeled as “myopic” (non-strategic), i.e., the jammer would play a myopic best response to the leader’s strategy observed in the previous stage. The assumption of a myopic follower (i.e., jammer) is not new and has been used by many researchers, cf. [36]. Also, this assumption makes perfect sense in our model as the jammer wants to either “cheat” the network or inflict maximum damage to it in the shortest possible time without getting caught.

The repeated-game strategy algorithms presented in [9] showed that the network can recover some of its performance loss in case of a jamming attack and may even force an adversary to retract. The myopic and strategic strategies for the players are designed based on the simulation results obtained using above-mentioned algorithms.

3) Information Partitions: The adversary is informed of the state of nature $\theta$, i.e., its own type. However, eNode B is only informed about the prior probability distribution $\pi$ on the states of nature $\Theta$. This results in a game with asymmetric information, with lack of information on the network side. Our proposed algorithm estimates $\hat{\theta}$ for a given $\theta \in \Theta$.

4) Observable Signals: Although players can observe their own payoffs they cannot observe opponent’s actions due to the inherent randomization and inaccessibility of information in the network. This means that the “full monitoring” assumption cannot be realistically made in the proposed dynamics. The eNode B observable signals include the number and through-
put statistics of UEs with active radio links. UEs also measure parameters related to Cell-Specific Reference Signal (CS-RS) including Reference Signal Received Power (RSRP), Reference Signal Received Quality (RSRQ), and Channel Quality Indicator (CQI) which are reported back to the eNode B on a regular basis. From these measurements, eNode B can infer Signal-to-Noise Ratio (SNR) and carrier Received Signal Strength Indicator (RSSI) for each UE. However, eNode B cannot observe signals from RLF UEs, which are most adversely affected by jamming attacks. Also, eNode B cannot observe the jammer and colluding UE’s locations, probability of jamming and jamming waveform. All of these impediments make adversary type and actions’ estimation very difficult for eNode B, further complicated by inherent channel variations.

The Cheater’s observable signals include its own DL SNRs, RB assignments and eNode B frequency and timing change directives. Since eNode B frequency and timing change messages are sent to all the Connected mode UEs, the Cheater would be able to observe these actions perfectly. On the other hand, the Saboteur does not have any Connected mode UEs in the network and, hence, cannot listen to any Connected mode directives from the network. The Saboteur, however, synchronizes with the network periodically.

5) Utilities: Players’ utilities are computed as weighted sums of Key Performance Indicators (KPIs), normalized over a baseline jamming-free scenario. The utility function of player $i$ can be concisely written as follows:

$$U_i = \sum_{l=1}^{L} \alpha_i^l E_{\omega}[g_i^l(\theta, a_i, a_{-i})] - C_i(a_i)$$

where $\alpha_i^l$ represents weight of the $l^{th}$ KPI normalized w.r.t. the baseline jamming-free scenario, $E_{\omega}$ represents the spatio-temporal expectation w.r.t. randomness caused by $\omega$, $g_i^l$ represents the $l^{th}$ normalized KPI as a function of the jammer type $\theta$, action of the $i^{th}$ player $a_i$, and action of the player other than the $i^{th}$ player $a_{-i}$, and $C_i$ represents fixed cost of $i^{th}$ player’s action $a_i$.

The KPIs are functions of observable parameters only, for example, eNode B’s utility is a function of parameters observed from Connected Mode UEs only. For eNode B, KPIs include throughput/UE, number of Connected Mode UEs, CS-RS, PUCCH, PCFICH SINR, PRACH failure rate, and duty cycle. For Cheater they include its own throughput and duty cycle, and for Saboteur they include the negative of the eNode B throughput/UE, the negative of number of Connected Mode UEs and its own duty cycle. Different weights are assigned to each individual KPI based on its significance. For example, eNode B might care more about the number of users it can support as compared to average throughput/UE and so on. The duty cycle of each player is used to model its energy consumption and, hence, is treated as a cost for both players. It is to be noted here that the average duty cycle is derived from the actions taken by each player representing the ON time for the transceiver. Moreover, the fixed cost of an action does not depend on the opponent’s action and is used to model quantities like required overhead and additional delay, etc. For example, fixed cost is used to model overhead needed for additional reconfiguration messages and setup time delay for eNode B’s interference avoidance mechanisms. Furthermore, each player’s transmit power and probability of jamming $p_j$ are implicitly included in the utility function.

The above-mentioned utility functions provide a comprehensive utility (cost and benefit) model encompassing all important and relevant quantities a player might care about. However, this results in a general sum (non-zero-sum) game due to the asymmetry of objectives and KPIs among different players.

6) Game Play: At the beginning of the game, nature flips a coin and selects $\theta \in \Theta$ (type of adversary) according to $\pi \in \Delta(\Theta)$, which remains fixed for the rest of the game. The jammer is informed about its selected type but eNode B is not. However, in a repeated game, eNode B’s history would evolve with time which could affect its belief about $\theta$. 
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IV. PROPOSED ALGORITHM & SIMULATION RESULTS

A. Proposed Test Statistic & Statistical Hypothesis Test

Although UEs report CQI, RSRP and RSRQ (and hence indirectly RSSI) to eNode B on regular basis, these measurements are mostly based on a reference signal and are not reported frequently enough (due to control channels scheduling and saturation constraints) to keep up with the network dynamics in case of a jamming attack. Furthermore, these measurements are only available from Connected mode UEs and no feedback (at least immediate) is possible from the UEs who suffer RLF either due to channel variations or possible jamming attack. In our initial studies, RSSI measurements were found to be more indicative of jamming attacks than RSRQ due to inherent wideband measurements, but consolidating these measurements from multiple UEs in the network does not provide a robust jamming detection statistic.

It is proposed to use "number of Connected mode UEs" as a more reliable test statistic to detect jamming attacks and estimate jammer type in the network. Clearly, eNode B has instantaneous access to this statistic, without requiring any explicit feedback from its users. It is also proposed to use non-parametric statistical hypothesis tests for jammer sensing, with null hypothesis being no jamming, even though they are less powerful than their counterpart parametric tests. However, most of the parametric tests assume some kind of Normal distribution or its approximations. It is argued that neither SINR nor LTE network dynamics (and, hence, number of Connected mode UEs) can be modeled or approximated using a Gaussian distribution which has been empirically validated by our simulations as well. Hence, using Wilcoxon’s non-parametric Rank-Sum test (cf. [43]) is proposed for jamming detection. It does not require the assumption of any specific distribution (e.g., Gaussian). The only required assumption is that the underlying distribution must be symmetric about its median.

B. Proposed Threat Mechanisms

The following threat mechanisms are proposed for various jammer types.

1) ‘Throttling’: The eNode B throttles Resource Block (RB) assignments for all the Connected mode UEs as a threat mechanism against the Cheater for a fixed duration. Since eNode B is unaware of the cheating UE, it would inflict throttling to all the UEs with active data sessions. This mechanism acts like a credible threat to the Cheater, since Cheater cares deeply about its own throughput.

2) ‘f Change’ - Interference Avoidance: eNode B “relocates” its center frequency and moves all Connected mode UEs to new frequencies within its occupied bandwidth for a fixed duration, hence, potentially moving jamming effects from control channels to PDSCH and PUSCH data channels. SIB 2 parameters are also changed in order to remedy PRACH and PUCCH failures. This mechanism acts like a credible threat to Saboteur since Saboteur cares deeply about sabotaging the LTE network and the proposed interference avoidance scheme alleviates jamming of control channels until Saboteur re-synchronizes with the network.

C. Proposed Algorithm

Our proposed algorithm is shown in Fig. 1. The network collects its baseline statistics (or accesses it from a database based on time of the day, day of the week basis) prior to any jamming activity (if any) on regular basis. This data corresponds to the null hypothesis. After sensing the jamming attack, the network runs a series of tests to “filter” the jammer type based on myopic best-response behavior of the jammer using non-parametric hypothesis testing and conditional probabilities $p(\theta|j)$ and $p(\theta|\bar{j})$, where $j$ and $\bar{j}$ represent ‘Jamming’ and ‘No Jamming’ respectively. The network uses a combination of above-mentioned threat mechanisms to compel a systematic response from the smart jammer, and exploits it to estimate the jammer type.

![Fig. 1: eNode B’s jammer type estimation algorithm](image)

1) Initial Jamming Sense: The proposed algorithm is invoked by the network on a regular basis (or event-driven basis), such as, daily or weekly, etc. The network uses a sliding-window to collect current statistics, which are compared against its baseline statistics and the P-value is calculated using Wilcoxon’s rank-sum test at a pre-determined significance level $\alpha_1$. If the network fails to reject null hypothesis at $\alpha_1$ for the duration $T_{sense}$, then the algorithm terminates with a declaration of “No Jammer” in the network. However, if resulting P-value is less than $\alpha_1$, then the null hypothesis is rejected and “network under jamming attack” is declared by the algorithm, which is followed by a series of tests described below to estimate the jammer type.

2) ‘Throttling’ Test - Threat against Cheater: A non-parametric Wilcoxon’s rank-sum test is performed at a predetermined significance level $\alpha_2$ using test and baseline statistics. If the null hypothesis (no jamming) is rejected at $\alpha_2$, then the algorithm terminates with a final determination of “Saboteur”; otherwise the algorithm proceeds to the second test “f Change”.

3) ‘f Change’ Test - Threat against Saboteur: Wilcoxon’s rank-sum test is performed at significance level $\alpha_2$ using test and baseline statistics. If the null hypothesis (no jamming) is rejected at $\alpha_2$, then the algorithm terminates with a final
determination of "Cheater". However, if the network fails to reject null hypothesis at $\alpha_2$, then the final determination of “No Jammer” and “Saboteur” is made with conditional probabilities $p(\theta = 0|j)$ and $p(\theta = 2|j)$ respectively.

4) Jammer’s Best Response: The pure security strategies of both the Cheater and the Saboteur require them not to jam the network, which is obviously not optimal for them. Moreover, computing optimal strategies for an infinite-horizon repeated game might be too complicated and resource-constraining for the jammer. Therefore, the jammer resorts to playing myopic best-responses to eNode B’s observed strategy. Since the jammer is myopic, it always tries to maximize its short-term utility based on single-shot simulation results.

Cheater has a Connected mode UE in the network, hence, it can observe the network’s ‘interference avoidance’ and ‘throttling’ actions and play best response to them according to a single-shot formulation. For example, in case of ‘throttling’ and ‘f Change’, Cheater would play ‘Inactive’ and ‘Jam CS-RS + PUCCH’, respectively, and so on. However, it cannot easily distinguish between ‘Normal’ and ‘pilot boosting’ network actions. Therefore, it assumes that the network plays both of those actions equally likely when not in receipt of a special network directive. In that case, Cheater would respond by playing ‘Jam CS-RS + PUCCH’ with probability 3/5 and ‘Jam CS-RS + PUCCH’ with probability 1/4.

On the other hand, Saboteur does not have any Connected mode UE in the network and, hence, plays an open-loop best response to eNode B’s actions. In the absence of the instantaneous observation of eNode B actions, it assumes that eNode B plays all of them equally likely and, hence, plays a best-response with the same probability. Thus, Saboteur would play ‘Jam CS-RS + PUCCH’ with probability 3/5 and ‘Inactive’ with probability 2/5.

After sensing a jamming attack, the network runs a series of tests to “filter” the jammer type based on the myopic best-response behavior of the jammer. At the end of the first test, it uses conditional probability $p(\theta|j)$ to decide the jammer type. If no jamming is sensed, it runs the second test and again decides jammer type according to $p(\theta|j)$. If no jamming is sensed at the end of the second test, conditional probability $p(\theta|j)$ is used to estimate jammer type.

D. Simulation Results

The proposed algorithm’s performance is characterized using MATLAB simulations. The algorithm is parameterized by initial jamming sense duration $T_{\text{sense}}$, its corresponding significance level $\alpha_1$, specific type detection test duration $T_{\text{test}}$ and its corresponding significance level $\alpha_2$. Moreover, the algorithm’s error probability $p_e$ and true estimation probability $p(\theta = k|\theta = k)$, $k = \{0, 1, 2\}$ performance is dependent on the carrier-to-jammer ratio $C_{\text{j}}$ and probability of jamming $p_j$ as well. Since, this article is focused on characterizing the proposed algorithm’s performance under varying jammer characteristics like $C_{\text{j}}$ and $p_j$, parameters $T_{\text{test}}$, $\alpha_1$, and $\alpha_2$ are fixed to 120 ms (i.e., 120 subframes), 10%, and 5% respectively. A curious reader may also want to vary these parameters to observe interesting trade-offs.

Similar to any statistical estimator, the proposed algorithm has Type I error (false alarm), Type II error (missed detection) and misclassification errors (classifying Cheater as Saboteur and vice versa). Type I and Type II error probabilities are plotted against initial jamming sense duration $T_{\text{sense}}$ in Fig. 2 and Fig. 3, respectively, for various levels of $C_{\text{j}}$ ($p_j = 1.0$). $T_{\text{sense}}$ provides a reasonable trade-off between Type I and Type II errors. Higher $T_{\text{sense}}$ increases Type I error, while reducing Type II errors and vice versa. In addition, Saboteur (state = 2) missed detection error probability is generally lower than that of Cheater (state = 1) especially at higher $T_{\text{sense}}$.

![Fig. 2: Type I error (false alarm probability) vs. initial jamming sense duration $T_{\text{sense}}$](image1)

![Fig. 3: Type II error (missed detection probability) vs. initial jamming sense duration $T_{\text{sense}}$](image2)

The algorithm’s missed detection error performance (Type II errors) also depends on the jamming probability $p_j$. Type I (false alarm) and Type II (missed detection) errors are plotted against $p_j$ in Fig. 4 for $C_{\text{j}} = 0$ dB and $T_{\text{sense}} = 160$ ms. The false alarm error probability does not depend on probability of jamming $p_j$ as expected, whereas the missed detection probability decreases with increasing $p_j$. However, higher Type II error (missed detection) at lower $p_j$ may not be too devastating for the network as the jamming impact is considerably reduced at lower $p_j$.

Furthermore, the proposed algorithm’s true estimation probability $p(\theta = k|\theta = k)$, $k = \{0, 1, 2\}$ is plotted against $C_{\text{j}}$ in Fig. 5 for various levels of $T_{\text{sense}}$ and $p_j = 1.0$. State 0 (Normal) error probability only includes Type I error (false alarm), whereas state 1 (Cheater) and state 2 (Saboteur) error probabilities include Type II errors (missed detection).
Wilcoxon’s rank-sum test hypothesis tests as compared to E. Performance Analysis

Fig. 4: Probability of error \( p_e \) vs. probability of jamming \( p_j \) for \( \frac{C}{J} = 0 \) dB

as well as misclassification errors. Normal state’s (state 0) true estimation probability does not change much with \( \frac{C}{J} \) in general and is found to be equal to or higher than 0.68 and 0.63 for \( T_{\text{sense}} = 80 \) ms and \( T_{\text{sense}} = 160 \) ms respectively. State 1 and 2 true estimation probability goes down with decreasing jamming power (increasing \( \frac{C}{J} \)). Also, Saboteur’s (state 2) true estimation probability decreases more rapidly than that of the Cheater (state 1) due to relatively higher misclassification errors \( p(\hat{\theta} = 1|\theta = 2) \) at lower jamming powers (higher \( \frac{C}{J} \)). It is to be noted here that jamming effects become less detrimental at lower jamming powers (higher \( \frac{C}{J} \)), hence, causing less damage to the test statistic. Nevertheless, state 1 true estimation probability at \( \frac{C}{J} = 0 \) dB was observed to be 0.52 and 0.68 for \( T_{\text{sense}} = 80 \) ms and 160 ms, respectively. Similarly, state 2 true estimation probability at \( \frac{C}{J} = 0 \) dB was observed to be 0.66 and 0.61 for \( T_{\text{sense}} = 80 \) ms and 160 ms, respectively.

Fig. 5: True estimation probability \( p(\hat{\theta} = k|\theta = k) \) vs. \( \frac{C}{J} \) \( (p_j = 1.0) \)

Finally, the algorithm converges in 267 ms and 324 ms on average for initial jamming sense duration \( T_{\text{sense}} \) of 80 ms and 160 ms, respectively.

E. Performance Analysis

Although the proposed algorithm uses non-parametric hypothesis tests (Wilcoxon’s rank-sum test) as compared to more powerful parametric tests, it is still able to detect true jammer type with a probability of 0.61 or higher at \( \frac{C}{J} = 0 \) dB, with initial jamming sense duration \( T_{\text{sense}} \) of 160 ms. This performance mark improves with lower \( T_{\text{sense}} \), with an exception for state 1 (Cheater), when it goes down from 0.68 to 0.52. Also, the algorithm converges remarkably fast in 267 ms and 324 ms for initial jamming sense duration of 80 ms and 160 ms, respectively. Moreover, its estimation performance is quite robust against probability of jamming \( p_j \) and carrier-to-jammer ratio \( \frac{C}{J} \). Furthermore, Normal state’s (state 0) true estimation performance does not degrade with decreasing jamming power (increasing \( \frac{C}{J} \)), and that of states 1 (Cheater) and 2 (Saboteur) degrade gracefully with increasing \( \frac{C}{J} \).

The algorithm provides several parameters to tweak its performance and trade-off different kinds of inherent errors in an estimator. For example, initial jamming sense duration \( T_{\text{sense}} \) and \( \alpha_1 \) can be tweaked to trade-off Type I (false alarm) and Type II (missed detection) errors. Similarly, specific type test duration \( T_{\text{test}} \) and \( \alpha_2 \) can be tweaked to trade-off misclassification errors and average convergence time.

F. Practical Implementation Challenges

Although implementing the proposed algorithm on an experimental test bed is out of scope for this paper, it can be implemented by an infra vendor on a realistic eNode B if its IP blocks and algorithms are accessible and modifiable. However, emulating the proposed algorithm on a USRP-based experimental test bed is non-trivial because it involves implementing multiple LTE/LTE-A subcomponents, ranging from PHY-only signals to control and data channels to the resource scheduler. Furthermore, all of these subcomponents are interdependent on each other and often require real-time operation and significant computational power and/or specialized IP blocks. Similarly, a smart jammer can be emulated on a USRP-based test bench but it also requires access to the UE timing and control information in order to launch the attacks. Despite these practical implementation challenges, the authors are confident that the proposed algorithm would perform well if implemented on a realistic eNode B.

V. CONCLUDING REMARKS

In this paper, a threat-based jammer type estimation algorithm is proposed for an infinite-horizon non-zero-sum repeated game with imperfect monitoring, and its estimation performance is characterized and analyzed for LTE/LTE-A networks. The algorithm performs remarkably well in estimating the actual type of the jammer in the network, despite the fact that it does not depend on the notion of “full monitoring” and uses a less powerful non-parametric hypothesis test. The number of Connected mode UEs is used as the test statistic, which does not require any feedback from the users. The algorithm is able to estimate actual jammer type with a probability of 0.61 or higher and converges in 324 ms on average. Moreover, the proposed algorithm provides several parameters to tweak its estimation performance and trade-off error probabilities (e.g. false alarm and missed detection errors). Furthermore, the proposed algorithm’s false alarm error performance is
quite robust against probability of jamming $p_j$ and carrier-to-jammer ratio $C_j$, whereas missed detection error performance degrades gracefully with decreasing $p_j$ and jamming power (increasing $C_j$). It is to be noted here that jamming effects are less detrimental at lower probability of jamming $p_j$ and jamming power (higher $C_j$), hence, causing less change to the test statistic. Nevertheless, the proposed algorithm provides a practical yet robust way to estimate jammer type without requiring any feedback from the network users nor making any unrealistic assumptions.
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