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(57) Abstract: Various examples of methods and systems are provided for direct closed-form finite alphabet constant-envelope
waveforms for planar array beampatterns. In one example, a method includes defining a waveform covariance matrix based at least
in part upon a two-dimensional fast Fourier transform (2D-FFT) analysis of a frequency domain matrix Hy associated with a planar
array of antennas. Symbols can be encoded based upon the waveform covariance matrix and the encoded symbols can be transmitted
via the planar array of antennas. In another embodiment, a system comprises an N x M planar array of antennas and transmission cir -
cuitry configured to transmit symbols via a two-dimensional waveform beampattern defined based at least in part upon a 2D-FFT
analysis of a frequency domain matrix Hy associated with the planar array of antennas.
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DIRECT CLOSED-FORM COVARIANCE MATRIX AND FINITE
ALPHABET CONSTANT-ENVELOPE WAVEFORMS FOR PLANAR
ARRAY BEAMPATTERNS

CROSS REFERENCE TO RELATED APPLICATIONS
[0801] This application claims priority to, and the benefit of, co-pending U.&.
provisional application entitled "DIRECT CLOSED-FORM COVARIANCE MATRDUAND
FINITE ALPHABET CONSTANT-ENVELOPE WAVEFORMS FOR PLANAR ARRAY
BEAMPATTERNS” having serial no. 82/162,909, filed May 18, 2015, which is hereby

incorporated by reference in its entirely.

BACKGROUND

[0002] Collocated multiple-input multipie-output (MIMO) radar has a number of
advantages over the classical phased-array radars. For example, MIMO radar can vield
significant improvement in parameter identifiability, allow for detection of a higher
number of targets, and provide enhanced flexibility for transmit beampatiems. In
general, imaging radars focus transmitted power in a region-of-interest (RO on the
ground, which may be defined by a transmit waveform. However, due to the power
fransmitied in side-lobes, the imaging radar may receive reflected signals from outside

the ROL

SUMMARY
{0003] Embodiments of the present disclosure are related o direct closed-form finite
alphabet constant-envelope waveforms for planar array beampatierns.
{00041 In one embodiment, among others, a method comprises defining a waveform
covariance matrix based at least in part upon a two-dimensional fast Fourier transform

(20-FFT) analysis of a frequency domain matrix Hy associated with a planar array of

antennas, encoding symbols based upon the waveform covariance matrix; and

fransmitting the encoded symbols via the planar array of antennas. in another
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embodiment, a system comprises an N x M planar array of antennas, with N > 2 and M
> 2; and ransmission circuitry configured to transmit symboils via a two-dimensional
(2D) waveform beampatiern defined based at least in part upon a 2D fast Fourier
transform (2D-FFT) analysis of a frequency domain matrix H, associated with the planar
array of antennas. In one or more aspecis of these embodiments, the fransmission
circuitry can comprise a processing unit configured to synthesize coded symbols based
at least in part upon the 20 waveform beampattern. The transmission circuitry can
comprise a memory unit configured 1o siore a plurality of digital bit streams
corresponding to the coded symbols; and a front end unit configured to transmit the
plurality of digital bit streams corresponding to the coded symbols through the planar
array of antennas. The front end unit can be a radar front end unit configured o
transmit the coded symbols through a planar array of radar antennas.

f0005]  In one or more aspects of these embodiments, the frequency domain matrix
H, can be based at least in part upon a defined region of interest (ROI) associated with
the planar array of antennas. Individual elements of the frequency domain matrix H,
can correspond 1o individual antennas of the planar array of antennas. The individual
elements corresponding to individual antennas within the ROI are assigned a value of
one and the individual elements corresponding to individual antennas outside the ROI
can be assigned a value of zero. Individual elements of the waveform covariance matrix
can be determined based upon a lime domain matrix H, generated by a two-
dimensional inverse discrete Fourier transform (2D-1DFT) of the frequency domain
matrix Hy. The individual elements R of the waveform covariance matrix can be

determined from elements H, of the time domain matrix H, based upon R{i,,i,) =

'@%Hc((h — i b d — lialy), where iy, 6, = 0,1, ..., MN — 1. The waveform covariance

matrix can be a block Toeplitz.
[00068] Other systems, methods, features, and advantages of the present disclosure

will be or become apparent to one with skill in the art upon examination of the following
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drawings and detailed description. ltis intended that all such additional systems,
methods, features, and advantages be included within this description, be within the
scope of the present disclosure, and be protecied by the accompanying claims. In
addition, all optional and preferred features and modifications of the described
embodimenis are usable in all aspecis of the disclosure taught herein. Furthermoreg, the
individual features of the dependent claims, as well as all optional and preferred
features and modifications of the described embodiments are combinable and

interchangeable with one ancther.

BRIEF DESCRIPTION OF THE DRAWINGS

{00017 Many aspects of the present disclosure can be better undersiood with
reference to the following drawings. The components in the drawings are not
necessarily 1o scale, emphasis instead being placed upon clearly illustrating the
principles of the present disclosure. Moreover, in the drawings, like reference numerals
designate corresponding parts throughout the several views.

[0002] FIG. 1 illusirates an example of a linear planar array of M X N transmit
antennas in accordance with various embodiments of the present disclosure.

{0003] FIG. 2 illustrates an example of element selection of matrix H, associated
with the linear planar array of FIG. 1 to produce a circular shaped beam pattern in
accordance with various embodiments of the present disclosure.

[0004] FIG. 3 illusirates an example of a beampattern realization using an iterative
semi-definite programming (SDP) having a region-of-interest (RO} defined by —0.1 «
fo<0land —01 < f, < 0.1,

[0005] FIG. 4 lllustrates an example of a beampatiern realization using a proposed
closed-form fast Fourier transform (FFT) based method having a RO defined by

=01 < fp <01and—-01 < f, <0.1in accordance with various embodiments of the

present disclosure.
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[0006] FIGS. 5 and 8 illustrate comparisons of the mean square error and
complexity of the beampattern examples of FIGS. 3 and 4 in accordance with various
embodiments of the present disclosure.

[0607] FIG. 7 lliustrates an example of a beampattern realization focused on the
corners using the proposed closed-form FFT based method in accordance with various
embodiments of the present disclosure.

{0008] FIG. 8 illustrates an example of a beampattern realization focused on the
borders using the proposed method in accordance with various embodiments of the
present disclosure.

[0609] FIG. 9 iliustrates an example of a beampattern realization focused on the
corners and the borders using the proposed closed-form FFT based method in
accordance with various embodiments of the present disclosure.

[0010] FIG. 10 illustrates an example of a circular beampattern realization using the
proposed method in accordance with variocus embodiments of the present disclosure.

00111 FIG. 11 illustrates a comparison of direct waveform design methods for a
desired beam pattern using linear array in accordance with various embodiments of the
present disciosure.

[0012] FIG. 12 is a schematic block diagram of an example of a radar system in
accordance with various embodiments of the present disclosure.

{00131 FIG. 13 is a schematic block diagram of a processing device in accordance

with various embodiments of the present disclosure.

DETAILED DESCRIPTION
00141 Disclosed herein are various examples related o direct closed-form finite
alphabet constant-enveiope waveforms for planar array beampatierns. Reference will
now be made in detail to the description of the embodiments as lllustrated in the
drawings, wherein like reference numbers indicate like parts throughout the several

VIEWS,
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{0015]  In multiple-input multiple-output (MIMO) communication systems, mullipie
aniennas are deployed at the transmitter and receiver 10 increase the data rate and
provide multiple paths o mitigate the fading in the channel. Like MIMO
communications, MIMO techniques can be applied to radar systems. MIMO radars offer
exira degrees-of-freedom (DOF), which can be exploited for more diversity, higher
spatial resolution, reduced side-lobe-levels at the receiver, and in order to design a
variety of desired transmit beampatterns. Depending on how the antennas are
distributed, MIMO radars can be classified into two categories: widely distributed and
collocated. In widely distributed cases, the transmitling antennas are widely separaied
s0 that each antenna may view a different aspect of the target. This topology can
increase the spatial diversity of the system. In conirast, the fransmitting antennas in
collocated systems are closely spaced (o view the same aspect of the target. The
collocated antennas do not provide spatial diversity, but can increase the spatial
resolution of the radar system. Moreover, compared to phased-array radars, collocated
radars can provide betier control of the transmit beampatiern.

[0018] In collocated MIMO radar systems, it is usually desirable to steer fransmitted
power in the region-of-interest. To do this, conveniional methods optimize the waveform
covariance matrix, R, for the desired beampattern, which is then used to generate actual
transmitied waveforms. Both steps require constrained oplimization. Most of the existing
methods use iterative algorithms 10 solve these problems, therefore their computational
compiexity is very high that prevenis them from being used in practice. in this
disclosure, a closed-form solution is used to design the covariance mairix for a given
beampattern using the planar array, which can then be used {0 derive a novel closed-
form algorithm to directly design the finite-alphabet constant-envelope (FACE)
waveforms without synthesizing the covariance matrix. The algorithm can exploit the
two-dimensional discrete Fourler fransform. Therefore, the computational complexity of
the algorithm is very low and it can be used for large size antenna arrays to change the

beampattern in real ime. We also show, the number of snapshots needed o achieve
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desired heampatiern depends on the beampatiern and is less than the total number of
transmit antennas. Due to the FACE property, the waveforms can be used fo design
mutti-function software radar. The performance of the algorithm is compared with the
existing iterative methods.

[0017]  itis known that the transmit beampaitern of a coliocaled antenna array
radar depends on the cross-correlation between the fransmitted waveforms from
different antennas. To design correlated waveforms, for given transmit beampatiern,
early solutions have relied on a two-step process. In the first step, a user designs the
waveform covariance matrix such that the theorstical transmitted power maiches the
desired beampattern as closely as possible. The second step then involves the design
of the aclual waveforms that can realize the designed covariance matrix. Both of these
steps require constrained optimization and, in most of the available literature, ilerative
algorithms are used to solve these optimization problems. To synthesize the waveform
covariance matrix for the given beampattern, efficient ilerative algorithims have been
proposed. These iterative algorithms are computationally very expensive for real-time
applications.

f0018] A closed-form solution, o find the waveform covariance matrix, which is
based on fast-Fourier-transform (FFT) has been proposed. Once the covariance matrix
is synthesized, the corresponding waveforms fulfiliing the practical constraints, such as
constant-envelope (CE) or low peak-to-average power ratio (PAPR) are designed. To
design such waveforms, an iterative algorithm was proposed. The main drawback of this
algorithm is its high computational cost. Moreover, it can draw symbols from an infinite
alphabet that can be challenging o use in practice. A closed-form solution can be used
o generate finite-alphabet constant-envelope (FACE) waveforms to realize the given
covariance matrix. In this algorithm, mapping of Gaussian random variables (RVs) onto
binary phase-shift keying (BPSK) symbols is exploited and a cross-correlation
relationship between the Gaussian and BPSK RVs is derived. The main drawback of

this algorithm is that its performance is beampattern dependent. To tackle this problem,
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an iterative algorithm, which can be used to directly generate the best possible BPSK
RVs {without synthesizing the covariance matrix) for the desired beampatiern, was
proposed by inverting the derived cross-correlation relationship between the Gaussian
and BPSK RVs.

[0018] To maich the desired beampatterns, the waveforms can also be designed
directly without synthesizing the covariance matrix. However, optimal solutions to
directly design the waveforms, fulfilling the constraints, for a given beampattern are not
available. Using this approach, io directly design the waveforms for a uni-modal
symmelric beampattern, a sub-optimal algorithm is presented. In this algorithm, a scalar
coefficient is chosen to control the width of the beampatiern. This method utilizes a high
number of fransmitling aniennas in order (o achieve good performance to match the
desired beampatiem.

00207 Most of the solutions in the previous work deal only with a linear array and
the region-of-interest (RO} is defined by only one parameter, which is the azimuth
angle. In planar array radar systems, the ransmitting antennas form a plane and an
additional dimension called the elevation angle is taken into account in order o provide
a larger radar aperture. This allows for the characterization of the ROl in three-
dimensional (3D) space. Various strategies for hybrid MIMO phased-array radar, based
on multiplication of signal sets by a pseudo-noise spreading sequence, may be used for
different iransmit 3D beampatterns.

00217 Inthis work, a closed-form solution is disclosed to design the waveform
covariance maitrix, for the desired 3D beampatierns, using a planar array radar. Itis very
expensive to synthesize waveform covariance mairix for large size planar array using
semi-definite programming (SDF). Therefore, to reduce the computational complexity,
the problem is mapped onto the two-dimensional (2D) fast Fourier transform (2D-FFT).
By exploiting the derivations of the covariance matrix, a method to directly design the
FACE waveforms, without synthesizing the covariance mairix for the desired

beampatiern, is presented. Since the waveforms are directly derived from the
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covariance matrix in closed-form, the beampattern of the closed-form covariance matrix
and waveforms is exacily same. Benefits of the disclosed aigorithm include:
e a closed-form solution is provided o design a covariance matrix and waveforms
for the desired beampattern using planar array;
s synthesis of covariance matrix not needed for beampattern design;
+ finite-alphabet constant-envelope (FACE) waveforms can be provided to design
a software radar;
e areduced number of snapshots (less than the number of toial antenna elements
in the array); and
s very low computational complexity.
This disclosure is organized as follows. Initially, the signal model adopted for the planar
array is presenied and the optimization problem formulated for the beampattern design.
Next, by exploiting 2D-FFT, an algorithm to design covariance matrix for the desired
beampatiern is presented. The computaiional complexity to design covariance matrix
using the algorithm and SDP method is then presented. The direct design of the
waveforms is next discussed, followead by discussion of simulation resuits.

[0022] Notations: Small letters, bold smali lelters, and bold capital letiers
respectively designate scalars, vectors, and matrices. If A is a matrix, then A" and AT
respectively dencte the Hermitian transpose and the transpose of A, v({) denotes the
i** element of vector v. A(i, ) denotes the entry in the i*" row and j** column of matrix
A. The Kronecker product is denocted by &. Modulo M operation on an integer { is
denoted by ()M and [{|M denoctes the quotient of { over M. Finally, the statistical
expectation is denoted by £{-}.

System Model and Problem Formulation

{0023] Consider a MIMO radar system with a rectangular planar-array, compoesed

of M » N omni-directional collocated antennas, placed at the origin of a unit radius

sphere as shown in FIG. 1. The inter-element-spacing (IES) between any two adjacent
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antennas in the x-axis and y-axis directions can be represented by d, and d,,
respectively. If a spatial location around this planar-array has an azimuth angle ¢ and an
elevation angle ¢, the corresponding Cartesian coordinates of this location can be
written as:

x = sin{¢) cos(8) and y = sin{¢) sin(d)
Define the baseband transmitted signal vector containing the fransmitted symbols from

all antennas at time index n as:

PR . T
x{n) = [xg)o(n), s Xg -1 (1), ,..}xM,__LN._.l(n}} : (hH
where x, ,{(n) denotes the transmitted symbol from the antenna at the (p, O location
at ime index n. For narrow band signals with non-dispersive propagation, the signal
received by a target located at location defined by the azimuth angle 6 and the elevation
angle ¢ can be written as:
M—1 N—1 i oy it el
G B (Bag) sin{d) con]
r{n:0,¢) = Z Z Tpq(n) 77 S
p=0 =0 (2>
pi2m 2y (2:9) S1p(9) sinié)
f00247  Assume that the distance between any two adjacent antennas along the x-
axis and y-axis is 1/2, d,(p.q) = g A/2 and d,.(p, q) = p A/2. This simplifies Egn. (2) to
M-1N-1 ino nei) o s
r(ni 6, ¢) = Z Z 7,.4(1) 327 B
p=0 g=0
By exploiting the relationship between the spherical and Cartesian coordinates, given in
Egn. (1), the received signal can be written in terms of Cartesian coordinates as:
M—1N~-1
3 oL / I+ £
r{n; fon fy) = Z Z Ip,q(n)eﬂﬂq"f pw}; (3)
p=0 g=0
where
sin{g) cos(d) ) sin{g) sin(é) ,
fio = st and ) m e (4

2 2z
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are the normalized Cartesian coordinates of the same spatial location. it should be
noted here that —0.5 < {f,, £, } < +0.5. The received signal in Egn. (3) can be written in

vector form as:

r(ng fo. by = all(fe, fy) x(n), (5)
where
i 1
el 27y el 27 fo
pI2m{M 1) £, 2 (N—1) f

{00257 Using Egn. (3), the received power at the location (ﬁf, ;;,\ can be sasily

written as:

B{fe, fy) = E{af{fs, 1) x(n) x(n)" a.(fe, £,)} (7)
Ty fy) Reas{fa, fiy),

where R = E {x{m)x(m)H }is the MN x MN covariance matrix of the transmitted

{(MNY2+MN

waveforms. This vields a degree of freedom (DOF) of . In the conventional

fransmit beampattem design problem, a covariance matrix, R, is synthesized to match
the transmitied power B(¢, 8) to the desired beampatiern which involves the
minimization of the following cost function:
L
J(R) Z
I=1

b

Al (1), £y () Ray (£ (D), 1, () -
}

?-
I

where P, (j;C 5 (k)) is the desired beampatiern defined over the two dimensional grid
({fx(_l)}%zl , {,@(k_)};’,‘f:l) and « is a scaling factor. Since the matrix R is a covariance

matrix, it should be positive semi-definite. Moreover, radio frequency power amplifiers

(RFPA) have limited dynamic range and cannot transmit all power levels with the same
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power efficiency. To design a variety of fransmit beampatterns without changing any
hardware, the RFPA should transmit same power levels for any beampattern.
Therefore, to satisfy these constraints using the conventional methods, the minimization

problem in Eqgn. (8) can be re-formulated as follows:

¢

min J{R)

subject to

{8}
Ci: R=0

Co: Rlnn)=e¢, n=12,...,MN.

LY

C, represents the semi-definife constraint and C, ensures g uniform constant elemental
power. The constrained problem in Eqn. (8) can be optimally solved using an iterative
SDP method. However, for a large number of antennas, the computational complexity of
the SDP method becomes prohibitively large. Therefore, such solutions may not be
feasible for planar-arrays of higher sizes. In order {o reduce the compuiational cosi by
exploiting 20-FFT algorithm, a closed-form solution can be used to find the matrix R as
discussed in the following section. The SDP algorithm is considered hereafter as a
benchmark.
Proposed Covariance Matrix Design
f0028] Forany M x N time domain matrix H;, an M X N frequency domain matrix

Hy can be generated. The relationship between the time domain coeflicients H,(m,n)
and the frequency domain coeflicients H,(ky, k) can be given by the following 2D

discrete-Fourier-fransform (2D-DFT) formula:

M-1N-1

— ok /M _—idmhken/N
Heki, k) = E E Hym,n)e 7 kym /M —j2mken [N (10
m=0 n=0

Similarly, for given frequency domain coefficients, the time domain coefficienis can be

cobtained with the 2D inverse discrete-Fourier-transform (2D-IDFT) as foliows:
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M-1N-1
Y e 2mlam/M Jj2nken/N
Ht(‘?’l’lgﬂ} — TN lﬁ) el =it pd ATRaT (11>
T Liiﬂ }62:0
Using Eqn. (10), the foliowing lemma can be oblained:
[0027] Lemma T Let H, be an M x N matrix with real positive frequency domain
coefficients and define the vectors ey (k) and ey{k,) as:
o ‘ ) ) T
EH(Ki)‘ -~ {1 pd2mky /M EjZ?Tﬁ:l(_M—l)/_f"v[}
(12)
. s . N A
eN(kf‘E:’ — ;:j_ elimka /N ejQ?rkg(f\’wl)ﬂ\’ .
where by = 0,1, ... ,M-1andk, =0,1, ... ,N~-1.If a matrix R;,;, is constructed as:
1 AM—1 N1
-y N N . . ..
Ry = GINE DD Helki ko) e(k. ko) e (k1 ko), (13)
U k=0 k=0

where (k, k,) = ey(k,) Q ey (ky), then ey (k,) will be positive semi-definite and all of its
diagonal elements will be egual. Moreover, the individual elements of Hy are related to

the entries of R,,, using the following quadratic form:

Hf Z;V,‘Zg) \['g.[?\NIR.hhe(ﬂ;[;lo‘\. (14)

LT TS 4

A detailed proof of Lemma T is given in the Appendix below.
[0028] Finding R, using Egn. (13) can be computationally very expensive since if
performs the outer product of MN vectors and the addition of MN matrices. To reduce

the computational complexity, the individual elements of R,,,, can be written, using Egn.

{13), as:
A1 N —
Runliy, in) = v\) > Z H ¢k, ko) 8
by =0 ka=0
j‘hki(fi—ist s2mho (17 har—tio fag)
X e A e N

where iy,i, = 0,1,..., MN — 1. Comparing Egn. (15} with Egn. (11}, Egn. {15) can be

rewritten as:

Rpn(iv,ia Hi{{iy —do)ar, in]ar — Li2da)- (16)

T MN
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For a given frequency domain matrix H,, the time domain matrix H#; can be found using

the FFT. Therefore, finding R,,;, using H, is computationally less expensive. It should

2k

also be noted here that since H, is real, H (—m, —n) = H;(n, n}, moreover as e T =

2Tk (M—-m)
i il

¢ M the matrix R,,,, will be a block Toeplitz.
[0029] Nole that a uniform linear array can be considered a planar array with N = 1.

In this case, the frequency and time domain matrices Hy and H, are now reduced to
M x 1 vectors denoted respectively as h, and h,. The correlation matrix Ry, becomes of

dimension M x M and, by using Egn. (13}, the individual elements of R,,;, can be found

as:
| M-l e
E’ML’\'I-L'I-Z) - Tﬁ' hf(/‘*—'l)!’f- ¥ :
o {17)
1 M1 N
N Sdmwkq (i3 —i9)
= e 2“1 h,f(kfl)el‘T‘
- k=0

Similarly, using the fact that hy is real, the matrix Ry, can be found using the time

domain coefficients of hf as:

Rh.h.(.?-lp?‘i)) = i flti:‘tl — Zj:} {18}

Since h (=) = k[ (i), the matrix R, is a Toeplitz matrix. Thus, the method for two
dimensional beampatiens (defined by 8 and ¢) is also valid for one dimensional
beampatierns. In addition, a computationally efficient closed-form solution is provided
below for the transmitted waveforms satisfying the desired beampatiem.

[0630] GSince the matrix R;,, is positive semi-definite and all of its diagonal elements
are equal, it satisfies both the €, and €, constraints of the optimization problem in Egn.
(9) for designing the desired beampatiem.

f00311 Therefore, if R, is considered 10 be the waveform covariance matrix, by
comparing Egn. (7) with Egn. (14), it can be easily noticed that the problem of transmit

beampatiern design can be mapped to the result obtained in the Lemma 1. This
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fransformation only requires the mapping of steering vector a, {fx, fy) to e(k,, k,). This
can be done by mapping the values of £, and f, 10 k; and k; using the foliowing

expressions:

oot & o, 7t 4 ’
Jo b 05+ k=0, M1 .

Ty = WU5+TL‘T ky=0...N—1

It should be noted that using this mapping, f, and £, define the desired beampatiemn

and have discrete values. This can be a drawback for small sized planar antenna arrays
due o the small spatial resolution. The desired beampatiern will be defined in terms of

fr and f,, however the beampattern in terms of spherical coordinates can be found
using Ean. (4.

f0032] The two dimensional space can then be defined by a two dimensional grid
(e DYy {f, (R}~ ) represented by an M x N matrix H,. Thus, the entry H,(m, n)
corresponds to f, = —0.5+ % and f, = —05+ Tl"i in order to define the ROl of the
desired beampattern, assign “1” to the entries of H, that are inside the ROl and “0”

everywhere eise. The steps to compuie R are summarized in TABLE 1.

Step O Define H; according to the ROI

Step 1: Determine H, « ZD-IDFT(H/)

Step 2 Compute R,,;, using Egn. (16)

Step 3 Use R, as the waveform covariance malrix R
TABLE 1.

f0033] It is worth noting that different forms of beampatterns can be oblained by

changing the coefficients of the matrix H,. For example, a circular shaped beam can be
designed by filling Hy with ones and zeros as shown in FIG. 2, and following the steps of

TABLE 1 to obtain the corresponding waveform covariance matrix.

Computational Complexity
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00341 As it can be seen from TABLE 1, the only computational complexity of the
method comes from the IDFT computation step. The NM IDFT coefficients are
computed using one of the famous FFT algorithms which have a complexity equal to
O{MN log(MN}) computations. However, the SDP method used in the previous
discussion has a complexity of the order O(log(1/n) (MN)*5) for a given accuracy, 7.

[0035] Once the covariance matrix is designed, waveforms {o realize this
covariance matrix are next designed. To design waveforms, most of the proposed
algorithms are iterative and their computational compiexity is high. in the following, the
algorithm does not require the design of a waveforms covariance matrix, but rather it
can directly design the waveforms in closed-form for the given desired beampatiern.
This further reduces the computational complexity of the beampattern design.

Direct Design of Waveforms for the Dasired Beampattern

[00368]  In this section, a closed-form expression o directly design the waveforms

for the desired beampattern is described. Siart from Eqn. (13), which can also be wriiten

as:

M-1N-1 TN

. Helky, ko) ommytnyay camkplasiy

R(leg): :““1 S 1 (\/‘ilr—\r!)e‘} A1 ej N
ki=0 by =0 -

. 8
«,v/ Hf(k’h l{wg) p2mky {daday s 2wkolindar
B N R e
MN ’ '

(20

Assuming = k, + Mk, = (k) + Mkl , both terms in the above equation can be

considered as the kth elements of the waveforms 5, and s;, that can be written as:

‘\/Hf(<’l‘>ﬂf l.'k_ Mr} ()J g”““hg;f[“i)M jgﬂkJ Apiitlag

A .
‘:7,1 (:k/}, — ﬁ‘f ]\Jr ) c N
R \/Hf{(k)j\,f; k Mr) 2wk ar (i) ar b Iclkiaritolar
Sig (\,1;) ) = TN o ) € N \

where k = 0,1, ..., MN — 1 represenis the time index. Thus, the cross-correlation

between the waveforms {s; (k)} and {5, (k)} can be written as:
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MN -1
I . 1. ]ﬂ\*
Riiyda) = Z RN (21)
k=0

00377  The corresponding waveform vector can be written as:

H,(00) ;2r0idyr ;2w yr
W-Eﬁ" A [ N

(HAON—1) ;2000 ;230(N-Lyjilpy
%Pz L

s = = : (22)

4/ (A —1 { ) (D)4 "\";:i,-ff-
kaﬂ-f—l,(]) PRLICIES 10D jL’..(O){TqM AF—1

- o A & N
SR € €

HAM 1N 1)

j (M _Di{Gay L 20IN— byl
TN € e

N

where

— o 2n(Ojlilpr L 2rp{idpag
vV Hip. 0} % el T
Vo T : (23)

2m{N—13tilar . 27p{i) s

H{p, N — el = 7 el

while p = 0,1, ..., M — 1. Therefore, for any transmiiting element of the rectangular array
atthe (m,yth location, wherem=0.. M —-1andn=0.. N — 1, assign the waveform
s; defined in Egn. (22) with { = m + nM. It should be noted here that, depending on the
desired beampattern, some elements of the waveform s; may be equal to zero. If N, is
the number of non-zero elements in the matrix Hy, the ith waveform will be transmitting
only N, non-zero symbols. It should also be noted here that the time index of non-zero
elements in each waveform will be the same. Therefore, for the desired beampattern
only N, < MN snapshots will be needed.

f0038] Peak fo Average Power Ratic (PAFR). the performance of the waveform
design method was examined in terms of PAPR. For N, non-zero elements in the mailrix
H;, the average transmitied power from the antenna at the (m, n)th location can be

writien as:
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_ 1
Piavg) = v '%H 8is
A

| MNoL

N
No(MN)?

f00397 Note that the average transmitied power does not depend on the antenna

location, which confirms that the uniform elemental power constraint is satisfied.

Similarly, the peak power of the ith waveform can be derived as:

N JHp((Byag. kia) jemtomion
Pi(peak) = 1‘113}( At JIJA\' k] et A
Ajg""‘t_kj;}gl_i_iﬂ.f 2
- (24)
e ErBar Bl |
B (M N)? (MN)Z
Therefore, the PAPR can be found as:
Pi{peak) 1/{MN)?
pAPR — Litpeaky  L/MN)" 25)

Pflavg) 1/{MN)}?
From Egn. (25), it can be seen that the PAPR is equal to one for any antenna.
Numerical Simulations
f00407 Beampattern: the performance of the proposed FFT-based algorithm is
investigated in this section. For simulation, a rectangular planar array composed of
M =« N antennas is considered. The spacing between any two adjacent antennas on the
x~axis and y—-axis of the planar-array is kept at 4/2. The mean squared-error (MSE)
between the desired and designad beampatterns is defined as:

L K
MSE = Y Y dall (50, f () Ra(f(), £y ()

=1 k=1
—a Py £ (1), Fy (k)1 K L.

In the first simulation, the ROl was definedas —0.1 < f, < 01l and -0.1 < f, < 0.1,

while the number of transmit and receive antennas was N = M = 10. To design this
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beampatiern, first R was synthesized using an SDP method. The designed beampatiern
using the synthesized covariance matrix based on the SDP method is shown in FIG. 3,
which is the best possible designed beampattern in terms of a MGE sense. Note that the
beampattern was normalized by dividing by «. For this simulation, the total number of
aniennas was 100, therefore, to synthesize the covariance malrix, the simulation was
very time consuming. Here, the actual waveforms 1o realize the synthesized covariance
matrix were not designed as they also require high computational complexity iterative
algorithm. The designed beampattern with the actual waveforms may be degraded {oo.
f00417  In order to reduce the computational complexity to synthesize the
covariance matrix for the desired beampattern, the closed-form 2D-FFT based algorithm
was used in the second simulation. The corresponding designed beampattem of the
covariance matrix based on the 2D-FFT is shown in FIG. 4. The ROl was again defined

as -0.1 £ f, £01and ~-01 < f, < 0.1, and the number of antennaswas N = M =

10. In order to compare the performance of both algorithms, shown in the 2D-FFT and
SDP based simulations for the beampatterns of FIGS. 3 and 4, the corresponding MSE
for different planar array dimensions is shown in FIG. 5. Note that for a low number of

antennas, the performance of the FFT-based method is affected. This may be attributed

to the fact that the RO (represented by the matrix Hy} is constructed in the two

M

dimensional grid {{(;}{1)&21 ,{(sz),c}'}g’:j_) whose resolution is related to the number of
aniennas. However, as the dimensions of the rectanguiar array increase, the method
achieves a lower MSE level approaching the SDP-based method with the advantage of
being much less complex.

[0042] The computational complexity of both the SDP and 2D-FFT based
algorithms with respect to the total number of elements in the planar array is shown in
FIG. 8. If can be seen in the FIG. 8, the gap of computational complexity between the
FFT-based and 3DP-based algorithms increases with the number of antennas which

makes the 2D-FFT based method more suitable for real-time radar applications. Nexi,
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by defining various desired beampatterns, corresponding covariance matrices were
designed using the FFT-based algorithm described in TABLE 1. In this algorithm,

depending on the desired beampattern, the corresponding locations in the matrix H, are

mapped with ones or zeros. Note that in order to obtain good resulls, the symmetry of
the beampattern should be respected.

[0043] FIGS. 7-10 show various beampatierns that are designed using a planar
array of dimensions N = M = 20. In the FFT-based beampattern of FiG. 7, the
fransmitted power is focused only in the comers. In FIG. 8, the power is fransmitted only
on the borders. In FIG. 9, the transmitted power is focused both in the borders and
center. Finally, FIG. 10 shows a circular shaped beampatiern as illustrated in FIG. 2. As
described above, the waveforms can be directly designed for the given beampatiem
without designing the covariance mailrix. In the final simulation, a linear array of ten
antennas was used. To transmit the power between the azimuth angle ~30° and 30°,
waveforms were directly designed using the 2D-FFT based algorithm and the algorithm
proposed in "Signaling strategies for the hybrid MiIMO phased-array radar” by Fuhrmann
et al. ({EEE Journal of Selected Topics in Signal Processing, vol. 4, pp. 66-78, Feb
20103}, which is hereby incorporated by reference in its entirety. The simulation results
are shown in FiG. 11. It can be seen in FIG. 11 that the proposed algorithm yields
almost uniform transmit power in the ROI, however, the designed beampattern has
stower roll-off and higher side-lobe-levels compared to the 2B-FFT based algorithm. For
this beampattern, the 2D-FFT based algorithm needs only five symbols for each
waveform, while for the algorithm proposed by Fuhrmann et al., ten symbols are
generated for each waveform.

Transmitter implementation

[0044] The block diagram of the system is shown in FIG. 12. As can be seen in

FIG. 12, a desired beampattern is input into the system, which will be a matrix of ones

and zeros. The total number of elements in the malrix defines the grid points of the
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spatial locations. If the power is desired at some location, the corresponding element in
the desired beampattern matrix is assigned one otherwise it is assigned zero. For the
input beampatiern, a waveform can be directly designed using the algorithms presented
above. The real and imaginary parts of the symbaols of the designed waveform can be
coded into the corresponding digital bit streams. Each coded bit stream can be fed into
the corresponding storage unit, where each bit stream is converted into analogue IQ
data stream. Finally, the IQ data is modulated, amplified, and transmiited at the symbol
fransmission rate from the corresponding antenna. in this radar system, the
beampatiern can be changed adaptively.

[0045] With reference to FIG. 13, shown is a schematic block diagram of a
processing device 13200 according to various embodiments of the present disclosure.
The processing device 1300 includes at least one processor circuit, for example, having
a processor 1303 and a memory 1308, both of which are coupled to a local interface
1308. To this end, the processing device 1300 can comprise, for exampie, at leasi one
computer or like device, which may be used to control radar transmissions. The local
interface 1309 can comprise, for example, a data bus with an accompanying
address/control bus or other bus structure as can be appreciated.

{0046] Stored in the memory 1306 are both data and several components that are
executable by the processor 1303, In particular, stored in the memory 1308 and
executable by the processor 1303 may be a beampatterning application 1315 and/or
other applications 1318, Also stored in the memory 1306 can be a data store 1312 and
other data. In addition, an operating system can be stored in the memory 1308 and
executable by the processor 1303,

f00477 I is understood that there can be other applications that are stored in the
memory 1308 and are executable by the processor 1303 as can be appreciated. Where
any component discussed herein is implemented in the form of software, any one of a

number of programming languages can be employed such as, for example, C, C++, C#,
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Objective C, Java®, JavaScript®, Perl, PHP, Visual Basic®, Python®, Ruby, Delphi®,
Flash®, or other programming languages.

[0048] A number of sofiware components are stored in the memory 1306 and are
exacutable by the processor 1203, In this respect, the term "sxecutable” means a
program file that is in a form that can ullimaiely be run by the processor 1303
Examples of executable programs can be, for exampile, a compiled program that can be
translated into machine code in a format that can be loaded into a random access
portion of the memory 1308 and run by the processor 1303, source code that can be
expressed in proper format such as cbject code that is capable of being loaded into a
random access portion of the memory 1308 and executed by the processor 1303, or
source code that can be interpreted by another executable program to generate
instructions in a random access portion of the memory 1308 to be exscuted by the
processor 1303, efc. An exaecutable program can be stored in any portion or component
of the memory 1308 including, for example, random access memory (RAM), read-only
memory (ROM), hard drive, solid-state drive, USB flash drive, memory card, optical disc
such as compact disc (CD) or digital versatile disc (DVD), floppy disk, magnetic tape, or
cther memory components.

f00487 The memory 1306 is defined herein as including both volatile and
nonvolatile memory and data storage components. Yolatile components are those that
do nof retain data values upon {oss of power. Nonvolatile components are those that
retain data upon a loss of power. Thus, the memeory 1306 can comprise, for example,
random access memory (RAM}, read-only memory (ROM), hard disk drives, solid-state
drives, USB flash drives, memory cards accessed via a memory card reader, floppy
disks accessed via an associated floppy disk drive, optical discs accessed via an optical
disc drive, magnetic tapes accessed via an appropriate tape drive, and/or other memory
components, or a combination of any two or more of these memory componenis. in
addition, the RAM can comprise, for example, static random access memory (SRAM),

dynamic random access memory (DRAM}, or magnetic random access memory
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{(MRAM) and other such devices. The ROM can comprise, for example, a
programmable read-only memory (PROM), an erasable programmable read-only
memory (EPROM), an electrically erasable programmable read-only memory
(EEPROM]), or other like memory device.

[0050] Also, the processor 1303 can represent multiple processors 1203 and the
memory 1308 can represent multiple memories 1306 that operate in parallel processing
circuits, respectively. In such a case, the local interface 1308 can be an appropriate
neiwork that facilitates communication between any two of the multiple processors
1303, between any processor 1303 and any of the memories 1308, or between any two
of the memories 1308, efc. The local interface 1309 can comprise additional systems
designed o coordinate this communication, including, for exampile, performing load
balancing. The processor 1303 can be of electrical or of some other available
construction.

{00517  Although the beampatterning application 1315, application(s) 1318, and
other various systems described herein can be embodied in software or code executed
by general purpose hardware as discussed above, as an alternative the same can also
be embodied in dedicated hardware or a combination of sofiware/general purpose
hardware and dedicated hardware. If embodied in dedicated hardware, each can be
implemented as a circuit or state machine that employs any one of or a combination of a
number of iechnologies. These technologies can include, but are not iimited to, discrete
logic circuits having logic gates for implementing various logic functions upon an
application of one or more data signals, application specific integrated circuits having
appropriate logic gates, or other components, efc. Such technologies are generally well
known by those skilled in the art and, consequently, are not described in detall hersin.

[00527  Although the sequence of TABLE 1 shows a specific order of execution, it is
understood that the order of execution may differ from that which is depicted. For
example, the order of execution of two or more blocks may be scrambled relative o the

order shown. Also, two or more steps shown in succession in TABLE 1 may be
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executed concurrently or with partial concurrence. Further, in some embodiments, one
or more of the steps shown in TABLE 1 may be skipped or omitied {in favor, e.g.,
measured travel times). In addition, any number of counters, state variables, warning
semaphores, or messages might be added {o the logical flow described herein, for
purposes of enhanced utility, accouniing, performance measurement, or providing
troubleshooting aids, efc. it is understood that all such variations are within the scope of
the present disclosure.

[0053]  Also, any logic or application described herein, including the patterning
application 1315 and/or application(s) 1318, that comprises soflware or code can be
embodied in any non-transitory computer-readable medium for use by or in connection
with an instruction execution system such as, for example, a processor 1303 in g
computer system or other system. In this sense, the logic may comprise, for example,
statements including instructions and declarations that can be feiched from the
computer-readabie medium and executed by the instruction execution system. Inthe
context of the present disclosure, a "computer-readable medium” can be any medium
that can contain, store, or maintain the Ingic or application described herein for use by
or in connection with the instruction execution system. The computer-readable medium
can comprise any one of many physical media such as, for example, magnetic, optical,
or semiconductor media. More specific examples of a suitable computer-readable
medium would include, but are not limiled to, magnelic tapes, magnetic floppy disketies,
magnetic hard drives, memory cards, solid-state drives, USB flash drives, or optical
discs. Alsg, the computer-readable medium can be a random access memory (RAM)
including, for example, static random access memory (SRAM) and dynamic random
access memory (DRAM), or magnetic random access memory (MRAM). In addition, the
computer-readable medium can be a read-only memory (ROM), a programmabile read-
only memory (PROMj}, an erasable programmabile read-only memory (EPROM), an
electrically erasable programmabile read-only memory (EEPROM), or other type of

memory device.
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[00541  In this disclosure, a closed-form method of covariance matrix design and a
direct closed-form solution of waveform design for the desired transmit beampattern
using planar transmit antenna array is presented. The 2D-FFT algorithm exploits
discrete Fourier transform o reduce the computational complexity and find the close-
form solutions. For the covariance mairix design, the method fulfills both positive semi-
definite and equal elemental power constraints. Yhile for waveform design, the
proposed maethod fulfills finite alphabet and constant envelope constraints. The
numerical simulations presented confirm that the method is computationally efficient and
parforms closely fo the SDP-based method as the number of antennas increases.

Appendix
[0055] The proof of Lemma 1 is straightforward. By exploiling the orthogonaiity of

the vectors defined in Egn. (12), eH ({1 l)e(my, ma) = M N8y, 61y, Where &; in

the Kronacker delta. Thus, we obtain:

M- N-1

Hypo g 1
1, l2)Rppelli lo) = E E He{ky, ko)
Q=

e (21 f)je(kl /L))O (f‘/’l kaYe(ly, 1)
M—-1N-—-

- UV ZZH (ky, ko)

k=0 ke =0
{f@ﬂ\f’)“égl;ﬁ_égikg
= Hf(ﬂl, Is3}.
Since Hel(ly k) = 0fork, = 01, .M ~1andk, = 0,1,..,N —1 and Ry, is the sum of
muitiple rank 1 positive semi-definite mairices, R, is positive semi-definite.
[0056] To prove that all the diagonal elements of R, are equal, find the expression

the ith diagonal element R, ({, {) from the formula in Egn. (13):

M-I N-1

Rpplif) = N2 Z Zﬂf{\fﬂ:h‘-g,}

I\TIZO I’ZZO
le(k, ka) e (ki ka)] (3. 1).
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Since [e(ky, ke (k, k)L D = 1 for any index value {, the following can written:

M—-1IN-—-

Ranli.t) = HL\ TN 2 Z Hp(ley o)

k1 =0 ka=0
A‘\ o
(MN2

whare N, is the number of non-zero elements in the frequency domain matrix He.

[0057] It should be emphasized that the above-described embodiments of the
present disclosure are merely possible exampiles of implementations set forth for a clear
undersianding of the principles of the disclosure. Many variations and modifications
may be made {o the above-described embodiment{s) withoui departing substantiaily
from the spirit and principles of the disclosure. All such modifications and variations are
intended to be included hersin within the scopse of this disclosure and protected by the
following claims.

[0058] It should be noted that ratios, concentrations, amounts, and cother numerical
data may be expressed herein in a range format. tis to be understood that such a
range format is used for convenience and brevily, and thus, shouid be interpreted in a
flexible manner o include not only the numerical values explicilly recited as the limits of
the range, but also {o include all the individual numerical values or sub-rangss
encompassed within that range as if each numerical value and sub-range is explicitly
recited. To lllustrate, a conceniration range of “about 0.1% to about 5% should be
interpreted to include not only the explicitly recited concentration of about 0.1 wt% to
about 5 wit%, but aiso include individual concentrations (e.g., 1%, 2%, 3%, and 4%) and
the sub-ranges (e.g., 0.5%, 1.1%, 2.2%, 3.3%, and 4.4%) within the indicated range.
The term “about” can include traditional rounding according to significant figures of

numerical vaiues. In addiiion, the phrase “about % 10 'y” includes “about *X’ 10 about

353

:y, .
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CLAIMS

Therefore, at least the following is claimed:

1. A method, comprising:
defining, with processing circuitry, a waveform covariance matrix based
at least in part upon a two-dimensional fast Fourier iransform (2D-FFT) analysis
of a frequency domain matrix Hy associated with a planar array of antennas,
encoding symbols based upon the waveform covariance mairix; and

transmitting the encoded symbols via the planar array of antennas.

2. The method of claim 1, wherein the frequency domain matrix Hy is based at

least in part upon a defined region of interest (ROI) associated with the planar

array of antennas.

3. The method of any one of claims 1 and 2, wherein individual elements of the
frequency domain matrix H, correspond to individual antennas of the planar
array of antennas, where individual slements corresponding to individual
antennas within the ROI are assigned a value of one and individual elements
corresponding 1o individual antennas outside the ROl are assigned a value of

Zero.

4, The method of any one of claims 1-3, wherein individual elements of the
waveform covariance matrix are determined based upon a time domain matrix
H, generated by a two-dimensional inverse discrete Fourier transform (2D-IDFT)

of the frequency domain matrix Hy.
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5, The method of claim 4, wherein the individual elements R of the waveform
covariance matrix are determined from elements H, of the time domain matrix H;

based upon

R{iy i) = mﬁt((li =~ b o — Lol

where i;,i, = (L, 1, ..., MN — 1.

8. The method any one of claims 1-5, wherein the waveform covariance matrix is

block Toeplitz.

7. A system, comprising:
an N x M planar array of antennas, with N > 2 and M » 2; and
transmission circuitry configured to transmit symbols via a two-
dimensional (2D) waveform beampatiern defined based at least in part upon a

2D fast Fourier transform (2D-FFT) analysis of a frequency domain matrix H,

associated with the planar array of antennas.

8. The system of claim 7, wherein the transmission circuitry comprises a
processing unit configured to synthesize coded symbols based af least in part

upon the 2D waveform beampattern.

5. The system of any one of claims 7 and 8, wherein the transmission circuitry
comprises:
a memory unit configured to store a plurality of digital bit streams
corresponding 1o the coded symbeols; and
a front end unit configured o transmit the plurality of digital bit streams

corresponding (o the coded symbols through the planar array of antennas.
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11.

12.

13.

14.
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The system of claim 9, wherein the front end unit is a radar front end unit
configured to transmit the coded symbois through a planar array of radar

aniennas.

The system of any one of claims & and 8, wherein the frequency domain mairix

H, is based at least in part upon a defined region of interest (ROI) associated

with the planar array of antennas.

The system of any one of claims 8-11, wherein individual elements of the
frequency domain matrix H, correspond to individual antennas of the planar
array of antennas, where individual elemenis corresponding to individual
antennas within the ROI are assigned a value of one and individual elements
corresponding 1o individual antennas outside the ROl are assigned a value of

Zero.

The system of any one of claims 812, wherein individual elements of the
waveform covariance matrix are determined based upon a lime domain matrix
H, generated by a two-dimensional inverse discrete Fourier ransform (2D-IDFT)

of the frequency domain matrix Hy.

The system of claim 13, wherein the individual elements R of the waveform
covariance matrix are determined from elements H, of the time domain matrix H;

hased upon

, . 1 . .
R(iy, i) = mﬂt((ia_ = iz),ws Eile - iizjm)

where {,,i» = 0,1,..., MN — 1.
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18. The system of any one of claims 11-14, whersin the processing unit is

configured to determine the frequency domain matrix H,.
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