Abstract—In this paper, we consider a multiuser multiple-input multiple-output (MIMO) decode-and-forward (DF) relay broadcasting channel (BC) with single source, multiple energy harvesting (EH) relays and multiple destinations. All the nodes are equipped with multiple antennas. The EH and information decoding (ID) tasks at the relays and destinations are separated over the time, which is termed as the time switching (TS) scheme. As optimal solutions for the sum-rate maximization problems of BC channels and the MIMO interference channels are hard to obtain, the end-to-end sum rate maximization problem of a multiuser MIMO DF relay BC channel is even harder. In this paper, we propose to tackle a simplified problem where we employ the block diagonalization (BD) procedure at the source, and we mitigate the interference between the relay-destination channels using an algorithm similar to the BD method. In order to show the relevance of our low complex proposed solution, we compare it to the minimum mean-square error (MMSE) solution that was shown in the literature to be equivalent to the solution of the sum-rate maximization in MIMO broadcasting interfering channels. We also investigate the time division multiple access (TDMA) solution which separates all the information transmissions from the source to the relays and from the relays to the destinations over time. We provide numerical results to show the relevance of our proposed solution, in comparison with the no co-channel interference (CCI) case, the TDMA based solution and the MMSE based solution.
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I. INTRODUCTION

Simultaneous wireless information and power transfer (SWIPT) in wireless communication systems has recently gained significant research interest to study the simultaneous use of radio frequency (RF) signals to transmit data and to harvest energy. References [1] and [2] pioneered the study of SWIPT in single-input single-output (SISO) systems with flat-fading and frequency selective channels, respectively. The authors in [3] considered SWIPT in multiple-input multiple-output (MIMO) systems and studied practical schemes that separate the energy harvesting (EH) and the information decoding (ID) operations over the power domain or the time domain. These were called the power splitting (PS) and the time switching (TS) schemes, respectively.

Cooperative systems where SWIPT is employed were also studied since relay communications systems further improve the system capacity and communication coverage. In [4], the outage probability and the ergodic capacity of a two-hop SISO amplify-and-forward (AF) relay system with energy harvesting relay were investigated for delay-limited and delay-tolerant transmission modes. The authors in [5] extended this work to derive the achievable throughput of a continuous and discrete adaptive TS protocol where both AF and decode-and-forward (DF) relay networks were considered. In [6], a two-hop multi-antenna AF relay system with an independent multi-antenna EH receiver was considered where orthogonal space-time block codes (STBC) were employed for data transmission. The authors investigated the rate-energy tradeoff between the harvested energy at the EH receiver and the information rate at the destination node with knowledge of instantaneous channel state information (CSI), and the outage-energy tradeoff between the harvested energy at the EH receiver and the outage probability with second order statistics of the CSI. In [7], the achievable throughput and ergodic capacity were derived in a two-hop SISO DF relay system where the PS and TS schemes are employed. On the other hand, multiuser diversity has been shown to further improve the performance of MIMO communication systems. The capacity of broadcasting channels has been studied in [8], [9]. In [10], dirty paper coding (DPC) was shown to be capacity achieving in MIMO broadcasting channels. However, DPC has a high computational complexity which made it hard to be implemented in practice. Several suboptimal algorithms with manageable complexity were proposed in the literature, such as the zero-forcing (ZF) and block diagonalization (BD) methods. When the receivers are equipped with multiple antennas, the BD method was proposed to eliminate the multi-user interference (MUI) by generalizing the ZF channel inversion method to the multiple antennas case [11]. The BD method was shown to have relatively low complexity while providing good performance. On the other hand, the multiuser MIMO interference channel (where the broadcasting channel is a special case) has also captured a lot of research interest. The sum rate maximization (MSR) problem of these channels was shown to be connected to...
the minimization of mean-square error (MSE) problem to obtain local optimums of the MSR problem [12]–[15]. In [13], a weighted sum rate maximization (MWSR) problem was considered and linear transceiver design algorithm was proposed based on the connection with iterative minimization of the weighted MSE. The proposed algorithm was shown to converge to a stationary point of the MWSR problem and was extended to a general class of sum-utility maximization problem.

Multiuser diversity where SWIPT is employed was studied in [16] where a one multi-antenna access point (AP) broadcasts wireless power to a set of single-antenna users via energy beamforming in the downlink (DL). The users then use the harvested energy to send back their information simultaneously to the AP in the uplink (UL). In this context, the DL-UL time allocation, the DL energy beamforming and the UL power allocation are optimized to maximize the minimum uplink throughput among all users. The work done in [16] is extended in [17] to consider the massive MIMO (MM) case where the AP has a large number of antennas. The minimum transmission rate among all the users is maximized where the transmission frame is divided into the UL channel estimation phase, the DL energy transfer phase and the UL information transfer phase. In [18], the rate-energy region is investigated for a K-user MIMO interference channel where joint wireless information and energy transfer is considered in which the receivers either decodes the information or harvests the energy.

This paper fits into this line of research where the SWIPT technique is employed in a cooperative system with multiuser MIMO DF relay broadcasting channels where the relays have EH capabilities. This scenario may occur when the base station (BS) is communicating with end-users and the direct link suffers from severe path attenuation or shadowing. However, there are EH powerless relays close to the BS that are ready to assist the BS transmission to the end users using energies gained from the BS itself. To the best of our knowledge, the multiuser MIMO relay broadcasting channels with multiple EH relays and single/multiple destinations were not tackled before in the literature. As cited above, the maximization problem of the capacity of MIMO broadcasting channels has a high computational complexity. This makes the sum rate maximization problem of multiuser MIMO relay broadcasting channels hard to be solved. In this paper, we seek to enhance the sum of the source-destinations rates by using the BD method at the source, and managing the interference between the relays and the destinations in different ways. Our results show the relevance of our sum rate enhancement solution by comparing its performance to special cases and other standard solutions where: (a) no co-channel interference (CCI) occurs at the relays and the destinations, (b) the BD procedure is performed at the source and no CCI occurs at the destinations, (c) the time division multiple access (TDMA) method is employed in a way to separate over time the source to relays information transmissions and the relays to destinations information transmissions, (d) the iterative minimum mean square error (MMSE) precoder and decoder solutions which is known to be equivalent to the sum rate maximization problem of MIMO interfering broadcasting channel.

II. SYSTEM MODEL

As shown in Fig. 1, we consider a two-hop MIMO DF relay communication system with one source $S$, multiple relays $R_k,k=1,...,K$ and multiple destinations $D_j,j=1,...,K$, with $K$ is the number of relays and destinations, $1 \leq k \leq K$ is the index of the relay, and $1 \leq j \leq K$ is the index of the destination. The source is equipped with $N_s$ antennas. Each relay $R_k$ and destination $D_j$ are equipped with $N_{r,k}$ and $N_{d,j}$ antennas, respectively. Let $N_r = \sum_{k=1}^{K} N_{r,k}$ and $N_d = \sum_{j=1}^{K} N_{d,j}$. We assume that $N_r \geq N_d$. The direct links between the source and the K destinations are not considered, due to severe path attenuation and shadowing. Each relay operates in a half-duplex mode, i.e. the signals transmitted from the source to the K relays and the signals transmitted from the K relays to the K destinations are transmitted orthogonally over time. The channel between the source and each relay $R_k$ and the channel between each relay $R_k$ and each destination $D_j$ denoted as $H_k \in C^{N_r \times N_s}$ and $G_{j,k} \in C^{N_{d,j} \times N_{r,k}}$, respectively. All the channels $H_k$ and $G_{j,k}$, $1 \leq k \leq K$ and $1 \leq j \leq K$, are assumed to be quasi-static block-fading channels. We assume that the CSI is perfectly known at all the nodes.

While both the source and the destinations are battery powered, the relays are energy harvesting nodes. Each relay is equipped with an EH receiver and an ID receiver. We assume that the EH and ID receivers are operating at the same frequency. We also assume that the processing power used by the receive and transmit circuits at the relay is negligible compared to the transmit power of the relay.

The operations of the EH and ID receivers at the relays are separated via a time switcher that divides the transmission block into an energy harvesting phase and an information transmission phase. Let $\alpha$ be the time ratio allocated to the EH receiver at each relay, with $0 \leq \alpha \leq 1$.

- During the initial EH mode, the K relays harvest energy.
from the received RF signal from the source during $\alpha T$ seconds.

- Then, the source sends the information carrying signal to the relays over a period of duration $\frac{1-\alpha}{2}T$ seconds.
- The relays use the harvested energy to forward the signal from the source to the destinations during the remaining part of the time slot.

Note that the TS scheme was chosen over the PS scheme only for its simplicity. The study of the PS scheme will be the object of future extension works. Without loss of generality, we assume $T = 1$.

A. Energy Harvesting at the Relays

During the EH mode, the source transmits an energy carrying signal $x_e$ of size $N_s \times 1$ to the $K$ relays, after precoding it, given by

$$
x_e = W_c s_e = \begin{bmatrix} W_{c,1} & \ldots & W_{c,K} \end{bmatrix} s_e = \sum_{k=1}^{K} W_{c,k} s_{e,k},
$$

where $s_e$ is the $N_s \times 1$ signal transmitted to the $K$ relays with $\mathbb{E}[s_{e,k} s_{e,k}^H] = I_{N_s}$, $W_c$ is the associated precoding matrix at the source of size $N_s \times N_s$, $s_{e,k}$ is the $N_s \times 1$ signal transmitted to the $k$'th relay, and $W_{c,k}$ is the associated precoding matrix of the $k$'th relay. The covariance matrix of $x_e$ is given by

$$
S_e = \mathbb{E}[x_e x_e^H] = W_c W_c^H
$$

and is subject to an average transmit constraint at the source. In other words, $S_e$ satisfies: $\mathbb{E}[\|x_e\|^2] = tr(S_e) \leq P_s$ where $tr(.)$ denotes the trace operator.

The $N_r \times 1$ received vector $y_{e,k}$ at the $k$'th relay $R_k$, with $k = 1, \ldots, K$, is given by

$$
y_{e,k} = H_k x_e + n_{e,k} = H_k \begin{bmatrix} s_{e,1} & \ldots & s_{e,K} \end{bmatrix} + n_{e,k},
$$

where $n_{e,k}$ is the $N_r \times 1$ additive white Gaussian noise (AWGN) vector whose entries are independent identically distributed (i.i.d.) and drawn from the Gaussian distribution with zero mean and variance equal to $\sigma^2_{n,k}$. The rate $R_{S_k}$ between the source and the $k$'th relay $R_k$ is given by

$$
R_{S_k} = \frac{1}{2} \log_2 (1 + \frac{P_s}{\sigma^2_{n,k}}) = \frac{1}{2} \log_2 (1 + \frac{P_s}{\sigma^2_{n,k}}) \geq P_s
$$

where $P_s$ is the transmitted power of the source.

B. Source-to-Relays Data Transmission

Once the energy is harvested at the $K$ relays, the source sends data streams to each destination via the relays after precoding them using matrix $W_r$ of size $N_r \times n$, with $n = \sum_{k=1}^{K} n_k = \sum_{k=1}^{K} \min(N_{r,k}, N_{d,k})$. The $N_r \times 1$ transmitted signal at the source $x_s$ is given by

$$
x_s = W_s s = \begin{bmatrix} W_{s,1} & \ldots & W_{s,K} \end{bmatrix} s_e = \sum_{k=1}^{K} W_{s,k} s_k,
$$

where $s$ is the $n \times 1$ data signal transmitted to the $K$ destinations with $\mathbb{E}[s s^H] = I_n$, $W_s$ is the associated precoding matrix of size $N_r \times n$, $s_k$ is the signal transmitted to the destination $D_k$ of size $n_k \times 1$, and $W_{s,k}$ is the associated precoding matrix of size $N_r \times n_k$. The covariance matrix of $x_s$ is $S = \mathbb{E}[x_s x_s^H] = W_s W_s^H$ and satisfies $\mathbb{E}[\|x_s\|^2] = tr(S) \leq P_s$. The $n \times 1$ received signal $y_r$ at the $k$'th relays $R_k$, with $k = 1, \ldots, K$, is given by

$$
y_r = H_k y_s + n_r = H_k \begin{bmatrix} W_{s,1} & \ldots & W_{s,K} \end{bmatrix} s_e + n_r
$$

where $y_s$ is the transmitted signal from the source defined in (5), $n_r$ is the $N_r \times 1$ AWGN vector whose entries are i.i.d. and drawn from the Gaussian distribution with zero mean and variance equal to $\sigma^2_{n,r}$. We denote by $S_r = W_s W_s^H$. The rate $R_{S_k}$ between the source and the $k$'th relay $R_k$ is given by

$$
R_{S_k} = \frac{1}{2} \log_2 (1 + \frac{P_s}{\sigma^2_{n,k}}) = \frac{1}{2} \log_2 (1 + \frac{P_s}{\sigma^2_{n,k}}) \geq P_s
$$

where $P_s$ is the transmitted power of the source.
variance equal to $\sigma_{x,k}^2$. Consequently, the rate $R_{S_k, \mathcal{D}_k}$ between the $k$’th relay $R_k$ and the $k$’th destination $D_k$ is given by:

$$R_{R_k, \mathcal{D}_k}(\alpha, R_{r_k}) = \frac{1 - \alpha}{2} \log_2 \left[ I_{N_{d,k}} + M_{-k}^{-1} G_{k,k} R_{r,k} G_{k,k}^H \right]$$

(14)

$$= \frac{1 - \alpha}{2} \log_2 \left[ I_{N_{d,k}} + M_{-k}^{-1} G_{k,k} W_{r,k} W_{r,k}^H G_{k,k}^H \right].$$

(15)

where

$$M_{-k} = \sigma_{x,k}^2 I_{N_{d,k}} + \sum_{l=1}^{K} G_{l,k} R_{r,l} G_{l,k}^H$$

(16)

$$= \sigma_{x,k}^2 I_{N_{d,k}} + \sum_{l=1}^{K} G_{l,k} W_{r,l} W_{r,l}^H G_{l,k}^H.$$  

(17)

Note that the $k$’th destination is only interested in decoding the data transmitted from the $k$’th relay. Let $R_r = \begin{bmatrix} \mathcal{R}_{r,1} \\ \vdots \\ \mathcal{R}_{r,K} \end{bmatrix}$ be the vertical concatenation of all the matrices $R_{r,k}$, $1 \leq k \leq K$.

III. Precoders Design at the Source and Relays

The objective of this work is to characterize the design of the optimal covariance matrices $S$, and $S$ at the source during the EH period and ID period, respectively, and the design of the optimal covariance matrices $R_k$ at the $K$ relays in order to maximize the sum of the end-to-end transmission rates. The sum of the source-destinations transmission rates of the MIMO DF relay system, in bits/s/Hz, is given by

$$R(\alpha, S, R_r) = \sum_{k=1}^{K} \min \left( R_{S_k, \mathcal{D}_k}(\alpha, S), R_{R_k, \mathcal{D}_k}(\alpha, R_r) \right).$$

(18)

The optimal design of $\alpha$, $S$, $S$ and $R_k$ corresponds to the following maximization problem of the sum of the source-destinations transmission rates, subject to the transmit power constraint at the source $P_S$ and the transmit power constraint at the $K$ relays $P_{r,k}$:

$$\max_{\alpha, S, R_r} R(\alpha, S, R_r) = \sum_{k=1}^{K} \min \left( R_{S_k, \mathcal{D}_k}(\alpha, S), R_{R_k, \mathcal{D}_k}(\alpha, R_r) \right).$$

(19a)

s.t. $tr(S) \leq P_S$,

$$tr(S) \leq P_S,$$  

(19b)

$$tr(S) \leq P_{r,k}(\alpha, S),$$  

(19c)

$S \geq 0, S \succeq 0, R_{r,k} \geq 0,$

(19d)

$0 \leq \alpha \leq 1.$  

(19e)

This optimization problem is not convex since the objective function (19a) is not concave, and hence the optimal solution is hard to obtain. In order to solve the problem (P), we fix $\alpha \in [0,1]$ and we solve the problem for a given $\alpha$. Recall that the maximum of a multivariable objective function can be computed as $\max f(x,y) = \max f(x,y)$ [21]. Then, the optimal $\alpha$ can be easily obtained using a one-dimensional search method, either the greedy search or the bisection method [22]. Note that the optimal $\alpha$ satisfies: $0 < \alpha < 1$.

In our work, we propose to tackle the simplified sum-rate enhancement problem explained below:

- We use BD at the source to eliminate the interference induced by one relay’s signals on the others and we derive the structure of the covariance matrix $S$ at the source during the information transmission period.

- We derive the structure of the covariance matrices $R_{r,k}$ at the $K$ relays via maximizing the sum rate of the interference channels between the relays and the destinations, therefore, by using the recursive update of the matrices $M_{-k}$, until convergence.

- Or, by canceling the interference between the destinations using a technique similar to the BD method.

- Using these three steps, Problem (P) simplifies to an equivalent optimization problem that is convex and can be jointly optimized.

- We jointly optimize the covariance matrix $S_r$ at the source during the energy harvesting, with the obtained covariance matrices $S$ and $R_{r,k}$ from the previous steps, for a given $\alpha \in (0, 1)$.

- We obtain the optimal $\alpha$ via a one-dimensional search method.

In what follows, we detail this outline and present the solutions.

A. Block Diagonalization at the Source

During the first $\frac{Q_{\text{ID}}}{2}$ of the ID period, the $N_r \times 1$ received vector $y_{s,k}$ at each relay $R_k$ is given by:

$$y_{s,k} = H_{s,k} W_{s,k} x_k + H_{k} \sum_{i=1}^{K} W_{s,i} S_i + n_{r,k}.$$  

(20)

In order to eliminate the interference induced by one relay on the others, we use BD where the precoders $W_{s,k}$ are chosen to satisfy

$$H_{s,k} W_{s,k} = 0, \forall k \neq l.$$  

(21)

Let $H_{s,k}$ denote the $(N_r - N_{r,k}) \times N_s$ matrix such that $H_{s,k}$ is the vertical concatenation of all the $H_i$ except $H_k$. The BD conditions are equivalent to

$$H_{s,k} W_{s,k} = 0, \forall k.$$  

(22)

Let us consider the singular value decomposition (SVD) of $H_{s,k}$.

$$H_{s,k} = U_{s,k} D_{s,k} V_{s,k}^H = U_{s,k} D_{s,k}^{1/2} \begin{bmatrix} V_{s,k}^a & V_{s,k}^b \end{bmatrix}^H,$$  

(23)

where $U_{s,k}$, $V_{s,k}$, $V_{s,k}^a$ and $V_{s,k}^b$ are unitary matrices with dimensions $(N_r - N_{r,k}) \times (N_r - N_{r,k})$, $N_s \times N_s$, $N_s \times N_r$ and $N_s \times (N_s - N_r)$, respectively. $D_{s,k}$ is the diagonal matrix containing the eigenvalues of $H_{s,k} H_{s,k}^H$ arranged in a decreasing order, and $\tilde{r}_k$ is the rank of $H_{s,k}$. $V_{s,k}^a$ and $V_{s,k}^b$ contain the eigenvectors of $H_{s,k} H_{s,k}^H$ corresponding to its nonzero eigenvalues and zero eigenvalues, respectively. Note that in order to satisfy the BD conditions, we should have the dimension condition $\tilde{r}_k < N_s$ [11]. Now, let us consider the SVD of the $N_{r,k} \times (N_s - \tilde{r}_k)$ matrix $H_{s,k} V_{s,k}^b$:

$$H_{s,k} V_{s,k}^b = \tilde{U}_{s,k} \begin{bmatrix} \tilde{D}_{s,k}^{1/2} & 0 \\ 0 & \tilde{V}_{s,k}^b \end{bmatrix}^H,$$  

(24)

$$= \tilde{U}_{s,k} \begin{bmatrix} \tilde{D}_{s,k}^{1/2} & 0 \\ 0 & \tilde{V}_{s,k}^b \end{bmatrix}^H.$$

(25)
where $\tilde{U}_{s,k},\tilde{V}_{s,k},\tilde{V}^a_{s,k}$ and $\tilde{V}^b_{s,k}$ are unitary matrices with dimensions $N_k \times N_k$, $(N_s - \tilde{r}_k) \times (N_s - \tilde{r}_k)$, $(N_s - \tilde{r}_k) \times \tilde{r}_k$ and $(N_s - \tilde{r}_k) \times (N_s - \tilde{r}_k - \tilde{r}_k)$, respectively. $\tilde{D}_{s,k}$ is the $\tilde{r}_k \times \tilde{r}_k$ diagonal matrix containing the eigenvalues of $H_k \tilde{V}^a_{s,k}$ arranged in a decreasing order, and $\tilde{r}_k$ is the rank of $H_k \tilde{V}^a_{s,k}$. $\tilde{V}^a_{s,k}$ and $\tilde{V}^b_{s,k}$ contain the eigenvectors of $H_k \tilde{V}^b_{s,k}$ corresponding to its nonzero eigenvalues and zero eigenvalues, respectively.

Thus, the precoding matrices $W_{s,k}$ are given by

$$W_{s,k} = V^b_{s,k} \tilde{V}^a_{s,k} D^{1/2}_{s,k},$$

(26)

where $D^{1/2}_{W_{s,k}}$ is the $r_k \times r_k$ diagonal matrix. Given these expressions of $W_{s,k}$, the corresponding rate between the source and the $k$th relay $R_k$ can be rewritten as

$$\tilde{R}_{S-R_k}(\alpha,D_{W_{s,k}}) = \frac{1}{2} \log_2 \left( 1 + \frac{1}{\alpha r_k^2} H_{s,k} W_{s,k} W^H_{s,k} H_k \right),$$

(27)

$$= \frac{1}{2} \log_2 \left( 1 + \frac{1}{\alpha r_k^2} \tilde{D}_{s,k} D_{s,k} W_{s,k} \right).$$

(28)

### B. Multi-User Interference Mitigation at the Destinations

After the use of BD at the source, the optimization problem that maximizes the sum of the achievable rates between the source and the destinations becomes:

(P1) : $\max_{S_k,D_{W_{s,k}},R_k} \sum_{k=1}^K \min \left( \tilde{R}_{S-R_k}(\alpha,D_{W_{s,k}}), R_{R_k-D_k}(\alpha,R_k) \right),$

(29a)

s.t. $\sum_{k=1}^K \text{tr} (D_{W_{s,k}}) \leq P_s,$

(29b)

$\text{tr} (R_{s,k}) \leq P_r(k,\alpha,S_k),$  

(29c)

$\text{tr} (S_k) \leq P_s,$

(29d)

$D_{W_{s,k}} \succeq 0, R_{s,k} \succeq 0, S_k \succeq 0.$

(29e)

This problem is still not convex, since the objective function is not concave. The nonconvexity of the problem is due to the matrices $M_{-k}$, which are related to the interference between the relay-destination channels.

We propose to solve (P1) using a method similar to the BD method used in the first phase of data transmission. Recall, the received vector $y_{d,k}$ at each destination $D_k$ is given by

$$y_{d,k} = G_{k,k} x_{r,k} + \sum_{l \neq k} G_{l,k} x_{r,l} + n_{d,k}$$

(30)

$$= G_{k,k} W_{r,k} s_k + \sum_{l \neq k} G_{l,k} W_{r,l} s_l + n_{d,k}. $$

(31)

Here in order to eliminate the interference between the destinations, we can choose the precoders $W_{r,k}$ such that

$$G_{l,k} W_{r,k} = 0, \forall l \neq k.$$  

(32)

Let $G_{-k,l}$ denote the $(N_d - N_{d,k}) \times N_{d,k}$ matrix as the concatenation of all the matrices $G_{l,k}$ except $G_{k,k}$. The BD conditions are given by

$$G_{-k,l} W_{r,k} = 0.$$  

(33)

Let us consider the following SVD decompositions

$$G_{-k,k} = U_{r,k} D^{1/2}_{-k,r} (V_{r,k})^H = U_{r,k} D^{1/2}_{-r,k} \left[ V_{r,k}^a \quad V_{r,k}^b \right]^H,$$

(34)

$$G_{l,k} V_{r,k}^b = \tilde{U}_{r,k} \left[ \begin{array}{c} D_{l,r,k}^{1/2} \quad 0 \\ 0 \quad 0 \end{array} \right] (V_{r,k})^H,$$

(35)

$$= \tilde{U}_{r,k} \left[ \begin{array}{c} D_{l,r,k}^{1/2} \quad 0 \\ 0 \quad 0 \end{array} \right] \left[ V_{r,k}^a \quad V_{r,k}^b \right]^H,$$

(36)

where $U_{r,k}, V_{r,k}^a, V_{r,k}^b, U_{l,k}, V_{l,k}^a, V_{l,k}^b$ are unitary matrices with dimensions $(N_d - N_{d,k}) \times (N_d - N_{d,k}), \quad N_{d,k} \times N_{d,k}, \quad N_{d,k} \times (N_k - \tilde{g}_k), \quad N_{d,k} \times N_{d,k}, \quad (N_k - \tilde{g}_k) \times (N_k - \tilde{g}_k), \quad (N_k - \tilde{g}_k) \times (N_k - \tilde{g}_k), \quad (N_k - \tilde{g}_k) \times (N_k - \tilde{g}_k)$, respectively. $D_{r,k}$ and $D_{r,k}$ are the diagonal matrices containing the eigenvalues arranged in a decreasing order of $G_{-k,k} G_{-k,k}^H$ and $G_{l,k} V_{r,k}^b$, respectively. $V_{r,k}^a$ and $V_{r,k}^b$ contain the eigenvectors of $G_{-k,l} G_{-k,l}^H$ corresponding to its nonzero eigenvalues and zero eigenvalues, respectively. $V_{l,k}^a$ and $V_{l,k}^b$ contain the eigenvectors of $G_{l,k} V_{r,k}^b$ corresponding to its nonzero eigenvalues and zero eigenvalues, respectively. Here, also, we should have the dimension condition $\tilde{g}_k < N_k$ in order to guarantee the BD conditions.

Similarly, as in section III-A, we show that the precoders $W_{r,k}$ are given by

$$W_{r,k} = V_{r,k}^b \tilde{V}_{r,k}^a D^{1/2}_{W_{r,k}},$$

(37)

where $D^{1/2}_{W_{r,k}}$ is the $\tilde{g}_k \times \tilde{g}_k$ diagonal matrix. Given these expressions of $W_{r,k}$, the rate between the relay $R_k$ and the destination $D_k$ becomes given by

$$\tilde{R}_{R_k-D_k}(\alpha,D_{W_{r,k}}) = \frac{1}{2} \log_2 \left( 1 + \frac{1}{\alpha d_k} G_{l,k} W_{r,k} W^H_{r,k} G_{l,k}^H \right),$$

(38)

$$= \frac{1}{2} \log_2 \left( 1 + \frac{1}{\alpha d_k} \tilde{D}_{r,k} D_{r,k} W_{r,k} \right).$$

(39)

and hence the solution of (P1) becomes simple and can be done by CVX software.

### C. Summary of Proposed Suboptimal Solution

After employing BD for source-relays communications and relays-destinations communications, the optimization problem that maximizes the sum of the achievable rates between the source and the destinations is equivalent to

(P2) : $\max_{D_{W_{s,k}},D_{W_{r,k}}} \sum_{k=1}^K \min \left( \tilde{R}_{S-R_k}(\alpha,D_{W_{s,k}}), \tilde{R}_{R_k-D_k}(\alpha,D_{W_{r,k}}) \right),$  

(40a)

s.t. $\sum_{k=1}^K \text{tr} (D_{W_{r,k}}) \leq P_s,$

(40b)

$\text{tr} (D_{W_{s,k}}) \leq P_r(k,\alpha,S_k),$  

(40c)

$\text{tr} (S_k) \leq P_s,$

(40d)

$D_{W_{s,k}} \succeq 0, D_{W_{r,k}} \succeq 0, S_k \succeq 0.$

(40e)
In order to solve it, we proceed as follow. Let \( t_k \) be a positive variable such that

\[
(P3) : \quad \max_{S, D_{W,s,k}, D_{W,d,k}} \sum_{k=1}^{K} \frac{1 - \alpha}{2} t_k,
\]

s.t.

\[
t_k \leq \bar{R}_{S-k}(\alpha, D_{W,s,k}), \tag{41b}
\]
\[
t_k \leq \bar{R}_{R_k}(\alpha, D_{W,d,k}), \tag{41c}
\]
\[
\sum_{k=1}^{K} tr(D_{W,s,k}) \leq P_s, \tag{41d}
\]
\[
tr(D_{W,r,k}) \leq P_r(\alpha, S_e), \tag{41e}
\]
\[
tr(S_e) \leq P_s, \tag{41f}
\]
\[
D_{W,s,k} \geq 0, D_{W,d,k} \geq 0, S_e \geq 0. \tag{41g}
\]

This problem is convex and can be solved using the CVX software in Matlab. Once \( D_{W,s,k} \) and \( D_{W,d,k} \) solutions to (P3) are obtained, the precoding matrices \( W_{s,k} \) and \( W_{d,k} \) (or equivalently the covariance matrices \( S \) and \( R_{s,k} \)), for \( k = 1, \ldots, K \), can be obtained using (26) and (37), respectively.

D. Remarks and Special Cases

In this part, we present some special cases (no CCI at the \( D_k \)s) and standard solutions (TDMA, MMSE) that serve as a benchmark or as a comparison reference for our proposed solution based on the BD method.

1) No Interference Between the Destinations: Here, we assume that the source use the BD technique and we assume that the destinations are far away from each other in a way to have no interference between the destinations, for the sake of simplicity, each relay \( R_k \) will be communicating in parallel with the destination \( D_k \) without cross-link interference. In other words, we have \( M_{-k} = \sigma_d^2 I_{N_d} \). Consequently, the objective function in (P1) becomes concave and the optimal \( S \) and \( R_{s,k} \) become solutions to

\[
(P5) : \quad \max_{S, D_{W,s,k}, R_{s,k}} \sum_{k=1}^{K} \frac{1 - \alpha}{2} t_k,
\]

s.t.

\[
t_k \leq \bar{R}_{S-k}(\alpha, D_{W,s,k}), \tag{42a}
\]
\[
t_k \leq \log_2 \left| I + \frac{1}{\sigma_d^2} G_{s,k} R_{s,k} G_{s,k}^H \right|, \tag{42b}
\]
\[
\sum_{k=1}^{K} tr(D_{W,s,k}) \leq P_s, \tag{42d}
\]
\[
tr(R_{s,k}) \leq P_r(\alpha, S_e), \tag{42e}
\]
\[
tr(S_e) \leq P_s, \tag{42f}
\]
\[
D_{W,s,k} \geq 0, R_{s,k} \geq 0, S_e \geq 0. \tag{42g}
\]

This equivalent problem is convex and can be solved using the convex optimization tools available in Matlab such as the CVX software [22]. The sum-rate solution of this problem can be seen as an upper bound for the sum-rate solution of the original problem.

2) TDMA Based Solution: Another method to solve (P) is to consider the time division multiple access (TDMA) transmission method at the source and the destinations. In other words, the information transmissions from the source to the relays and the information transmissions from the relays to the destinations are all separated over the time. Let \( \tau_k \) be the duration of the time slot allocated to transmit from the source to the \( k \)’th relay \( R_k \) and from the \( k \)’th relay \( R_k \) to the \( k \)’th destination \( D_k \), where \( 0 \leq \tau_k \leq 1 \). In this case, no cross interference will occur at the relays and at the destinations. Thus, there is no need to use neither the BD method at the source nor the interference mitigations methods at the destinations. However, the time allocated for each transmission is reduced. Note that \( \tau_k \) is optimized in a similar way as \( \alpha \).

3) MMSE Based Solution: The sum rate maximization problem of the MIMO interfering broadcast channel was shown to be connected to the minimization of mean-square error (MSE) problem [12]–[15]. Even though our objective function is the sum of the minimum between two rates and is not among the general utility functions described in [13], we propose to investigate the iterative MMSE approach to show the relevance of our proposed method based on the BD at the source and the relays.

First, we perform the iterative MMSE between the source and the relays. The MMSE precoder at the source and the MMSE decoder at the \( k \)’th relay can be written as [12], [13]

\[
W_{s,k} = \left( \mu_0 I_{N_s} + H_k^H \left( \sum_{l=1}^{K} U_{l} r_{l} H_{l}^H \right) H_k \right)^{-1} H_k^H U_{r,k}, \tag{43}
\]

and

\[
U_{r,k} = \left( \sigma_r^2 I_{N_r} + H_k \left( \sum_{l=1}^{K} W_{l} r_{l} W_{l}^H \right) H_k \right)^{-1} H_k W_{s,k}, \tag{44}
\]

where \( \mu_0 \) is the Lagrange multiplier satisfying

\[
\sum_{l=1}^{K} tr(W_{l} r_{l} W_{l}^H) = P_s.
\]

The corresponding MSE matrix at the \( k \)’th relay is given by

\[
E_{S-R_k}^{MMSE}(W_r) = I - W_{s,k}^H H_k J_{s,k} H_k W_{s,k}, \tag{45}
\]

where

\[
J_{s,k} = \sigma_r^2 I_{N_r} + H_k \left( \sum_{l=1}^{K} W_{l} r_{l} W_{l}^H \right) H_k.
\]

Thus, using the MMSE precoder and decoder in (43) and (44), the achievable rate between the source and the \( k \)’th relay can be rewritten as

\[
\bar{R}_{S-R_k}(\alpha, W_s) = -\frac{1 - \alpha}{2} \log_2 \left| E_{S-R_k}^{MMSE}(W_r) \right|.
\]

Then, we perform the iterative MMSE between the \( K \) relays and the \( K \) destinations. For \( k = 1, \ldots, K \), the MMSE precoder at the \( k \)’th relay and the MMSE decoder at the \( k \)’th destination are given by [12], [13]

\[
W_{r,k} = \left( \mu_k I_{N_r} + \sum_{l=1}^{K} G_{s,l} U_{d,l} U_{d,l}^H G_{s,l} \right)^{-1} G_{s,k} U_{d,k}, \tag{48}
\]

and

\[
U_{d,k} = \left( \sigma_d^2 I_{N_d} + \sum_{l=1}^{K} G_{s,l} W_{r,l} W_{r,l}^H G_{s,l} \right)^{-1} G_{s,k} W_{r,k}, \tag{49}
\]

where \( \mu_k \) is the Lagrange multipliers satisfying

\[
tr(W_{r,k} W_{r,k}^H) = P_r(\alpha, S_e).
\]

The corresponding MSE matrix at the \( k \)’th destination is given by

\[
E_{R_k-D_k}^{MMSE}(W_r) = I - W_{r,k} G_{s,k}^{-1} G_{s,k} W_{r,k}.
\]
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Algorithm 1 Recursive MMSE Method

Inputs: $\epsilon$, $\alpha$, $P_{r,k}$ ($\alpha, S_{r}$).

(1) $i = 0$.

(2) Initialize $W_{r,k}^{i=0}$ and $W_{r,k}^{i}$ such that $\text{tr}(W_{s,k}W_{r,k}^{H}) = P_{r}$ and $\text{tr}(W_{r,k}W_{r,k}^{H}) = P_{r,k} (\alpha, S_{r})$, $\forall k = 1, \ldots, K$.

(3) Given $W_{r,k}^{i=0}$ and $W_{r,k}^{i}$, compute $R_{S-R_{k}}^{i+1}$ and $R_{R_{k}-D_{k}}^{i}$ as in (47) and (52), respectively.

(3)

repeat

(a) Given $W_{r,k}^{i}$, compute $U_{r,k}^{i+1}$ as in (44), $\forall k = 1, \ldots, K$.

(b) Given $U_{r,k}^{i=1}$, compute $W_{r,k}^{i+1}$ as in (43), $\forall k = 1, \ldots, K$.

(c) Given $W_{r,k}^{i+1}$, compute $R_{S-R_{k}}^{i+1}$ as in (47), $\forall k = 1, \ldots, K$.

(d) Given $W_{r,k}^{i+1}$, compute $U_{r,k}^{i+1}$ as in (49), $\forall k = 1, \ldots, K$.

(e) Given $U_{r,k}^{i+1}$, compute $W_{r,k}^{i+1}$ as in (48), $\forall k = 1, \ldots, K$.

(f) Given $W_{r,k}^{i+1}$, compute $R_{R_{k}-D_{k}}^{i+1}$ as in (52), $\forall k = 1, \ldots, K$.

(5) $i \leftarrow i + 1$.

until $|\sum_{k=1}^{K} R_{S-R_{k}}^{i} - \sum_{k=1}^{K} R_{S-R_{k}}^{i-1}| < \epsilon$ & $|\sum_{k=1}^{K} R_{R_{k}-D_{k}}^{i} - \sum_{k=1}^{K} R_{R_{k}-D_{k}}^{i-1}| < \epsilon$.

where

$$J_{d,k} = \alpha_{d,k}^{2}I_{N_{s,k}} + \sum_{l=1}^{K} G_{k,l} W_{r,l} W_{r,l}^{H} G_{k,l}^{H}. \quad (51)$$

Thus, using the MMSE precoder and decoder in (48) and (49), the achievable rate between the $k$'th relay and the $k$'th destination can be rewritten as

$$R_{R_{k}-D_{k}} (\alpha, W) = -\frac{1}{2} \log_{2} |E_{MMS}^{k} (W_{r})|. \quad (52)$$

The iterative MMSE for the multiuser MIMO DF relay broadcasting channel is resumed in Algorithm 1. The optimal $\alpha$ is selected in a similar way as in the BD based solution, by a one-dimensional search method. For each $\alpha$, we have the harvested energy at each relay is initialized to the one obtained from the BD solution.

IV. NUMERICAL RESULTS

In this section, we present some numerical results related to the sum rate maximization problem addressed in this paper. We consider the case where the channels between the source and the relays and the channels between the relays and the destinations are fading channels with path loss. The path loss exponent is chosen equal to $m = 2.7$ which corresponds to an urban cellular network environment [4]. The multiuser MIMO relay broadcasting communication system is composed of one source, two relays, and two destinations. The number of transmit antennas at the source are equal to $N_{s} = 6$. The number of transmit antennas at the relays are equal to $N_{r,1} = N_{r,2} = 3$. The number of transmit antennas at the destinations are equal to $N_{d,1} = N_{d,2} = 2$. We denote by $d_{sr}$, $d_{rd}$ and $d_{rd}$ the distance between the source and relays, the distance between the relays and destinations and the distance between the source and destinations, respectively. In the simulations, we assume that all the relays are equidistant from the source, as well as all the destinations. As shown in [23], [24], the wireless energy transfer is limited by the distance between the transmitter and the receiver. Thus, in our simulations, we are limited to cases of short distances, in order of meters. The cases of long distances will be the object of the extension of this work. We assume also that $\sigma_{r,k}^{2} = \sigma_{d,k}^{2} = 1$, $\forall k = 1, \ldots, K$. The conversion efficiency at the EH receivers at all relays is chosen equal to $\zeta = 1$.

In Figs. 2 and 3 and 4, we have plotted the sum of the end-to-end rates, the sum of the harvested energy at the relays, and the corresponding time ratio allocated for the EH mode, versus the distance between the source and the relays $d_{sr}$. The transmit power at the source is equal to $-10$ dBW. The
proposed solution in the paper are depicted where we perform the BD procedure to cancel the interference at the relays, and the interference cancellation methods at the destinations based on the BD procedure. The proposed solution is compared to ideal cases and other standard solutions derived in III-D that serves as a benchmark for our simplified solution:

(a) no CCI occurs at the relays and the destinations,
(b) the BD procedure is performed at the source and no CCI occurs at the destinations,
(c) The TDMA based solution is performed where $\tau_k$'s are all optimized,
(d) The MMSE based solution where the harvested energies at the relays are those obtained by our proposed solution. The covariance matrices $S_e$ cannot be jointly obtained as the simplified problem using the MMSE solution in not convex.

We can see that our simplified solution provides sum-rates closer to the TDMA and MMSE solutions. Note that the optimal value of $\tau_1$ is greater than 0.7 and increases to 1 as we increase $d_{sr}$. We can see that the end-to-end sum-rate and the sum of harvested energies at the $K$ relays decrease as we increase the distance between the source and the relays which is in accordance with the fact that wireless energy transfer is more effective over short distances. The sum of harvested energies at the $K$ relays corresponding to our proposed solution is greater than those of the other solutions.

In Figs. 5 and 6 and 7, we have plotted the sum of the end-to-end rates and the sum of the harvested energy at the relays, and the corresponding time ratio allocated for the EH mode versus the transmit power at the source in dBW. The relays are at a distance equal to $d_{sr} = 0.15d_{sd}$ where $d_{sd} = 5m$. The end-to-end rates and the sum of the harvested energies at the $K$ relays of all the considered solutions increase as we increase the transmit power at the source $P_s$, while the time ratio $\alpha$ decreases. We can see that all the interference cancellation methods at the destinations have close performance for $P_s < 0$ dBW. Otherwise, the TDMA transmission and the BD method outperform the MMSE based solution. On the other hand, the no CCI case and the BD method require more harvested energy at the relays than the TDMA and the MMSE solutions.

V. Conclusion

In this paper, we have considered the sum-rate enhancement problem in multiuser MIMO DF relay broadcasting channel with EH relays. We have solved the simplified problem where we perform the BD method at the source to eliminate the interference at the relays, and we use interference mitigation methods to cancel the interference between the relay-destination channels. We have shown the relevance of our

Figure 4. The optimal ratio $\alpha$.

Figure 5. The sum of the source-destinations rates versus the transmit power at the source $P_s$.

Figure 6. The sum of the harvested energy at the relays versus the transmit power at the source $P_s$. 
proposed solution through some selected numerical results in comparison with some special cases and standard solutions like the MMSE and TDMA.
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