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Abstract—Simultaneous co-channel transmission and reception, denoted as in-band full duplex (FD) communication, has been promoted as an attractive solution to improve the spectral efficiency of cellular networks. However, in addition to the self-interference problem, cross-mode interference (i.e., between uplink and downlink) imposes a major obstacle for the deployment of FD communication in cellular networks. More specifically, the downlink to uplink interference represents the performance bottleneck for FD operation due to the uplink limited transmission power and vulnerable operation when compared to the downlink counterpart. While the positive impact of FD communication to the downlink performance has been proved in the literature, its effect on the uplink transmission has been neglected. This paper focuses on the effect of downlink interference on the uplink transmission in FD cellular networks in order to see whether FD communication is beneficial for the uplink transmission or not, and if yes for which type of network. To quantify the expected performance gains, we derive a closed form expression of the maximum achievable uplink capacity in cellular networks. In contrast to the downlink capacity which always improves with FD communication, our results show that the uplink performance may improve or degrade depending on the associated network parameters. Particularly, we show that the intensity of base stations (BSs) has a more prominent effect on the uplink performance than their transmission power.

I. INTRODUCTION

The fifth generation (5G) of cellular networks are expected to provide a tangible evolution in the network performance and supported services. In terms of network performance, it is expected to achieve a 1000-fold capacity improvement with at least 100-fold leap in the peak data rate when compared to the state-of-the-art 4G cellular systems. Hence, cellular network operators are seeking all means to increase the spectrum utilization and cope with the ambitious 5G requirements. In this regards, in-band full-duplex (FD) communication has capitalized the attention due to its potential to double the per-link spectral efficiency. FD communication allows transceivers to transmit and receive on the same time-frequency resource block, making traditional duplexing techniques (e.g., frequency division duplexing) obsolete and providing a better utilization for the available spectrum. In general, the implementation of FD communication relies on the self-interference (SI) cancellation capabilities that allow transceivers to keep an acceptable isolation between the transmit and receive circuits while transmitting and receiving on the same time-frequency resource block, thanks to the recent advances in transceiver design [1]. Therefore, in order harvest the expected spectral efficiency gain from viable FD communication, tremendous efforts are invested to enhance the SI cancellation [2, 3].

In the context of cellular networks, instead of dividing the entire bandwidth (BW) (i.e., in time or in frequency) between uplink and downlink transmission, FD communication improves the spectrum utilization by allowing uplink and downlink to simultaneously occupy the entire bandwidth. This makes the implementation of FD communication in cellular networks disputable, even if perfect SI is achieved, due to the imposed cross-mode interference (i.e., interference between uplink and downlink transmissions). The studies in [2], [4, 5] show that, despite the imposed cross-mode interference, FD communication can effectively improve the spectral efficiency for the downlink. However, its effect on the uplink performance has been overlooked. We argue that the performance gain provided by FD communication in the downlink may come on the expense of a significant degradation in the uplink performance, due to the high disparity between the uplink and downlink operation. For instance, the downlink BS with high transmission power capability may create severe interference on the uplink due to the limited transmit power of the users’ equipment (UEs). To support our argument, we derive an upper-bound of the achieved uplink rate under FD operation. In addition, the obtained upper-bound is exploited to benchmark power control and interference cross-mode management techniques in FD cellular networks. The achieved upper-bound with the power control is compared to the traditional half-duplex (HD) communication, obtain in [6], to visualize the maximum gain that could be achieved via FD communication in cellular networks. The results confirms that FD can have significant negative impact on uplink transmissions, especially in a macro network environment where the base stations (BSs) are characterized with their high transmission powers. Nevertheless, FD communication can improve the uplink capacity in small cell networks which are characterized by their lower transmission power, in spite of their higher density, when compared to the macro cell network.

This work is focused on the effect of in-band FD communication on the uplink transmission due to two reasons. First, the explicit effect of FD communication on the uplink transmission has been neglected in the literature. Second, uplink is the bottleneck for FD communication due to the limited...
transmission power of the UEs and the strong downlink interference. Therefore, depending on the network parameters, this paper shows whether FD communication is beneficial for uplink transmission or not, and if yes, quantifies the gain in terms of data rate. Since recent studies show that the BSs in cellular network exhibit random patterns rather than idealized grids, the analysis in this paper is based on stochastic geometry tools set. More particularly, we assume a single-tier cellular network in which the BSs locations constitute a Poisson point process (PPP) with intensity \( \lambda \). Besides simplifying the analysis, the PPP has shown to give accurate estimation for the actual cellular network performance. For the sake of tractability, the analysis is based on the hybrid approach proposed in [9] for cellular networks, which assume a circular BS coverage with area \( \lambda^{-1} \) for the test BS and a PPP for the interfering BSs. The hybrid model has been also used in [10] and showed a close match to the PPP simulation. Further, the downlink interference is approximated with a Gamma distribution using second moment matching obtained via stochastic geometry analysis for the BSs interference. The accuracy Gamma approximation for the aggregate interference in the hybrid model has been validated in [9]. We further validate the Gamma approximation via simulation. We derive an upper-bound on the uplink rate which is based on Shannon’s formula and rate-optimal water filling power control assuming that the uplink transmitter has perfect instantaneous information about the interference as well as channel state information (CSI) towards the receiving BS.

The rest of this paper is organized as follows, the system model and methodology of analysis are presented in Section II. Then, Section III details the second moment matching approximation of the interference with a Gamma distribution. In Section IV, we formulate and solve the optimization problem to get a closed-form expression of the maximum achievable uplink capacity. Numerical and simulation results are showed in Section V before concluding the paper in Section VI.

II. SYSTEM MODEL

A. Network Model

We consider a single-tier cellular network in which the BSs’ locations follow a PPP \( \Psi = \{x_i\} \), where \( x_i \in \mathbb{R}^2 \) denotes the \( i^{th} \) BS location, with intensity \( \lambda \). All BSs are equipped with single antennas and transmit with a constant power \( P_{BS} \). The UEs follow a stationary point process \( \Phi \), where each user has an average power constraint \( P \). UEs associate to the BS that provides the highest average signal strength. In this case, it is easy to show that the average distance between a user and his serving BS is given by \( \bar{R} = 1/(2\sqrt{\lambda}) \). We focus the analysis on the uplink connection of a test cellular user located at the average distance \( \bar{R} \) who is communicating with the test BS located at the origin. According to Slivnyak’s theorem there is no loss in generality to focus on the performance of the BS located at the origin. Following [9], [10], we approximate the test BS coverage area by a circle with a radius of \( r_0 = \frac{1}{\sqrt{\pi} \lambda} \), to satisfy the average area of \( \lambda^{-1} \) per BS.

We assume general power-law path loss model in which the transmitted signal power decays at the rate \( r^{-\eta} \) with the distance \( r \), where \( \eta > 2 \) is the path loss exponent depending on the environment. In addition to the path loss attenuation, the signal powers experience i.i.d. Gamma distributed channel gains, denoted by \( \alpha \sim \text{Gamma}(m, \Omega) \) where \( m \) and \( \Omega \) are, respectively, the shape parameter and mean, \( i.e. \), the probability density function \( pdf \) of \( \alpha \) is given by

\[
f_\alpha(\alpha) = \frac{1}{\Gamma(m)} \left( \frac{m}{\Omega} \right)^m \alpha^{m-1} \exp\left( -\frac{ma}{\Omega} \right) ; \quad \alpha > 0.
\]

We allow the intended link to have a different fading coefficient \( \alpha_0 \sim \text{Gamma}(m_o, \Omega_o) \). We ignore the effect of the SI and the uplink network interference on the FD uplink capacity as we intend to focus on the downlink to uplink interference and obtain an upper bound on the achievable uplink capacity. In this case, the upper-bound on the uplink capacity, which is defined by Shannon’s capacity, is given by:

\[
C_{FD}^* = B \mathbb{E} \left[ \log_2 \left( 1 + \frac{P^* h}{\sum_{x_i \in \Psi} P_{BS} \alpha_i \|x_i\|^{-\eta} + N_0} \right) \right]
\]

where \( B \) is the total BW occupied by uplink transmission, \( P^* \) is the optimal transmit power, \( h = \frac{\alpha}{(2\sqrt{\lambda})^\eta} \sim \text{Gamma}(m_o, \Omega_o/(2\sqrt{\lambda})^\eta) \) is the intended channel gain including fading and path-loss attenuation, \( \|\cdot\| \) denotes the Euclidean norm, and \( N_0 \) is the noise power.

B. Methodology of Analysis

In this paper, we aim to derive the optimal power control policy that maximizes the uplink capacity given in (2). Following [11], the optimal power policy and the maximum capacity can be obtained by solving the following optimization problem

\[
\max_{P(h,I)} C = B \mathbb{E} \left[ \log_2 \left( 1 + \frac{P(h,I) h}{I + N_0} \right) \right]
\]

s.t. \( \mathbb{E}[P(h,I)] \leq \bar{P} \).

where \( P(h,I), I \), is the optimization variable denoting the test user’s instantaneous transmit power, \( I = \sum_{x_i \in \Psi} P_{BS} \alpha_i \|x_i\|^{-\eta} \).
is the aggregate downlink to uplink interference, and the expectations in (4) is computed w.r.t. both $I$ and $h$ as:

$$C_{FD} = B \int \log_2 \left(1 + \frac{hP^*(h,I)}{I + N_0}\right) f_h(h) f_I(I) dh dI,$$

$$\mathbb{E}[P(h,I)] = \int \int P^*(h,I) f_h(h) f_I(I) dh dI$$

(4)

where $f_I(.)$ and $f_h(.)$ are the pdfs of, respectively, $I$ and $h$. Since there is no closed form expression for the pdf of $I$, we can neither compute the averages in (4) nor solve the optimization problem in (3). To overcome this problem, we approximate the downlink interference via a gamma distributed random variable using moment matching. We detail the approximation steps and verify its accuracy in Section IV. Then we derive the optimal power policy that maximizes the uplink capacity in Section V and obtain a closed form expression for the achievable rate.

C. Capacity Benchmarking

In order to conduct a reliable and fair comparison that visualizes the performance gain/degradation imposed by FD communication on the uplink capacity, we have to choose a stable HD benchmark. In this paper, we use the HD uplink capacity presented in [6] to benchmark the FD uplink capacity derived. The HD uplink capacity presented in [6] is given by:

$$C_{HD} = \frac{B}{2} \mathbb{E} \left[ \log_2 \left(1 + \frac{\rho h}{I_u + N_0}\right) \right]$$

(5)

where $\rho$ is a fixed uplink received power at the BS obtained by means of path loss inversion power control. Note that the expectation in (5) is w.r.t. the channel gain $h$ and the uplink to uplink interference $I_u$. We select the benchmark in (5) for the following four reasons. First, solving an optimization problem in the form of (3), with uplink interference is not tractable due to the coupling between the uplink interference and the optimal power control. Second, the HD performance presented in [6] is constant and independent of the user location, and hence, can be compared with (5) which is obtained for a user located at the average distance $\bar{R}$. Fourth, it was shown in [6] that the capacity in the form of (5) is independent of the BSs intensity $\lambda$ and $\rho$, and hence it provides a unified benchmark for the FD operation at different BSs’ intensities.

As a consequence of the selected benchmark, if the HD capacity, obtained by (5), exceeds the FD capacity, obtained by (3), we can conclude that FD communication significantly degrades the uplink performance. This is because (3) is optimal and ignores uplink interference while (5) in sub-optimal and accounts for the uplink interference. For the same reason, if the FD capacity, obtained by (3), exceeds the HD capacity, by (5), this does not necessarily indicate a performance improvement provided by FD communication. Therefore, define the FD capacity with fixed transmission power as

$$C_{FD} = B \mathbb{E} \left[ \log_2 \left(1 + \frac{\mathcal{P} h}{\sum_{x_i \in \mathcal{X}} P_{BS} \alpha_i [x_i]^{-\eta} + N_0}\right) \right]$$

(6)

The fixed transmit power $\mathcal{P}$ is the user average transmit power constraint. The capacity defined in (6) can be used to get a better inference of the performance improvement imposed by FD communication when compared to the HD capacity defined in (5). It is worth highlighting that the main purpose of this paper is to shed light on the negative impact that may be imposed by FD communication on the uplink performance, and the analysis in this paper perfectly fits this purpose.

III. DOWNLINK TO UPLINK INTERFERENCE APPROXIMATION

In this section we obtain approximate distribution of $I$ by matching the gamma distribution parameters to the actual moments of the interference $I$. Although we cannot calculate the pdf of the aggregate downlink to uplink interference $(I)$, we can still obtain the moments via Laplace transform of the pdf (LT) of $(I)$, which can be obtained by stochastic geometry analysis for the depicted system model. The pdf (LT) of $(I)$ is given in the following lemma:

**Lemma 1.** In the depicted system model, the LT of the aggregate downlink to uplink interference in given by

$$L_I(s) = \exp \left(-2\pi\lambda \int \int x \left(1 - \left(1 + \frac{s P_{BS} x^{-\eta}}{m}\right)^{-m}\right) dx \right).$$

(7)

**Proof:** See Appendix A.

From the LT, the $n^{th}$ moment of the aggregate downlink to uplink interference can be obtained as:

$$\mathbb{E}[I^n] = (-1)^n \frac{\partial^n L_I(s)}{\partial s^n} \big|_{s=0}$$

(8)

Hence, the first moment is obtained as:

$$\mathbb{E}[I] = -2\pi\lambda \int_{\frac{1}{x^\eta}}^{\infty} x \left(1 - \left(1 + \frac{s P_{BS} x^{-\eta}}{m}\right)^{-m}\right) dx \big|_{s=0}$$

$$\equiv -2\pi\lambda \int_{\frac{1}{x^\eta}}^{\infty} \left(x \left(1 - \left(1 + \frac{s P_{BS} x^{-\eta}}{m}\right)^{-m}\right)\right) dx \big|_{s=0}$$

$$= \frac{2(\pi\lambda)^2 \Omega P_{BS}}{\eta - 2}$$

(9)

where $(a)$ follows from Leibniz integral rule. Similarly, the second moment can be computed as:

$$\mathbb{E}[I^2] = \frac{2(\pi\lambda)^2 \Omega P_{BS}^2}{\eta - 2} \left[ \frac{2}{\eta - 2} + \frac{(m + 1)(\eta - 1)}{2m(\eta - 1)} \right].$$

(10)
Using the moment matching, the distribution of the downlink to uplink interference is given in the following proposition:

**Proposition 1.** In the depicted system model, the aggregate downlink to uplink interference can be approximated by a Gamma random variable \( \Gamma(m_1, \Omega_1) \), where \( m_1 \) is the shape parameter and \( \Omega_1 \) is the mean, in which

\[
\Omega_1 = \frac{2\Omega_0(\pi \lambda)^{\frac{3}{2}} P_{BS}}{(\eta - 2)}, \quad \text{and} \quad m_1 = \frac{4(\eta - 1)\Omega_0}{\eta(\eta + \eta m_0 - 4) + 4 - 4(\eta - 1)\Omega_0}.
\]

**Proof:** The proposition is obtained by calculating the gamma distribution parameters via the moments of \( I \) and \( m_1 = \frac{\text{E}(I^2)}{\text{E}(I)} \).

The accuracy of the approximation in Proposition 1 is verified in Fig. 2, as well as in Section VI. Looking into Proposition 1, we can see that the mean of the aggregate downlink to uplink interference scales with both the BSs intensity and transmit power but with different rates. Since, \( \eta > 2 \) the effect of \( \lambda \) is more prominent than the effect of the transmit power. For instance, for a typical value of \( \eta = 4 \), a FD uplink transmission would have a better performance if the BS transmit power is increased 10 times and the BSs intensity is decreased 4 times. To this end, since the shape parameter of the distribution of \( I \) is independent from \( \lambda P_{BS} \) and the mean is directly proportional to \( \lambda^{\frac{3}{2}} P_{BS} \), it can be concluded that the aggregate interference is inversely proportional to the factor \( \lambda^{\frac{3}{2}} P_{BS} \). However, we note that the useful signal power also scales with \( R^{-\eta} \propto \lambda^{\frac{3}{2}} \).

![Fig. 2: Verification of the approximation of the interference power with Gamma distribution, \( r_0 = 300 \text{meters}, \lambda = 5 \text{km}^{-2}, P_{BS} = 20 \text{ Watts} \)](image)

### IV. OPTIMAL CAPACITY UNDER AVERAGE USER TRANSMIT POWER CONSTRAINT

By virtue of the gamma approximation for the PDF of \( I \), we can derive the optimal uplink power control policy, solve the optimization problem in (3) and obtain the maximum uplink rate in closed form. It can be observed that the optimization problem in (3) is similar to the classic "water-filling" power allocation (13). To find the optimal power control policy, we construct the Lagrangian of the optimization problem (3) as follows

\[
\mathcal{L}(P(h, I), \mu) = \int h \int I \left( \mu P(h, I) - B \log_2 \left( 1 + \frac{h P(h, I)}{I + N_0} \right) \right) \times f_h(h) f_I(I) dhdI - \mu P,
\]

where \( \mu \) is the Lagrange multiplier for the inequality constraint. Since, the optimal transmit power satisfies the Karush-Kuhn-Tucker (KKT) optimal conditions, we have

\[
\frac{\partial \mathcal{L}(P(h, I), \mu)}{\partial P(h, I)} = 0.
\]

Thus,

\[
\int h \int I \left( \mu - \frac{Bh}{\ln 2 (I + N_0 + h P(h, I))} \right) f_h(h) f_I(I) dhdI = 0,
\]

which implies that the optimal power control policy is given by:

\[
P(h, I) = \left( \frac{B h}{\mu_0 \ln 2} - \frac{I + N_0}{h} \right)^+.
\]

The optimal power control policy given in (16) is a "water-filling" policy, i.e., the transmit power and data rate of the user are increased when channel conditions are favorable (less interference and better uplink channel), decreased when channel conditions are not favorable, and the user stops transmitting when

\[
I + N_0 \geq \frac{B h}{\mu_0 \ln 2}.
\]

The optimal power control factor \( \mu_0 \) is obtained solving the constraint at boundary

\[
\int h \int I \left( \frac{B h}{\mu_0 \ln 2} - \frac{I + N_0}{h} \right)^+ f_h(h) f_I(I) dhdI = C_T^{FD}
\]

Combining (4) and (16), the maximum achievable rate can be expressed as:

\[
C_{T,FD} = \frac{B h}{\ln 2} \int h \int I \ln \left( \frac{h B}{(I + N_0) \mu_0} \right) f_h(h) f_I(I) dhdI,
\]

where \( \frac{h B}{(I + N_0) \mu_0 \ln 2} \geq 1 \). To simplify the calculation of the maximum achievable rate, we characterize the resultant distribution of the channel-to-interference-plus-noise-ratio (CINR) in the following lemma:

**Lemma 2.** Let \( \gamma = \frac{h}{1 + N_0} \) be the resultant CINR for the depicted system model, then \( x \) has the following distribution

\[
f_x(x) = \frac{k^{m_0}}{B(m_0, m_1)} (1 + k x)^{-m_0 - m_1} x^{m_0 - 1},
\]

where \( B(a, b) = \int_0^1 t^{a-1} (1 - t)^{b-1} dt \) is the beta function, and

\[
k = \frac{2 \sqrt{\lambda}^\gamma m_0 (I + N_0)}{m_1 \mu_0}\n\]

This is obtained using the method of bivariate random variable transformation considering the summation and the
ration of two Gamma random variables with different mean and scale parameter.

Exploiting Lemma 2, we can rewrite the maximum achievable rate in (19) as

$$C_{FD}^* = \frac{B}{\ln 2} \int_{a_0}^{\infty} \ln(a_0 x) f_\alpha(x)dx,$$

where $a_0 = \frac{B}{\lambda_0 \ln 2}$. The maximum achievable rate is then characterized via the following theorem:

**Theorem 1.** In the depicted system model, the maximum achievable uplink rate under full-duplex communication is upper-bounded by:

$$C_{FD}^* = \frac{B}{\ln 2} \int_{a_0}^{\infty} \ln(a_0 x) f_\alpha(x)dx,$$

where $a_0$ is numerically calculated by solving the following equation

$$a_0 = \frac{B}{\ln 2} \left( \frac{2F_1(m_1, m + m_0, 1 + m_1, 1 + m_1; -\frac{a_0}{\lambda})}{m_1} - \frac{2F_1(m_1 + 1, m + m_0, 2 + m_1; -\frac{a_0}{\lambda})}{m_1} \right) \mu$$

**Proof:** See Appendix B.

Theorem 1 gives an upper bound on the capacity of uplink communication under FD operation, which is main contribution of the paper. This upper-bound can be used to quantify the potential gains to be expected from FD communication, under a certain network setup, in the uplink direction. It is important to highlight that the obtained upper bound is obtained by assuming that the user has perfect instantaneous information about the aggregate downlink to uplink interference, which may not be practical. Nevertheless, this upper bound can benchmark the performance of more practical yet suboptimal power control techniques as shown in the next section.

V. **Simulation and Numerical Results**

In this section, we evaluate the FD performance in two network setups, namely, the macro-cells and the micro-cells network. The macro-cells setup can represent the cellular network in sub-urban areas in which the BSs have high transmit power and are sparse in the spatial domain. In contrast to the macro-cells, the micro-cells can represent the cellular network in urban areas in which the BSs have lower transmit powers and are denser in the spatial domain. In each case, we plot the upper-bound obtained in Theorem 1 against the conventional HD performance obtained in [6] to visualize the maximum performance gain that can be harvested from FD communication. We also conduct Monte Carlo simulations to verify the upper-bound obtained in Theorem 1. Unless otherwise stated, the network parameters are selected as follows: the noise and uplink interference power is set to $N_0 = 10^{-9}$, the path loss exponent $\eta = 4$. The total bandwidth is $B = 180$KHz, and the parameters of the fading for the interfering channel is $(m_1, \Omega_1) = (1, 1)$, and for the reference user channel $(m_0, \Omega_0) = (2, (2\sqrt{\lambda})^2)$.

In the first simulation example, given in Fig. 3, we study the variation of the uplink capacity with the transmit power of the BSs in a micro-cells environment. In this case study, the FD can provide a tangible performance improvement compared to HD; the gain in uplink capacity is up to 400% higher than the HD uplink for the optimized FD, and 350% for the FD with fixed transmit power. However, the figure shows that as expected, the FD performance gain monotonically decays with the transmission power of the BSs due to the increased uplink interference. It is worth noting that the HD capacity is fixed with the BS transmission power as the HD operation does not impose cross mode interference as indicated in [5]. The figure also shows that the gain w.r.t. the optimal FD compared to the fixed power FD enhancements with the increase of the BSs transmit power, which indicates the importance of estimating the downlink interference in order to achieve higher performance.

The second simulation example, given in Fig. 4, shows the uplink capacity in a macro-cells environment which is 10 times less dense but can have up to 40 times higher transmission power compared to the micro BSs. In this case, the figure shows that the FD communication is beneficial only when both BSs transmit power and density are low, otherwise the uplink capacity is deeply affected.

![Fig. 3: Variation of the uplink capacity according to the transmit power at the BSs for the case of microcells, $\lambda = 5 \times 10^{-5} m^{-2}$](image)

VI. **Conclusion**

In this paper, the mean and shape parameter of the downlink to uplink interference power are derived as function of the network parameters and it has been discovered that the density of the BSs has stronger effect on the downlink to uplink interference than the transmit power of the BSs. The results show that for micro-cells, in spite of the high vulnerability of the uplink against interference, FD communication can provide significant gain in terms of uplink data rate compared to HD communication. However, for macro-cells, FD communication
is essentially harmful to the uplink transmission, unless both BSs density and transmit power are very low.

\begin{align*}
\text{APPENDIX A} & \quad \text{PROOF OF LEMMA} \[1\]
\mathcal{L}_I(s) &= \mathbb{E}[e^{-s I}] = \mathbb{E} \left[ \exp \left( -s \sum_{i \in \psi} P_{\text{BS},i} \alpha_i |x_i|^{-\eta} \right) \right], \\
&= \mathbb{E} \left[ \prod_{i \in \psi} \exp \left( -s P_{\text{BS},i} \alpha_i |x_i|^{-\eta} \right) \right]. \quad (24)
\end{align*}

Using probability generating functional (PGFL) \[14\], we get
\begin{equation}
\mathcal{L}_I(s) = G \left( \mathbb{E}_\alpha \left[ e^{-s P_{\text{BS}} x^{-\eta}} \right] \right). \quad (25)
\end{equation}

Assuming that the base station placement follows a Poisson Point Process (PPP) with density \( \lambda \), with a minimum interfering distance \( \sqrt{\pi} \lambda \) \[9\], we get
\begin{align*}
\mathcal{L}_I(s) &= \exp \left( -2 \pi \lambda \int_{\sqrt{\pi} \lambda}^{\infty} x \left( 1 - \mathbb{E}_\alpha \left[ e^{-s P_{\text{BS}} x^{-\eta}} \right] \right) \mathrm{d}x \right) \\
&= \exp \left( -2 \pi \lambda \int_{\sqrt{\pi} \lambda}^{\infty} x \left( -M_\alpha(s P_{\text{BS}} x^{-\eta}) \right) \mathrm{d}x \right). \quad (26)
\end{align*}

\( M_\alpha(.) \) is the Moment Generating Function of the random variable \( \alpha \). Considering that the fading coefficient \( \alpha \) follows a Gamma distribution \( \alpha \sim \text{Gamma}(m, \Omega) \), we get \([7]\).

\begin{equation}
\text{APPENDIX B} \quad \text{PROOF OF THEOREM 1}
\end{equation}

Expanding \([21]\), the expression of the maximum achievable rate becomes
\begin{equation}
C^* = \frac{B \alpha^m h_i}{\mathbb{B}(m_i, m_f)} \ln 2 \int_{a_0}^{\infty} \ln \left( a_0 x \right) \left( 1 + k x \right)^{-m_h - m_i} x^{m_h - 1} \mathrm{d}x, \quad (27)
\end{equation}

This integral can be solved with integration by part considering \( u = \ln(a_0 x) \) and \( dv = \left( 1 + k x \right)^{-m_h - m_i} x^{m_h - 1} \). Therefore, \( du = \frac{1}{a_0 x} \) and \( v = \int \left( 1 + k x \right)^{-m_h - m_i} x^{m_h - 1} \mathrm{d}x \), and finally applying integration by parts, we obtain
\begin{align*}
I &= \frac{\Gamma(1 + m_0) \Gamma(m_0)}{m_0 \Gamma(m_0 + m_1)} \left( \ln(a_0 x) - \ln(x) \right)_{x=a_0}^{x=\infty} \\
&= a_0^{-m_1} F_2 (m_1, m_1, m_0 + m_1; 1 + m_i, 1 + m; -a_0^{-1}) \\
&= a_0^{-m_1} F_2 (m_1, m_1, m_0 + m_1; 1 + m_i, 1 + m; -a_0^{-1}) \quad (28)
\end{align*}
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