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Abstract—In this paper, we study a multiple-antenna two-way relaying (TWR) cognitive radio (CR) system. A space alignment (SA) technique is adopted by the secondary users (SUs) to avoid interference with the primary users (PUs). We derive the optimal power allocation that maximizes the TWR achievable SU sum-rate while respecting the total power budget and the relay power constraints. We also analyze the case in which the relay is able to optimize its gain matrix structure to enhance the SU sum-rate. In the numerical results, we quantify the sum-rate gain of using the SA in the TWR CR and we show that the SU sum-rate is very limited when the relay power is low or the PU power and its resulting interference are high. In addition, we optimize the relay gain using an iterative algorithm and compare between different relay matrix structures.

Index Terms—MIMO space alignment, cognitive radio, two-way relaying, precoder design.

I. INTRODUCTION

Spectrum scarcity is one of the most challenging problems when designing new wireless communication systems. In fact, due to the spectrum shortage reported by the FCC [2], new efficient band allocation policies have to be adopted. In this context, the cognitive radio (CR) paradigm was introduced to overcome this issue [3]–[5]. In this paradigm, secondary users (SUs) share the spectrum of licensed primary users (PUs) under the condition of not affecting the primary communication. Recently, many techniques were presented to enhance CR communications, e.g., relaying and multiple-input multiple-output (MIMO) communication systems. MIMO communications are based on multiple antennas to enhance the spectral efficiency [6]. In CR MIMO technique, the space alignment (SA) was introduced to enhance the cognitive throughput [7]–[11]. In relaying systems, additional nodes are retransmitting the received signal to the destination in the aim of reducing the communication cost and enhancing reliability [12]–[14]. Relaying is very efficient when there is no direct line of sight between the transmitter and the receiver, e.g., cell edge case. Relaying can be based on one of the following techniques: i) amplify-and-forward (AF) [15], [16]; the relay amplifies the received signal and sends it to the destination, ii) decode-and-forward (DF) [17]; the relay decodes the signal, re-encodes it and sends it, and iii) compress-and-forward (CF) [18]; the relay compresses the received signal and forwards an estimation of it. In the traditional relaying, known also as one-way [19] (OWR), the relay receives the signal in one time slot and sends it to the destination in the second time slot. Consequently, having two transceivers from both sides, transmission requires four time slots to be accomplished. Recently, the two-way relaying [20]–[22] (TWR) has been proposed as an efficient way to accomplish the transmission in two time slots only [23], [24]. In the first time slot, the relay receives two signals from the communication terminals. In the second time slot, the relay broadcasts the mixture of the two signals. Consequently, each terminal can decode the intended message by performing a self interference cancellation on the total signal. In this case, the two transmissions from both sides will only require two time slots offering a higher spectral efficiency than the OWR. The MIMO OWR CR capacity was studied in [13], [14]. Authors in [25]–[27] considered cognitive AF TWR and used beamforming design on the SU to avoid the interference with the PU. In [25], the relay is used to assist the PU communications as well. The TWR CR power allocation was studied in [28], [29] and in [21], where the authors analyzed the cognitive performance of an AF TWR in a spectrum sensing framework. In [28], the authors determined the optimal power for the SU which is acting as a DF two-way relay and focused on the outage performance. In order to better enhance the capacity, few studies focused on the relay beamforming in the TWR-MIMO framework [16], [29], [30]. In [31], optimal relay matrix was computed for a MIMO relay and the corresponding rate region was presented. In the CR framework, the authors in [32] presented precoder design when the channel state information (CSI) is not perfect with SISO PU and MIMO SU. In [27], the authors presented many relay strategies to maximize the SU sum-rate while respecting PU rate requirements.

To the best of our knowledge, the SA technique in cognitive TWR MIMO was not studied before. In this paper, we propose an efficient solution for CR TWR networks in which the SUs employ the SA technique in order to accomplish their bi-directional communication without affecting the primary transmission. In our work, we design a precoding scheme at secondary sources and relays such that the secondary communication becomes transparent to PUs. We study the
power allocation problem of the SUs in a TWR scenario similarly to [21] but in a cognitive framework where the spectrum sensing is no more needed. However, the terminals still need to perform channel sensing for the CSI acquisition. Meanwhile, we use the SA technique to avoid interfering with the PUs that are performing a direct two-way communication. Note that, in [21], the authors studied a SISO system while, in our work, we study the MIMO case which is a more general setting. The main contributions of this paper are summarized as follows:

- We design the decoders, at the secondary terminals and at the relay, which allow the secondary transmission to be totally transparent to the PUs on a MIMO TWR system using the SA technique;
- We derive a closed-form expression of the optimal power allocation per antenna for each secondary terminal;
- We propose to optimize further the relay matrix, along with optimizing the power levels, to maximize the SU rate. We present three possible structures of the relay matrix depending on their complexity-efficiency tradeoff;
- We quantify, in the numerical results, the effect of the relay parameters (power and matrix gain) on the SU sum-rate. We also perform comparison between different relay matrix complexity structures and highlight the corresponding performances.

The rest of this paper is organized as follows. In Section II, the CR TWR system model is described. Section III presents the PU power allocation design. The TWR SU optimal power allocations for a fixed relay gain are derived in Section IV. The relay gain optimization is described in Section V. Numerical results are discussed in Section VI. Finally, the paper is concluded in Section VII.

II. System Model

We consider a cognitive radio network depicted by Fig. 1, consisting of one pair of PU transceivers, denoted by $P_1$ and $P_2$, and one pair of SU transceivers denoted by $S_1$ and $S_2$. Two-way communication based on time division duplex (TDD) is performed in the primary link while the SUs exchange their messages using an AF two-way relaying technique. A relay ($R$) is introduced to ensure the communication between the secondary terminals by amplifying and forwarding the received secondary signals. The PUs, as licensed users, exploit the total bandwidth while the SUs, as unlicensed users, are allowed to share opportunistically the spectrum and to access the channel without affecting the primary communication. Each primary and secondary node is equipped with $N_p$ and $N_s$ antennas, respectively. We denote by $H_p$, $H_{s_1}$, $H_{s_2}$, $H_{s_1 p_2}$, $H_{s_2 p_2}$, $H_{p_1 R}$ the channel gain matrices representing the links between $P_1$ and $P_2$, $S_1$ and $R$, $S_2$ and $R$, $P_2$ and $S_1$, $P_2$ and $S_2$, and $P_1$ and $R$, respectively. All the channel gains are assumed to be independent and constant during two consecutive time slots. In our framework, where the objective is to investigate the performance of this novel SA-based solution for CR TWR, we assume that full channel state information (CSI) is available at all terminals using MMSE approach [33]. That is, each transmitter sends pilots and the corresponding receivers estimate the channel and broadcast their estimate to the whole network, so that each terminal is aware of an estimate of all channel involved in the network. In this work, we neglect the estimation error and assume that the estimates are very close to the actual channel gains.

The transmissions between primary transceivers is performed during two time slots. In addition, the SUs synchronize their transmissions within the primary time slots as well. Hence, the secondary transmission is completely transparent to the PUs. During the first time slot, $S_1$, $S_2$ and $P_1$ are transmitting while $R$ and $P_2$ are listening. We denote by $y_{p_2}$ and $y_R$ the received signals at $P_2$ and $R$, respectively. In this first time slot, the relay perform time synchronization by estimating the channel impairments caused by the timing offset and the difference in channel gains using maximum likelihood algorithm presented in [34].

During the second time slot, $P_2$ transmits its signal to $P_1$ while the relay amplifies the received secondary signal through a gain matrix denoted by $W$ and forwards it to $S_1$ and $S_2$. We denote by $y_{p_1}$, $y_{s_1}$, and $y_{s_2}$ the received signals at $P_1$, $S_1$, and $S_2$, respectively. The expressions of the received signals at the two time slots are given as follows

\[
\begin{align*}
\text{(a) First time slot transmissions:} & \quad \text{The senders are } P_1, S_1 \text{ and } S_2, \quad \text{whereas } P_2 \text{ and } R \text{ are listeners.} \\
\text{(b) Second time slot transmissions:} & \quad \text{The senders are } P_2 \text{ and } R \quad \text{whereas } P_1, S_1 \text{ and } S_2 \text{ are listeners.}
\end{align*}
\]
Received signals at the first time slot

\[ y_{p2} = H_p \Phi_p x_{p1} + H_{s1} p_2 \Phi_{s1} x_{s1} + H_{s2} p_2 \Phi_{s2} x_{s2} + n_{p2}, \]  
\[ y_R = H_{s1} \Phi_{s1} x_{s1} + H_{s2} \Phi_{s2} x_{s2} + H_{p1 R} \Phi_{p1} x_{p1} + n_R. \]  

Received signals at the second time slot

\[ y_{p1} = H_p^T \Phi_p x_{p2} + H_{p1 R}^T W y_R + n_{p1}, \]  
\[ y_s = H_{s1}^T W y_R + H_{s2}^T \Phi_{p2} x_{p2} + n_s, \]  
\[ y_{s2} = H_{s2}^T W y_R + H_{p2}^T \Phi_{p2} x_{p2} + n_{s2}. \]  

where \( \Phi_i, i \in \{p_1, p_2, s_1, s_2\} \) are the linear precoding matrices applied to transmitter \( i \). The signals \( x_i \)'s are independent complex Gaussian random vectors with zero mean. We consider \( P_i = E[x_i x_i^H] \) to be the covariance matrix of the vector \( x_i \), where \( E[\cdot] \) is the expectation over all channels realizations. \( ^T \) and \( ^H \) designates the transpose and the Hermitian operators, respectively. The transmitter \( i \) is subject to a peak power constraint \( \text{Tr}(\Phi_i P_i \Phi_i^H) \leq P_{\text{tot},i} \) where \( \text{Tr}(A) = \sum j A(j,j) \) is the trace of the matrix \( A \), and \( P_{\text{tot},i} \) is the total power budget of user \( i \), \( i \in \{p_1, p_2, s_1, s_2\} \).

The power of the relay \( R \) is limited to its power budget denoted by \( P_r \). Finally, \( n_i \) and \( n_{p2} \) indicate the zero mean additive white Gaussian noise (AWGN) vector at the node \( i \) and the relay with an identity covariance matrix denoted by \( I_{N_p} \) for the primary system and \( I_{N_s} \) for the secondary system.

III. PRIMARY ACHIEVABLE RATES

In this section, we compute the PU achievable rate by optimizing the power allocation over PU antennas while ignoring the SU presence. In fact, the PUs act as if the SUs (i.e., secondary terminals and relay) do not exist in the network. By applying a singular value decomposition (SVD) to \( H_p \), the PU, i.e., either \( P_1 \) in the first time slot or \( P_2 \) in the second time slot, transmits through parallel channels characterized by their associated eigenmodes. The SVD of the matrix is denoted by \( H_p = U_{p1} \Lambda_p V_{p1}^H \) where \( U_{p1} \) and \( V_{p1} \) are two unitary matrices and \( \Lambda_p \) is a diagonal matrix that contains the ordered singular values of \( H_p \) denoted by \( \lambda_1 \geq \lambda_2 \geq \cdots \geq \lambda_N \). Similarly, we have \( H_p^T = U_{p2} \Lambda_p V_{p2}^H \) where \( U_{p2} \) and \( V_{p2} \) are two unitary matrices. Note that the singular values are the same for \( H_p \) and \( H_p^T \). To transform the PU MIMO relay channel to \( N \) parallel channels, we employ the linear precoding \( \Phi_{p1} \) and \( \Phi_{p2} \) and the decoding \( \Psi_{p1} \) and \( \Psi_{p2} \) at the \( P_1 \) node and \( P_2 \) node, respectively, as follows

\[ \Phi_{p1} = V_{p1}, \quad \Phi_{p2} = V_{p2}, \quad \Psi_{p1} = U_{p1}, \quad \text{and} \quad \Psi_{p2} = U_{p2}. \]  

In our CR setting, the secondary interference at PUs will be received in an orthogonal space to the PU transmit space. Thus, the SU activity is transparent and does not affect the PU quality of service (QoS). The output received signal at each PU node after decoding becomes

\[ r_{p1} = \Psi_{p1}^H y_{p1} = \Lambda_{p1} x_{p1} + U_{p1}^H n_{p1}, \]  
\[ r_{p2} = \Psi_{p2}^H y_{p2} = \Lambda_{p2} x_{p2} + U_{p2}^H n_{p2}. \]  

In order to maximize their rates, the PUs proceed with optimizing their power allocation over the \( N_p \) parallel antennas by solving the following optimization problem

\[ \max_{P_p} R_p = \sum_{j=1}^{N_p} \log_2 \left( 1 + P_p(j,j) \lambda_j^2 \right), \]  
\[ \text{s.t.} \; \text{Tr}(P_p) \leq P_{\text{tot},p}, \]  

where \( p \) stands for \( p_1 \) or \( p_2 \) depending on the considered transmitter. Note that the achievable rates for both \( P_1 \) and \( P_2 \) are identical since the channel gain remains constant in two consecutive time slots. Thus, both users have the same optimal power profile. The optimal power is given, \( \forall j = 1, \ldots, N_p \), by

\[ P_p^*(j,j) = \left[ \frac{1}{\mu_p} - \frac{1}{\lambda_j^2} \right]^{+}. \]  

IV. SECONDARY ACHIEVABLE RATES AND SPACE ALIGNMENT PRECODING

This section introduces the proposed linear precoding and decoding matrices used to maximize the SU sum-rate without affecting the PU rates. The proposed scheme is employed to exploit the SA technique, presented in [7], which allows the SUs to freely exploit the unused primary eigenmodes. Note that the secondary system is able to determine the free eigenmodes by only knowing the PUs channel \( H_p \) then determine its SVD and the PUs power allocation locally. However, in the case where determining the free eigenmodes is not possible due to imperfect channel state information, one can rely, e.g., on sensing the free space similarly to [10]. From another side, we mentioned earlier that the SU transmission should be transparent to the PU. Consequently, the SUs need to limit their interference in the free PU space. That is, the \( S_1 \) and \( S_2 \) transmission should be transparent in the first time slot and the relay’s transmission should be transparent in the second time slot. For this purpose, we propose a precoding scheme at the SUs terminals that considers the channel gain of their links with the PUs terminals as follows

\[ \Phi_{s1} = (U_{p1}^H H_{s1 p2})^+ \bar{P}_p \quad \text{and} \quad \Phi_{s2} = (U_{p2}^H H_{s2 p2})^+ \bar{P}_p, \]  

where \( \bar{P}_p \) is the Lagrange multiplier corresponding to the primary total power constraint expressed in (10). From (11), when the channel gain is poor, i.e., \( \lambda_j \)'s have small values, we note that the number of used eigenmodes by PUs can be less than the total number of antennas \( N_p \). This case occurs when the optimal power allocated to the \( j \)th antenna is zero (i.e., \( P_p^*(j,j) = 0 \)). Consequently, the SUs can freely exploit the unused eigenmodes. We denote by \( n_p \) \( (0 \leq n_p < N_p) \) the number of unused primary eigenmodes. Note that if we have \( N_p - n_p + 1 > N_s \) then there is no free eigenmodes to be used by the secondary system. Then, we distinguish two sets of eigenmodes: \( N_p - n_p \) eigenmodes used by the PUs and \( n_p \) unused eigenmodes from which \( n \) eigenmodes can be freely exploited by the SUs where \( n = \min\{n_p, [N_s - N_p + n_p]^+\} \).
where \((\cdot)^+\) denotes the pseudo-inverse operator defined as \(A^+ = (A^H A)^+ A^H\), where \(\tilde{P}_p\) is an \(N_p \times N_s\) matrix that models the unused primary eigenmodes and is given by
\[
P_p(j, j) = \begin{cases} 
1, & \text{if } P_p(j, j) = 0, \\
0, & \text{otherwise}, 
\end{cases} 
\text{for } j = 1, \ldots, \min\{N_p, N_s\}. 
\tag{13}
\]

In the second time slot, by re-writing equations (4) and (5), the received signals in the secondary nodes \(S_1\) and \(S_2\) can be rewritten as follows
\[
y_{s_1} = H_{s_1}^T W H_{s_1} \Phi_{s_1} s_{s_1} + H_{s_1}^T W H_{s_2} \Phi_{s_2} s_{s_2} \\
+ H_{s_1}^T W H_{s_1} R \Phi_{s_1} p_{s_1} + H_{s_1}^T W H_{s_2} \Phi_{s_2} p_{s_2} \\
+ H_{s_1}^T W n_{s_1} + n_{s_1}.
\tag{14}
\]
\[
y_{s_2} = H_{s_2}^T W H_{s_2} \Phi_{s_2} s_{s_2} + H_{s_2}^T W H_{s_2} \Phi_{s_2} s_{s_2} \\
+ H_{s_2}^T W H_{s_1} R \Phi_{s_1} p_{s_1} + H_{s_2}^T W H_{s_2} \Phi_{s_2} p_{s_2} \\
+ H_{s_2}^T W n_{s_2} + n_{s_2}.
\tag{15}
\]

Using their CSI, the secondary terminals can remove the self interference by eliminating their own signals. In case of imperfect CSI, self-interference can still be applied, however, it will introduce an error related to the channel estimation that can be considered as the noise. On the other hand, the received secondary signals are subject to an amplified interference generated by \(P_1\) in addition to an interference caused by \(P_2\) which are treated as noise. We denote by \(M_{N_p;N_p;N_s}\) the set of \(N_p \times N_p\) matrices whose \(i\)-th columns are non-zero where \(i = N_p - n + 1, \ldots, \min\{N_p, N_s\}\). We can easily verify that for any \(N_p \times N_s\) matrix \(A\) and \(\forall M \in M_{N_p;N_s;N_p}\), we have
\[
A \times M \in M_{N_p;N_s;N_p}. 
\tag{16}
\]

In the relay side and by using (3), we perform a similar precoding on the relay matrix as follows
\[
W = (U_{p_1}^H H_{p_1;R}^T)^+ \tilde{P}_w. 
\tag{17}
\]
where \(\tilde{P}_w\) is a matrix that belongs to \(M_{N_p;N_s;N_p}\). We denote by \(H_{eq}^{s_i}, i \in \{1, 2\}\) the equivalent channel from the two SUs, i.e., \(H_{eq}^{s_i} = H_{s_i}^T W H_{s_i} \Phi_{s_i}\) for \(i \in \{1, 2\}\) and \(i \in 2\) if \(i = 1\) and vice versa. In our case, we note that, since \(\tilde{P}_w \in M_{N_p;N_s;N_p}\), then for \(i \in \{1, 2\}\), we have, from (12), \(\Phi_{s_i} \in M_{N_p;N_s;N_p}\) which means that \(H_{eq}^{s_i} \in M_{N_p;N_s;N_p}\) as well. Consequently, the first \(N_p - n_p\) signals in the signal vector \(x_{s_i}\) will be canceled out at the receivers. Hence, the SUs are only able to transmit only \(n_s\) signals. Thanks to the proposed encoding schemes in (12) and (17), we ensure that the PU transmissions are interference free. Consequently, the vectors \(x_{s_i}\) are designed such as \(x_{s_i}(j) = 0\ \forall j = 1, \ldots, N_p - n_p\). Now in order to design the decoders at the secondary receivers, we need to consider the form of \(H_{eq}^{s_i}\). For this, we denote by \(H_{eq}^{s_i}\) the matrix composed of the \(n\) non-zero columns of \(H_{eq}^{s_i}\) and \(x_{s_i}\) the \(n\) non-zero values of \(x_{s_i}\). We apply a decoding similar to the zero-forcing at the SU receivers as follows
\[
\Psi_{s_i} = (\tilde{H}_{eq}^{s_i})^+, i \in \{1, 2\}. 
\tag{18}
\]

Thus, the received signal \(r_{s_i} = \Psi_{s_i} y_{s_i}, i \in \{1, 2\}\) is given by:
\[
r_{s_i}(j) = \tilde{x}_{s_i}(j) + \tilde{n}_{s_i}(j), j = 1, \ldots, n. 
\tag{19}
\]

where \(\tilde{n}_{s_i} = \Psi_{s_i} H_{eq}^{s_i} W H_{p_1} R \Phi_{p_1} p_{s_1} + \Psi_{s_i} H_{eq}^{s_i} W H_{p_2} p_{s_2} + \Psi_{s_i} H_{eq}^{s_i} W n_R + \Psi_{s_i} n_{s_i}\) is the equivalent noise at the secondary receiver \(s_i\) with an \(n\)-by-\(n\) covariance matrix, \(Q_{\tilde{n}_{s_i}} = \mathbb{E}[\tilde{n}_{s_i} \tilde{n}_{s_i}^H], i \in \{1, 2\}\), given by
\[
Q_{\tilde{n}_{s_i}} = \Psi_{s_i} H_{eq}^{s_i} W H_{p_1} R R_{p_1} H_{p_1}^T W \Psi_{s_i}^* \\
+ \Psi_{s_i} H_{eq}^{s_i} W H_{p_2} p_{s_2} R_{p_2} H_{p_2}^T W \Psi_{s_i}^* \\
+ \Psi_{s_i} H_{eq}^{s_i} W n_R R_{n_R} W^T R_{n_R} H_{p_1}^T W \Psi_{s_i}^* + \Psi_{s_i} H_{eq}^{s_i} W n_R R_{n_R} W^T R_{n_R} H_{p_2}^T W \Psi_{s_i}^* \tag{20}
\]

Thus, the achievable rate of each secondary terminal after employing the self cancellation and the SA technique is expressed as follows
\[
R_{s_i} = \frac{1}{n} \sum_{j=1}^{n} \log_2 \left(1 + \frac{P_{s_i}(j, j)}{Q_{\tilde{n}_{s_i}}(j, j)}\right), i \in \{1, 2\}. 
\tag{21}
\]

and the objective becomes to optimally allocate the power over the secondary antennas in order to maximize the total secondary sum-rate by solving the following optimization problem:
\[
\max_{P_{s_1},P_{s_2}} R_{tot} = R_{s_1} + R_{s_2} 
\tag{22}
\]
s.t. \(\text{Tr}(\Phi_{s_1} P_{s_1} \Phi_{s_1}^H) \leq P_{tot,s_1}, \tag{23}\)
\(\text{Tr}(\Phi_{s_2} P_{s_2} \Phi_{s_2}^H) \leq P_{tot,s_2}, \tag{24}\)
\(\text{Tr}(WH_{s_1} \Phi_{s_1} P_{s_1} (WH_{s_1} \Phi_{s_1})^H) \tag{25}\)
\(WH_{s_2} \Phi_{s_2} P_{s_2} (WH_{s_2} \Phi_{s_2})^H + \tag{26}\)
\(WH_{p_1} R_{p_1} V_{p_1} P_{s_1} (WH_{p_1} R_{p_1} V_{p_1})^H + WW^H \leq P_{R}, \tag{27}\)

where constraints (23) and (24) indicate that the sum of the allocated power over the free eigenmodes is smaller than the total power budget of \(S_1\) and \(S_2\), respectively, and constraint (25) indicates that the transmitted signal from the relay has to not exceed its power budget. The optimization problem (22)-(25) can be simplified using invariance of the Trace operator under the cyclic permutation. For instance, the constraint (23) can be written as \(\text{Tr}(\Phi_{s_1}^H \Phi_{s_1} P_{s_1}) \leq P_{tot,s_1}\). By defining the matrix \(A_{s_1} = \Phi_{s_1}^H \Phi_{s_1}\), the constraint (23) becomes \(\text{Tr}(A_{s_1} P_{s_1}) \leq P_{tot,s_1}\). Similarly, we define \(A_{s_2} = \Phi_{s_2}^H \Phi_{s_2}\),

\[
B_{s_1} = (WH_{s_1} \Phi_{s_1})^H WH_{s_1} \Phi_{s_1}, \\
B_{s_2} = (WH_{s_2} \Phi_{s_2})^H WH_{s_2} \Phi_{s_2}, \\
C_{p} = WH_{p_1} R_{p_1} V_{p_1} P_{s_1} (WH_{p_1} R_{p_1} V_{p_1})^H + WW^H. 
\]
Since the constraints are linear and the objective function is concave, we use the Lagrangian method to compute the
A. Case I: matrix is given by

\[
\mathbf{L} = R_{s1} + R_{s2} - \mu_1 \left( \text{Tr}(\mathbf{A}_{s1}\mathbf{P}_{s1} - \mathbf{P}_{\text{tot},s1}) \right) \\
- \mu_2 \left( \text{Tr}(\mathbf{A}_{s2}\mathbf{P}_{s2} - \mathbf{P}_{\text{tot},s2}) \right) \\
- \nu \left( \text{Tr}(\mathbf{B}_{s1}\mathbf{P}_{s1}) + \text{Tr}(\mathbf{B}_{s2}\mathbf{P}_{s2}) + \text{Tr}(\mathbf{C}_p - \mathbf{P}_R) \right),
\]

where \(\mu_1, \mu_2,\) and \(\nu\) are the positive Lagrange multipliers associated to the constraints (23), (24), and (25), respectively. By computing the derivative of \(\mathcal{L}\) with respect to \(P_{s1}(j,j), i \in \{1,2\}, j \in \{1, \cdots, n\}\), and equating it to zero, we obtain the optimal power as follows

\[
P^*_s(i,j) = \left( \frac{1}{\mu_1 A_s(j,j) + \nu B_s(j,j)} - \Psi_s(i,j) \right) \]

Equation (27) shows that the secondary transmission depends on the primary power allocation in addition to the available free eigenmodes since \(P^*_s\) is included in the matrices \(\mathbf{A}_{s1}, \mathbf{B}_{s1}\), and \(\Psi_{s1}, i \in \{1,2\}\).

V. GENERALIZED OPTIMIZED RELAY GAIN

In this section, we aim to further enhance the SU sum-rate by optimizing the relay gain. In the literature, the optimization of power and relay matrix or joint optimization was widely studied in the TWR context [29], [30]. In [16], it was shown that the optimal structure that maximizes the gain is given by the product of a two unitary matrices with a diagonal matrix. However, in our CR context, the structure of the amplification matrix \(\mathbf{W}\) needs to follow the expression given in (17) in order to eliminate the effect of secondary interference in the free eigenmodes space of the PU. Note that this structure has a certain degree of freedom since \(\mathbf{P}_w\) can have different structure as long as it belongs to \(\mathcal{M}_{N_r,N_r,n_r}\). We study three cases of the matrix \(\mathbf{P}_w\) depending on complexity-efficiency tradeoff: i) has the same value for the free eigenmodes, ii) \(n\) values for the free eigenmodes, iii) \(n\) full columns.

A. Case I: \(\mathbf{P}_w\) with Single Value Optimization

Due to the complexity of finding the optimal entries of the matrix analytically, we assume in this case that the relay matrix is given by \(\mathbf{W} = w(U_i^H H P_{1R}^T)^\dagger P_p\) where the value of \(w\) need to be optimized. In this case, the matrix \(\mathbf{H}_{s1}^{eqv}\) can be re-written as follows:

\[
\mathbf{H}_{s1}^{eqv} = w H_{s1}^T(U_i^H H P_{1R}^T)^\dagger H_{s1} \Phi_{s1},
\]

In (28), we denote by \(\mathbf{H}_{s1}^{eqv}\) the component of \(\mathbf{H}_{s1}^{eqv}\) that is not including the decision variable \(w\). Thus, \(\Psi_{s1}\) can have the following expression

\[
\Psi_{s1} = \frac{1}{w} \tilde{\Psi}_{s1} = \frac{1}{w} \left( \mathbf{H}_{s1}^{eqv} \right)^\dagger, i \in \{1,2\},
\]

where \(\tilde{\Psi}_{s1} = (\mathbf{H}_{s1}^{eqv})^\dagger\). Therefore, using (20), the noise covariance matrix can have the following form:

\[
\mathbf{Q}_{\tilde{\Psi}_{s1}} = \frac{1}{w^2} \mathbf{A}_i + \mathbf{B}_i,
\]

where \(\mathbf{A}_i\) and \(\mathbf{B}_i\) are given in (31) and (32) at the top of the next page, respectively.

Similarly, the constraint (25), can be written as follows

\[
w^2 \text{Tr}(\mathbf{C}(\mathbf{P}_{s1}, \mathbf{P}_{s2})) \leq \mathbf{P}_R,
\]

where \(\mathbf{C}\) is given in (33) also at the top of the next page. Hence, we convert the optimization problem expressed in (22)-(25) to the following one by including the new decision variable \(w\):

\[
P_{s1}, P_{s2} \quad \text{max} \quad \mathbf{R}_\text{tot} = \sum_{i=1}^{n} \sum_{j=1}^{n} \log_2 \left( 1 + \frac{P_s(j,j)}{w A_s(j,j) + B_s(j,j)} \right)
\]

s.t. (23), (24), (34).

Hence, the derivative of the Lagrangian function with respect to \(w\) given \(\mathbf{P}_{s1}\) and \(\mathbf{P}_{s2}\) is given by

\[
\frac{\partial \mathcal{L}}{\partial w} = 2w \left[ \sum_{i=1}^{n} \sum_{j=1}^{n} \frac{A_{i,j} P_s(j,j)}{(A_{i,j} + w^2 B_{i,j})(A_{i,j} + w^2 (P_s(j,j) + B_{i,j}))} \right] \\
- \nu \text{Tr}(\mathbf{C}),
\]

where \(A_{i,j} = A_s(j,j)\) and \(B_{i,j} = B_s(j,j)\). By equating the Lagrangian to zero, we obtain the following non-linear equation with one unknown variable:

\[
2w \text{Tr}(\mathbf{C}) = \sum_{i=1}^{n} \sum_{j=1}^{n} \frac{A_{i,j} P_s(j,j)}{(A_{i,j} + w^2 B_{i,j})(A_{i,j} + w^2 (P_s(j,j) + B_{i,j}))}
\]

We employ an iterative fixed-point algorithm in order to optimize SUs’ transmitted powers and the amplification parameter \(w\) as given in Algorithm 1. We start by initializing the values of \(w\) and the Lagrangian multiplier \(\nu\). Then, we determine the corresponding achieved rate using (27) (Line 3). Then, the algorithm updates the value of \(w\) using the powers obtained in Line 3. This approach is repeated till achieving convergence, i.e., when the achieved data rate remains unchanged as indicated in Line 11 of Algorithm 1. The value of \(\nu\) is updated using a typical backtracking line search method [36].

Note that we do not claim the convergence to the global maximum of the problem similarly to [37]. However, in the numerical results, we use multiple initial values (Line 2) to prevent the convergence to local maxima. We found that they converge to the same secondary sum-rate. That is the algorithm converges to a unique solution and is not trapped in different local maxima. Hence, the reached solution can correspond to the global maximum of the problem (See Appendix A form more details).

B. Case II: \(\mathbf{P}_w\) with \(n\) Values Optimization

In this case, \(\mathbf{P}_w\) has \(n\) values to be optimized. In fact for \(j = 1, \cdots, \min\{N_p, N_r\}\) we have \(P_w(j,j) = w_j\), if \(P^*_p(j,j) = 0\), and \(P_w(j,j) = 0\), otherwise. Determining the values of \(w_j\) analytically as a function of the power similarly to (37) is difficult and involves \(n\) nonlinear equations. Therefore, in our simulation results section (Section VI), we numerically investigate the performance of the diagonal matrix.
\[ A_i = \tilde{\Psi}_{s_i} H_{s_i} P_{s_i} V_{p_{i_1}} P_{p_{i_1}}^* \left( \tilde{\Psi}_{s_i} H_{s_i} P_{s_i} V_{p_{i_1}} \right)^H + \tilde{\Psi}_{s_i} \tilde{\Psi}_{s_i}^H, \] (31)

\[ B_i = \tilde{\Psi}_{s_i} H_{s_i} \left( U_{p_{1_i}}^H H_{p_{1_i}} R \right)^+ H_{p_{1_i}} R V_{p_{1_i}} P_{p_{1_i}}^* \left( \tilde{\Psi}_{s_i} H_{s_i} \left( U_{p_{1_i}}^H H_{p_{1_i}} R \right)^+ H_{p_{1_i}} R V_{p_{1_i}} \right)^H \]

\[ + \tilde{\Psi}_{s_i} H_{s_i} \left( U_{p_{1_i}}^H H_{p_{1_i}} R \right)^+ \left( \tilde{\Psi}_{s_i} H_{s_i} \left( U_{p_{1_i}}^H H_{p_{1_i}} R \right)^+ \right)^H, \] (32)

\[ C = \left( U_{p_{1_i}}^H H_{p_{1_i}} R \right)^+ H_{s_i} \Phi_{s_i} P_{s_i} \left( U_{p_{1_i}}^H H_{p_{1_i}} R \right)^+ H_{s_i} \Phi_{s_i} \] (33)

\[ + \left( U_{p_{1_i}}^H H_{p_{1_i}} R \right)^+ H_{s_2} \Phi_{s_2} P_{s_2} \left( U_{p_{1_i}}^H H_{p_{1_i}} R \right)^+ H_{s_2} \Phi_{s_2}^H \]

\[ + \left( U_{p_{1_i}}^H H_{p_{1_i}} R \right)^+ H_{p_{1_i}} R V_{p_{1_i}} P_{p_{1_i}}^* \left( U_{p_{1_i}}^H H_{p_{1_i}} R \right)^+ H_{p_{1_i}} R V_{p_{1_i}} \] (33)

\[ + \left( U_{p_{1_i}}^H H_{p_{1_i}} R \right)^+ \left( U_{p_{1_i}}^H H_{p_{1_i}} R \right)^H. \]

**Algorithm 1** Fixed-Point Iterative Algorithm for Secondary Sum-Rate Maximization

1. \( t = 0 \).
2. Initialize \( u^{(t)} \), \( v^{(t)} \).
3. Compute \( P_{s_i}^{(t)}(j,j) \) corresponding to \( u^{(t)} \) and \( v^{(t)} \) using (27).
4. Find the initial primary achievable rate \( R_{\text{tot}}^{(t)} \) using (21).
5. **repeat**
6. \( t \leftarrow t + 1 \).
7. Find the \( u^{(t)} \) with respect to \( P_{s_i}^{(t-1)}(j,j) \) and \( v^{(t-1)} \) by solving (37).
8. Compute the corresponding \( P_{s_i}^{(t)}(j,j), \forall j = 1, \cdots, N \).
9. Find \( R_{\text{tot}}^{(t)} \).
10. Update \( v^{(t)} \) using a backtracking line search method.
11. **until** \( |R_{\text{tot}}^{(t)} - R_{\text{tot}}^{(t-1)}|^2 \leq \epsilon \) where \( \epsilon > 0 \).
12. The corresponding solution of the optimization problem is \( u^{(t)} \) and \( P_{s_i}^{(t)}(j,j), \forall j = 1, \cdots, N \).

and compare it with other cases. Certainly, the increase of the number of parameters in \( P_{\text{tot}} \) enhances the system performance. However, this secondary sum-rate enhancement will be obtained at the cost of higher computational complexity. Yet the choice of a diagonal matrix remains with a lower complexity than the more general scenario where \( P_{\text{tot}} \) is a full matrix considered in Case III.

**C. Case III: \( P_{\text{tot}} \) with \( n \) Full Columns Optimization**

In the most general case, \( P_{\text{tot}} \) is a full matrix belonging to \( M_{N_p \times N_s \times n} \), which means that \( P_{\text{tot}} \) has \( n \) full columns. Hence, by following (17), the number of parameters in \( W \) to be determined is \( N_s \times n \) for entries. Theoretically, optimizing this structure of \( P_{\text{tot}} \) will achieve the highest secondary performance. A comparison between the three cases is provided in Section VI. Case II is considered here in order to achieve a tradeoff between the computational complexity and the best achieved performance using the full matrix case. Note that the optimization of the general structure of \( W \) is performed numerically, i.e., using the interior-point algorithm implemented in the Matlab optimization tools. The purpose of presenting this case is to show the upper limit of the performances compared to case I and case II.

**VI. Numerical Results**

In our numerical results, we consider a Rayleigh fading channel in which the channel gains are complex Gaussian random variables with zero mean and unit variance. The rates are expressed in bits per channel use (BPCU). We use the same budget power for all the users, i.e., \( P_{\text{tot},s_1} = P_{\text{tot},s_2} = P_{\text{tot},p_1} = P_{\text{tot},p_2} = P_{\text{tot}} \). The primary and secondary systems are also equipped with the same number of antennas, i.e., \( N_p = N_s = N \). In the rest of the figures except Fig. 5, we take \( N = 4 \) antennas.

In Fig. 2, we plot the average SUs sum-rate as a function of \( P_{\text{tot}} \) with \( w = 1 \).

![Figure 2: SUs sum-rate as a function of \( P_{\text{tot}} \) with \( w = 1 \).](image-url)
power is high and there are still some free eigenmodes (red curve) to be exploited. However, when $P_{\text{tot}}$ has large values, the free eigenmodes (in the red curve) become very limited and with the high interference coming from the PUs, SU sum-rate present relatively low values. Hence, there is an optimal value of $P_{\text{tot}}$ that allows the SUs to reach a maximum rate gain without affecting the PU performance.

In Fig. 3, we plot the TWR and OWR rates with different antennas number $N$. We found that that TWR provides better performances than the OWR at low power budget values. Although OWR can avoid the self-interference, TWR performs transmission in two time slots instead of four. Moreover, cancelling the self-interference in TWR is not a complex process since the sources can estimate the channels and knows their own transmitted signal. Also, it should be noted that the interference cancellation due to the SA precoding is needed for both OWR and TWR.

In Fig. 4, the SU sum-rate is plotted as a function of the relay power, $P_R$, to highlight its effect on the cognitive performance. Recall that the average number of free eigenmodes remains the same since it only depends on the PU power allocation. We notice that as $P_{\text{tot}}$ increases, the SU sum-rate decreases. This is mainly caused by the fact that as $P_{\text{tot}}$ increases, the PUs are able to transmit with higher power using more eigenmodes which results in both high primary to secondary interference and lower number of free eigenmodes (as shown by the red curves). From another side, we show that in order to achieve acceptable SU sum-rate, the relay power should be greater than $0 \text{ dB}$ otherwise the resulting rate is very low ($< 0.1 \text{ BPCU}$). In addition, as $P_R$ increases, the SU sum-rate in presence of PUs approaches the rate with no PUs. Meaning that the ratio of the SU SNR over the interference from the PUs is increasing with $P_R$ allowing to achieve rates close the no PUs case.

In Fig. 5, we plot the SU sum-rate as a function of the number of antennas, $N$, to highlight its effect on the TWR cognitive performance. We first show that the variation of the number of free eigenmodes is linear with the number of antennas. In this setting, where $P_{\text{tot}} = 10 \text{ dB}$, the number of free eigenmodes is about $\frac{N}{2}$. However, depending on $P_R$ there is an optimal number of antennas that gives a maximum sum-rate and if the relay selects this same number even if $N$ increases, the sum-rate will remain at its maximum value. Afterwards, when $N$ increases the SU sum-rate decreases due to the additional PUs interference caused by the higher number of antennas.

In Fig. 6, the effect of the relay amplification matrix gain $W$ on the SU sum-rate is analyzed. This figure highlights the case where $W = w \times (U_p \bar{H}_{pR})^+ P_{\text{tot}}$, which is not necessarily the optimal choice but is a simple one to quantify the effect of this matrix on the system performance. We, first, note that, for $N = 4$, the average free eigenmodes is $1$, whereas the achievable sum-rate is about $75\%$ of the “no PU” case that can exploit all the $4$ antennas freely. This means that the TWR is three times efficient in a CR context than in single communication case with SA precoding. Consequently, TWR is a promising technique for MIMO CR paradigm. From
another side, there is an optimal value of $w$ that maximizes the SU sum-rate. This value should be adapted with $P_R$ in order to have an efficient use of the relay. We also show that as $P_R$ increases the maximum SU sum-rate increases and the optimal $w$ decreases.

In Fig. 7, we highlight the performance of the optimized relay matrix with case I, i.e., $W = w \times (U_{p1}^H H_{p1,r})^+ P_w$. We plot the resulting sum-rate and average $w$ as a function of the relay power for different values of $P_{tot}$ with averaging on different channel realizations. We also assume that the PU budget power in this case, is fixed and equal to 0 dB. We show that $w$ is a convex-decreasing function of $P_R$ and that $w \to 0$ when $P_R \to \infty$. This observation could be explained by the fact that when the relay power $P_R$ is small, the transmitted signal should be further amplified in order to maximize the sum-rate. However, when $P_R$ is high, the amplification should be reduced since it affects the resulting SNR when the interference from the PU and the noise are amplified. We also show that the sum-rate is higher than the maximum rate achieved in Fig. 6. In fact, for each channel realization in our proposed algorithm, the corresponding power and $w$ solutions are computed accordingly. However, in Fig. 6, the value of $w$ is fixed for all realizations which affects the overall sum-rate.

In Fig. 8, we highlight the effect of the amplification matrix structure by plotting the sum-rate as a function of $P_R$ for the three cases with different values of $P_{tot}$ where the values of the matrix $W$ are determined numerically. We show that in general, the gain in sum-rate between case I and case II is relatively small. For instance, for $P_R = 5$ dB this gain is about 8% for $P_{tot,r} = 0$ dB and 6% for $P_{tot,r} = 10$ dB. Meanwhile, the rate gain between case I and case III is 20% for both $P_{tot,r} = 0$ and 10 dB which means that the scalar model achieves 80% of the rate that the full matrix archives. Hence, there is a slight trade-off between complexity and rate. In addition, we show that as $P_R$ increases the performances of the three cases converge to the same value. Consequently, there is no need to model the amplification gain as a full matrix since the scalar model, i.e., case I, achieves almost the same rate of case III mainly for high $P_R$.

In Fig. 9, we present a complexity study of Algorithm 1 with the increasing number of antennas $N$. We run our algorithm on an Intel 2.67 GHz (2 processors) workstation running on Windows. We then perform a curve fitting to the obtained curve and we found that the complexity of our algorithm is $O(N^3)$.

VII. CONCLUSION

In this paper, we studied a cognitive amplify-and-forward (AF) two-way relaying (TWR) scheme with space alignment to protect the primary user (PU). We determined the secondary precoders structures that avoid interfering with the PU. We also compute the power allocation that maximizes the PU rate and the cognitive sum-rate. We presented a joint optimization algorithm that considers optimizing the relay gain matrix using...
plexity. In our numerical results, we investigated the sum-rate achieved using TWR with SA for different system parameters such as the relay power, gain matrix and the number of antennas. We also highlighted how does the relay gain affect the secondary sum-rate. Finally, we compare the performances of the different gain matrix structures and showed that a simple structure achieves up to 80% of the optimal structure.

From another side, at each iteration, we have $R_{\text{tot}}^{(t+1)} \geq R_{\text{tot}}^{(t)}$ since we alternatively maximize $R_{\text{tot}}$ in line 7 and line 8 meaning that $R_{\text{tot}}$ is increasing in each iteration of the algorithm.
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APPENDIX A : ANALYSIS OF THE CONVERGENCE OF ALGORITHM 1

In each step, the algorithm optimizes the objective function with respect to $w$ with fixed powers (line 7) then with respect to the powers with fixed $w$ (line 8) in the form of a fixed-point algorithm.

i) From one side, when $w$ is fixed it is clear that the objective function $R_{\text{tot}}$ is convex with respect to the powers as we showed in Sections III and IV. Hence, the obtained powers are optimal for this given value of $w$.

ii) From the other side, when the powers are fixed, we have

1) $R_{\text{tot}} \geq 0 \forall w$

2) $\lim_{w \to 0} R_{\text{tot}} = 0$

3) $\lim_{w \to \infty} R_{\text{tot}} = 0$. Note that 3) comes form the fact that infinite amplification forces the transmit powers to be 0 in order to avoid infringing the relay power constraint in (25) when amplifying the noise, i.e., the term $W^H W$.

4) $R_{\text{tot}}$ is not multimodal with respect to $w$ since from (35) $R_{\text{tot}}$ is a combination of a logarithmic function and a quadratic function of $w$.

Hence, $R_{\text{tot}}$ has a global maxima with respect to $w$ and the corresponding $w$ is optimal for the given powers.
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