**GENERATION OF CORRELATED FINITE ALPHABET WAVEFORMS USING GAUSSIAN RANDOM VARIABLES**

Various examples of methods and systems are provided for generation of correlated finite alphabet waveforms using Gaussian random variables in, e.g., radar and communication applications. In one example, a method includes mapping an input signal comprising Gaussian random variables (RVs) onto finite-alphabet non-constant-envelope (FANCE) symbols using a predetermined mapping function, and transmitting FANCE waveforms through a uniform linear array of antenna elements to obtain a corresponding beampattern. The FANCE waveforms can be based upon the mapping of the Gaussian RVs onto the FANCE symbols. In another example, a system includes a memory unit that can store a plurality of digital bit streams corresponding to FANCE symbols and a front end unit that can transmit FANCE waveforms through a uniform linear array of antenna elements to obtain a corresponding beam pattern. The system can include a processing unit that can encode the input signal and/or determine the mapping function.

---
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BACKGROUND

Correlated waveforms or random variables (RVs) are utilized in a number of fields. For example, in communications the noise at different receive antennas can be correlated (colored). Similarly depending on the radar parameters and sea surface conditions, each component of the received sea clutter may be correlated. In both of these applications, correlated RVs are generated for simulations. Therefore, generation of such waveforms is not challenging. Software radar is an emerging technology, where characteristics of radar, such as beampattern, signal to interference plus noise ratio (SINR), and side-lobe-levels (SLLs), can be changed through software without changing any hardware. This technology requires the design of correlated waveforms. To use such waveforms in practice, their peak-to-average power ratio (PAPR) should be close to unity and the symbols of the waveform should be drawn from finite alphabets. Generation of such waveforms is very challenging.

SUMMARY

The present disclosure is related to generation of correlated finite alphabet waveforms using Gaussian random variables. In one or more aspects, Gaussian random variables (RVs) are mapped onto finite-alphabet non-constant-envelope (FANCE) symbols using a mapping function. In one or more aspects, FANCE waveforms are transmitted through a uniform linear array of antenna elements to obtain a corresponding beampattern. The FANCE waveforms can be based upon a mapping of the Gaussian RVs onto the FANCE symbols. One or more aspects can be utilized in radar and/or communications applications (e.g., transmitters or transceivers).

In an embodiment, a method is provided that comprises mapping an input signal comprising Gaussian random variables (RVs) onto finite-alphabet non-constant-envelope (FANCE) symbols using a predetermined mapping function, and transmitting FANCE waveforms are transmitted through a uniform linear array of antenna elements to obtain a corresponding beampattern. The FANCE waveforms can be based upon the mapping of the Gaussian RVs onto the FANCE symbols. The method can be implemented using a processing device.

In an embodiment, a system is provided that comprises a memory unit configured to store a plurality of digital bit streams corresponding to finite-alphabet non-constant-envelope (FANCE) symbols synthesized by mapping an input signal comprising Gaussian random variables (RVs) onto the FANCE symbols using a predetermined mapping function, and a front end unit configured to transmit FANCE waveforms through a uniform linear array of antenna elements to obtain a corresponding beampattern. The FANCE waveforms can be based upon the mapping of the Gaussian RVs onto the FANCE symbols.

In any one or more aspects of the method or the system, the mapping can be based upon M equiprobable regions of the Gaussian RVs. The Gaussian RVs can be real Gaussian RVs and/or complex Gaussian RVs. The FANCE symbols can correspond to M-PAM (pulse-amplitude modulation) symbols and/or the FANCE symbols correspond to M-QAM (quadrature-amplitude modulation) symbols. The system can also comprise a processing unit. The input signal can be encoded onto the FANCE symbols using the predetermined mapping function, e.g., by the processing unit. The predetermined mapping function can be based at least in part upon a covariance matrix corresponding to the corresponding beampattern. The processing unit can also be configured to synthesize the covariance matrix corresponding to the corresponding beampattern. The front end unit can be configured to convert the each bit stream is configured to convert the plurality of digital bit streams into corresponding IQ data streams. The front end unit can be a radar front end unit that can be configured to transmit FANCE waveforms through a uniform linear array of radar antenna elements.

Other systems, methods, features, and advantages of the present disclosure will be or become apparent to one with skill in the art upon examination of the following drawings and detailed description. It is intended that all such additional systems, methods, features, and advantages be included within this description, be within the scope of the present disclosure, and be protected by the accompanying claims.
BRIEF DESCRIPTION OF THE DRAWINGS

Many aspects of the present disclosure can be better understood with reference to the following drawings. The components in the drawings are not necessarily to scale, emphasis instead being placed upon clearly illustrating the principles of the present disclosure. Moreover, in the drawings, like reference numerals designate corresponding parts throughout the several views.

FIG. 1 is a plot illustrating an example of a Gaussian probability distribution function (PDF) divided into equiprobable regions in accordance with various embodiments of the present disclosure.

FIG. 2 is a plot illustrating an example of the behavior of the Kummer confluent hypergeometric function $\alpha_n(\alpha)$ as a function of $\alpha$ in accordance with various embodiments of the present disclosure.

FIG. 3 is a graph illustrating an example of the relation between Gaussian and FACE RVs for BPSK, QPSK and 8-PSK waveforms in accordance with various embodiments of the present disclosure.

FIG. 4 is a graph illustrating an example of the relation between Gaussian and finite-alphabet non-constant-envelope (FANCE) random-variables (RVs) for BPSK, 4-PAM and 8-PAM waveforms in accordance with various embodiments of the present disclosure.

FIG. 5 is a graph illustrating an example of beampattern matching in accordance with various embodiments of the present disclosure.

FIGS. 6A and 7A are graphs illustrating examples of convergence performance in accordance with various embodiments of the present disclosure.

FIGS. 6B, 7B and 8-10 are graphs illustrating examples of beampattern comparisons in accordance with various embodiments of the present disclosure.

FIG. 11 is a flowchart illustrating an example of beampatterning in accordance with various embodiments of the present disclosure.

FIG. 12 is a schematic block diagram of an example of a radar system in accordance with various embodiments of the present disclosure.

FIG. 13 is a schematic block diagram of a processing device in accordance with various embodiments of the present disclosure.

DETAILED DESCRIPTION

[0009] Disclosed herein are various examples related to the generation of correlated finite alphabet waveforms. Reference will now be made in detail to the description of the embodiments as illustrated in the drawings, wherein like reference numbers indicate like parts throughout the several views.

[0010] In multiple-input multiple-output (MIMO) communication systems, multiple antennas are deployed at the transmitter and receiver to increase the data rate and provide multiple paths to mitigate the fading in the channel. Like MIMO communications, MIMO techniques can be applied to radar systems. MIMO radars offer extra degrees-of-freedom (DOF), which can be exploited for more diversity, higher spatial resolution, reduced side-lobe-levels at the receiver, and in order to design a variety of desired transmit beampatterns. Depending on how the antennas are distributed, MIMO radars can be classified into two categories: widely distributed and collocated. In widely distributed cases, the transmitting antennas are widely separated so that each antenna may view a different aspect of the target. This topology can increase the spatial diversity of the system. In contrast, the transmitting antennas in collocated systems are closely spaced to view the same aspect of the target. The collocated antenna does not provide spatial diversity, but can increase the spatial resolution of the radar system. Moreover, compared to phased-array radars, collocated radars can provide better control of the transmit beampattern.

[0011] Correlated waveforms have a number of applications in different fields, such as radar and communication. Correlated waveforms using infinite alphabets can be easily generated, but for some of the applications, it can be very challenging to use them in practice. In contrast to correlated noise and sea clutter modeling, generated waveforms in MIMO radar have to satisfy some constraints so that they can be used in practice. To generate infinite alphabet constant envelope correlated waveforms, conventional methods use iterative algorithms, which are computationally very expensive and the generated waveforms may have infinite alphabets.

[0012] In this disclosure, various methods will be discussed to generate correlated waveforms using finite alphabet constants and non-constant-envelope symbols. To generate finite alphabet waveforms, the Gaussian random variables (RVs) can be mapped onto the phase-shift-keying modulation (PSK), pulse-amplitude modulation (PAM), and quadrature-amplitude modulation (QAM) schemes. For such mapping, the probability-density-function of Gaussian RVs can be divided into $M$ regions, where $M$ is the number of alphabets in the corresponding modulation scheme. By exploiting the mapping function, the relationship between the cross-correlation of Gaussian and finite alphabet symbols is derived. To generate equiprobable symbols, the area of each region is kept the same. Each symbol can have its own unique
probability. Finite alphabet waveforms can be generated for MIMO radar, where correlated waveforms are used to achieve desired beampatterns.

Generally, the design of correlated waveforms for the desired transmit beampattern relies on a two-step process. In the first step, a covariance matrix of the waveforms is synthesized for a desired beampattern, while in the second step actual waveforms are designed to realize the covariance matrix. To design waveforms, the constant envelope constraint may be relaxed by allowing small variations in the amplitudes of the waveforms while satisfying a low peak-to-average power ratio (PAPR) constraint. Even though these methods give good performance in terms of mean-squared-error (MSE), it is challenging to use these waveforms in practice.

Low complexity alternative solutions can be used to generate correlated finite-alphabet constant-envelope (FACE) and finite-alphabet non-constant-envelope (FANCE) waveforms. Correlated Gaussian RVs can be easily generated and memoryless non-linear functions can be used to map the Gaussian RVs onto the FACE or FANCE waveforms. The relationship between the cross-correlation of Gaussian and finite alphabet symbols is developed. A general closed form solution is presented for the generation of higher order correlated waveforms such as $M$-phase-shift-keying ($M$-PSK), $M$-pulse-amplitude-modulation ($M$-PAM), and $M$-quadrature-amplitude-modulation ($M$-QAM). Although, this disclosure focuses on the generation of equiprobable symbols, generation of symbols with different specified probabilities is possible.

The general relationship between the cross-correlation of Gaussian and finite alphabet RVs will first be derived. Based upon this relationship, real Gaussian RVs can be mapped onto the $M$-PSK waveforms to generate FACE waveforms. Using different mapping functions, real Gaussian RVs can be mapped onto $M$-PAM waveforms to generate FANCE waveforms and complex Gaussian RVs can be mapped onto $M$-QAM waveforms, which can approximate the non-symmetric beampatterns. In addition, the performance of the various modulation schemes, along with simulation results, will be presented.

The following properties of matrix algebra will be used throughout this discussion. Bold upper case letters, $X$, and lower case letters, $x$, respectively denote matrices and vectors. Transposition and conjugate transposition of a matrix are denoted respectively by $(\cdot)^T$ and $(\cdot)^H$, while statistical expectation is denoted by $E\{\cdot\}$.

**Theorem 1:** If $A$ and $B$ are two positive semidefinite matrices, then the matrix $C = A + B$ is guaranteed to be positive semidefinite. Note that this is not the case for the matrix $D = A - B$.

**Theorem 2:** If $A$ is a positive semidefinite matrix, then its $p$ times Schur product, i.e. $(A)^p$ is also positive semidefinite.

Closed and open intervals of numbers between $a$ and $b$ are respectively denoted by $[a, b]$ and $]a, b[$. The real, imaginary and absolute value of a complex variable $x$ are respectively represented by $\Re(x) = x_R$, $\Im(x) = x_I$ and $|x|$. Whereas, the binomial coefficient is denoted by $\binom{n}{k} = \frac{n!}{k!(n-k)!}$.

Usually, the desired beampattern is used to maximize the transmitted power in the region of interest, and minimize the transmitted power in all other directions. To achieve this, a uniform linear array of $N$ antenna elements with half wavelength inter-element spacing can be used. Let $x_n(l)$ be the baseband signal transmitted from antenna $n$ at time index $l$. The received baseband signal at location $\theta_k$ can be defined as:

$$r_k(l) = \sum_{n=1}^{N} e^{-j(n-1)\pi\sin(\theta_k)} x_n(l), \quad l = 1, 2, \ldots, L,$$  

where $L$ denotes the total number of symbols transmitted from each antenna. By defining the vectors $e(\theta_k) = [1 e^{j\pi\sin(\theta_k)} \ldots e^{j(N-1)\pi\sin(\theta_k)}]^T$ and $x(l) = [x_1(l) \ x_2(l) \ldots \ x_N(l)]^T$, EqN (1) can be written in vector form as:

$$r_k(l) = e^H(\theta_k)x(l).$$

Thus, the received power at location $\theta_k$ is expressed as follows:

$$P(\theta_k) = E\{e^H(\theta_k)x(l)x^H(l)e(\theta_k)\} = e^H(\theta_k)\Re(\theta_k)$$
where $\mathbf{R}$ is the correlation matrix of the transmitted waveforms. To achieve the desired beampattern $\phi(\theta)$, the covariance matrix $\mathbf{R}$ should minimize the following constrained problem:

$$\min_{\mathbf{R}, \alpha} \frac{1}{K} \sum_{k=1}^{K} \left( (\mathbf{e}^H(\theta_k)) \mathbf{R} \mathbf{e}(\theta_k) - \alpha \phi(\theta_k) \right)^2,$$

subject to: $\mathbf{v}^H \mathbf{R} \mathbf{v} \geq 0$, for all $\mathbf{v}$

$$\mathbf{R}(n, n) = c, \quad \text{for } m = 1, 2, \ldots, N,$$

(4)

where $K$ is the number of subdivisions of the region of interest, $\alpha$ is a weighting factor and $c$ is the transmitted power from each antenna. Since the matrix $\mathbf{R}$ is a covariance matrix, it should be a positive semidefinite and the first constraint is straightforward. The second constraint should be satisfied to use the same power amplifier for each antenna and achieve maximum power efficiency. In addition, depending on the symmetry of the desired beampattern, $\phi(\theta)$, the designed covariance matrix $\mathbf{R}$ can contain real or complex elements.

Once $\mathbf{R}$ is synthesized, the waveform matrix $\mathbf{X} = [x_1 \ x_2 \ldots \ x_N]$ can be easily generated using Gaussian RVs as follows:

$$\mathbf{X} = \mathbf{X} \Lambda^{1/2} \mathbf{W}^H,$$

(5)

where $\mathbf{X} \in \mathbb{C}^{L \times N}$, $x_n$ is a vector of symbols transmitted from antenna $n$, $\mathbf{X}$ is a matrix of zero mean and unit variance correlated Gaussian RVs, $\Lambda \in \mathbb{R}^{N \times N}$ is the diagonal matrix of eigenvalues and $\mathbf{W} \in \mathbb{C}^{N \times N}$ is the matrix of eigenvectors of $\mathbf{R}$. As $\mathbf{X}$ is the matrix of correlated Gaussian RVs, it cannot guarantee a FACE solution and may have high PAPR. Using non-linear mapping functions, the easily generated Gaussian RVs can be mapped onto the $M$-PSK, $M$-PAM or $M$-QAM finite alphabet RVs. The general relationship between the cross-correlation of Gaussian and finite alphabet RVs is derived below.

Let $\psi_{pq}$ be the cross-correlation between the finite alphabet waveforms $y_p(n)$ and $y_q(n)$ and $\rho_{pq}$ be the cross-correlation between the Gaussian RVs $x_p(n)$ and $x_q(n)$. Through a memoryless non-linear function $f(.)$, the Gaussian RVs $x_p$ and $x_q$ can be mapped onto FACE or FANCE RVs as $y_p = f(x_p)$ and $y_q = f(x_q)$. The relationship between the cross-correlation coefficients $\psi_{pq}$ and $\rho_{pq}$ is given by:

$$\psi_{pq} \equiv \int_{-\infty}^{+\infty} \int_{-\infty}^{+\infty} y_p y_q^* p(x_p, x_q, \rho_{pq}) \, dx_p \, dx_q,$$

(6)

where

$$p(x_p, x_q, \rho_{pq}) \equiv \frac{1}{2\pi \sqrt{1-\rho_{pq}^2}} e^{-\frac{x_p^2 - 2x_p x_q \rho_{pq} + x_q^2}{2(1-\rho_{pq}^2)}},$$

is the joint probability distribution function (PDF) of $x_p$ and $x_q$.

To separate the double integration in EQN (6), the physicists’ Hermite polynomials can be used to get the following expression:

$$\psi_{pq} = \sum_{n=0}^{+\infty} \frac{\rho_{pq}^n}{2^n n!} \int_{-\infty}^{+\infty} f(x_p) H_n \left( \frac{x_p}{\sigma_p \sqrt{2}} \right) p(x_p) \, dx_p$$

$$\times \int_{-\infty}^{+\infty} f(x_q) H_n \left( \frac{x_q}{\sigma_q \sqrt{2}} \right) p(x_q) \, dx_q,$$

(7)
where \( p(x) \) is the PDF of real Gaussian RV and \( H_n(x) \) are the physicists\' Hermite polynomials.

In this case, \( x_p \) and \( x_q \) have the same variance, i.e. \( \sigma_p = \sigma_q = 1 \). Thus, EQN (7) can be further simplified to:

\[
\psi_{pq} = \frac{1}{2\pi} \sum_{n=0}^{+\infty} \left| \int_{-\infty}^{+\infty} f(x) H_n \left( \frac{x}{\sqrt{2}} \right) e^{-\frac{x^2}{2}} dx \right|^2 \frac{\rho_{pq}^n}{2^n n!} \tag{8}
\]

If \( M \) is the number of alphabets in a modulation scheme, then the PDF region is divided into \( M \) regions using delimiters \( \alpha_m \). Depending on the application, the modulation scheme may contain symbols with a different probability of appearance \( p_m, m = -\frac{M}{2}, ..., -1, 1, ..., \frac{M}{2} \). Therefore, the delimiters \( \alpha_m \) are chosen such that:

\[
\left\{ \begin{array}{l}
\alpha_0 = M \\
\alpha_i = -\alpha_{-i} \text{ for } i = 1, 2, ..., \frac{M}{2}
\end{array} \right.
\tag{9}
\]

To generate equiprobable symbols, \( p_m = \frac{1}{M} \). Thus, considering the symmetry of the Gaussian PDF function, it can be deduced that:

\[
\left\{ \begin{array}{l}
\alpha_0 = 0 \\
\alpha_i = -\alpha_{-i} \text{ for } i = 1, 2, ..., \frac{M}{2}
\end{array} \right.
\tag{10}
\]

Referring to FIG. 1, shown is a plot illustrating an example of how a Gaussian PDF is divided into eight of equal area regions to generate eight equiprobable symbols. Moreover, to ensure that \( \psi_{pq} \) spans over the closed set \([-1, 1] \), the memoryless non-linear mapping function \( f(x) \) should be an odd function.

With \( H_n(-x) = (-1)^n H_n(x) \), it is possible to substitute \( \tilde{x} = \frac{x}{\sqrt{2}} \) and the relationship between the correlation of Gaussian and mapped RVs of EQN (8) can be rewritten as:

\[
\psi_{pq} = \frac{1}{\pi} \sum_{n=0}^{+\infty} \frac{\rho_{pq}^n}{2^n n!} \left| \int_{-\infty}^{+\infty} f(\tilde{x}\sqrt{2})(H_n(\tilde{x}) - (-1)^n H_n(\tilde{x})) e^{-\tilde{x}^2} d\tilde{x} \right|^2
\]

\[
= \frac{2}{\pi} \sum_{n=0}^{+\infty} \frac{\rho_{pq}^{2n+1}}{2^{2n}(2n+1)!} \left| \int_{-\infty}^{+\infty} f(\tilde{x}\sqrt{2}) H_{2n+1}(\tilde{x}) e^{-\tilde{x}^2} d\tilde{x} \right|^2 \tag{11}
\]

By mapping Gaussian RVs between the region \( \alpha_{m-1}, \alpha_m \) onto a constellation symbol \( s_m \), the expression above can be divided into a sum of integrals as follows:

\[
\psi_{pq} = \frac{2}{\pi} \sum_{n=0}^{+\infty} \frac{\rho_{pq}^{2n+1}}{2^{2n}(2n+1)!} \left| \sum_{m=1}^{M/2} s_m \int_{\alpha_{m-1}}^{\alpha_m} H_{2n+1}(\tilde{x}) e^{-\tilde{x}^2} d\tilde{x} \right|^2 \tag{12}
\]

The relationship between the Gaussian and non-Gaussian RVs in EQN (12) can also be written as:

\[
\psi_{pq} = \frac{2}{\pi} \sum_{n=0}^{+\infty} \frac{\rho_{pq}^{2n+1}}{2^{2n}(2n+1)!} \left| \sum_{m=1}^{M/2} (s_m - s_{m+1}) \int_{\alpha_{m-1}}^{\alpha_m} H_{2n+1}(\tilde{x}) e^{-\tilde{x}^2} d\tilde{x} \right|^2 \tag{13}
\]

In order to simplify this relationship, the Hermite integrals can be expressed as:
\[ A_n = \int_0^\alpha H_{2n+1}(x)e^{-x^2}dx \]

\[ = (-1)^n \alpha^2 \frac{(2n+1)!}{n!} \sum_{k=0}^{\infty} (-1)^k \frac{(2k+2n+1)!!}{(k+1)!(2k+1)!!} \]

\[ = (-1)^n \frac{2n!}{n!} \frac{\alpha^2}{(2n-1)!!} \sum_{k=0}^{\infty} (-1)^k \frac{(2k+2n+1)!!}{(k+1)!(2k+1)!!} \]

(14)

\[ B_n = (-1)^n \frac{2n!}{n!} \]

is defined as a common factor independent of \( \alpha \) and \( C_n(\alpha) = \frac{\alpha^2}{(2n-1)!!} \sum_{k=0}^{\infty} (-1)^k \frac{(2k+2n+1)!!}{(k+1)!(2k+1)!!} \)

is an infinite sum dependent upon \( \alpha \). Using the Taylor expansion of \( \exp(\cdot) \), \( C_n(\alpha) \) can be written as:

\[ C_n(\alpha) = \begin{cases} 
C_0(\alpha) = 1 - e^{-\alpha^2} \\
C_1(\alpha) = 1 + (2\alpha^2 - 1)e^{-\alpha^2} \\
C_{k+2}(\alpha) = 2C_{k+1}(\alpha) - C_k(\alpha) - e^{-\alpha^2} \sum_{i=0}^{k} \frac{(k)(-2\alpha^2)^{i+2}}{(2i+3)!!}, \forall k \in \mathbb{N}. 
\end{cases} \]

(15)

Assuming that \( C_n(\alpha) = 1 + c_n(\alpha)e^{-\alpha^2} \), the expression for \( c_n(\alpha) \) can be derived from EQN (15) to be:

\[ c_n(\alpha_m) = \begin{cases} 
c_0(\alpha) = (-1) \\
c_1(\alpha) = 2\alpha^2 - 1 \\
c_{k+2}(\alpha) = 2c_{k+1}(\alpha) - c_k(\alpha) - \sum_{i=0}^{k} \frac{(k)(-2\alpha_m^2)^{i+2}}{(2i+3)!!}, \forall k \in \mathbb{N}. 
\end{cases} \]

(16)

Using the relationship:

\[ \sum_{k=0}^{n} \frac{(n + k)}{n} = \frac{(n + m + 1)}{(n + 1)}, \]

(17)

\[ c_n(\alpha_m) \] can be further simplified and written in a non-recursive manner as:

\[ c_n(\alpha_m) = 2n\alpha_m^2 - 1 - \sum_{i=2}^{n} \frac{(n)(-2\alpha_m^2)^i}{(2i-1)!!}, \quad n \in \mathbb{N} \]

\[ = -_{1}F_{1} \left(-n, \frac{1}{2}, \alpha_m^2 \right), \quad (18) \]

Substituting EQN 18 and \( C_n(\alpha) = 1 + c_n(\alpha)e^{-\alpha^2} \) into EQN 14, the expression for the Hermite integrals becomes:
With this result, the integrals in EQN (12) can be expressed as:

\[ A_n = \int_0^\alpha H_{2n+1}(x)e^{-x^2} \, dx \]

\[ = (-1)^n \alpha^2 \frac{(2n+1)!}{n!} \, _2F_2 \left( \frac{2n+3}{2}, \frac{3}{2}, 2, -\alpha^2 \right) \]

\[ = (-1)^n \frac{2n!}{n!} \left( 1 - \frac{1}{2} F_1 \left( -n, \frac{1}{2}, \alpha^2 \right) e^{-\alpha^2} \right) \]

\[ = (-1)^n \frac{2n!}{n!} \left( 1 - \frac{1}{2} F_1 \left( n + 1, \frac{1}{2}, -\alpha^2 \right) \right) . \quad \text{(19)} \]

[0034] With this result, the integrals in EQN (12) can be expressed as:

\[ \int_{\alpha_{m-1}}^{\alpha_m} H_{2n+1}(\tilde{x})e^{-\tilde{x}^2} \, d\tilde{x} = \int_{0}^{\alpha_m} H_{2n+1}(\tilde{x})e^{-\tilde{x}^2} \, d\tilde{x} - \int_{0}^{\alpha_{m-1}} H_{2n+1}(\tilde{x})e^{-\tilde{x}^2} \, d\tilde{x} \]

\[ = (-1)^n \frac{2n!}{n!} \left( \alpha_n(\alpha_{m-1}) - \alpha_n(\alpha_m) \right) , \quad \text{(20)} \]

where \( \alpha_n(\alpha_m) = _1F_1 \left( n + 1, \frac{1}{2}, -\alpha_m^2 \right) \) is the Kummer confluent hypergeometric function. To illustrate the behavior of the power series \( \alpha_n(\alpha) \), FIG. 2 shows the effect of the index \( n \) on its pseudo-period for \( n = 0, 1, 2, 25 \) and 50 (curves 203, 206, 209, 212 and 215, respectively). The power series \( \alpha_n \) reaches lower values as \( \alpha \) increases and its oscillation frequency increases as its index increases. Using EQN (20), the relationship in EQN (12) can be finally written as follows

\[ \psi_{pq} = \mathcal{F}(\rho_{pq}) = \frac{2}{\pi} \sum_{n=0}^{\infty} \rho_{pq}^{2n+1}(2n+1)! \left| \sum_{m=1}^{M/2} s_m(\alpha_n(\alpha_{m-1}) - \alpha_n(\alpha_m)) \right|^2 . \quad \text{(21)} \]

[0035] Since all the terms of the infinite sum in EQN (14) are positive, using the theorems presented above, it can be said that if the scalar \( \rho_{pq} \) is replaced by a positive semidefinite matrix \( R_g \), the corresponding matrix on the left hand side will be positive semidefinite. It should also be noted that the relationship between the cross-correlation of Gaussian and corresponding mapped RVs depends on the chosen delimiters \( \alpha_{m'}, \quad m' = 1, ..., \frac{M}{2} - 1 \), and the symbols \( s_{m'} \), \( m' = 1, ..., \frac{M}{2} \) assigned to each region.

[0036] Real Gaussian RVs can be mapped onto the memoryless complex exponential functions to generate PSK modulated RVs and match symmetric beampatterns. These results may be used to generate PAM and QAM modulated waveforms.

**GENERATION OF PSK WAVEFORMS**

[0037] The generalized results that have been derived can be applied to generate correlated finite-alphabet constant-envelope (FACE) signals using a PSK modulation scheme. The closed form relationship of the cross-correlation between real Gaussian RVs and BPSK, QPSK and 8-PSK symbols are discussed below.

[0038] To generate BPSK waveforms, the Gaussian RVs can be mapped into \( \pm 1 \) symbols using the mapping function

\[ y = f(x) = \text{sign}(x) . \quad \text{(22)} \]
where \( \text{sign}(\cdot) \) is the mapping function. In the case of BPSK waveforms, using \( \int_0^{+\infty} H_{2n+1}(\bar{x})e^{-x^2}d\bar{x} = (-1)^n \frac{2n!}{n!} \), the relationship between the correlation of Gaussian and BPSK RVs can be derived as:

\[
\psi_{pq} = \frac{2}{\pi} \sum_{n=0}^{+\infty} \frac{\rho_{pq}^{2n+1}}{2^{2n}(2n+1)!} \left| \int_0^{+\infty} H_{2n+1}(\bar{x})e^{-\bar{x}^2}d\bar{x} \right|^2
\]

\[
= \frac{2}{\pi} \sum_{n=0}^{+\infty} \frac{\rho_{pq}^{2n+1}(2n-1)!!}{(2n+1)(2n)!!} \sin^{-1}(\rho_{pq}).
\]

\[\text{(23)}\]

[0039] To generate QPSK waveforms, the PDF of Gaussian RVs is equally divided into four regions and mapped onto the symbols \( s_m = \{ e^{-j\frac{\pi}{4}}, e^{-j\frac{3\pi}{4}}, e^{j\frac{\pi}{4}}, e^{j\frac{3\pi}{4}} \} \) using the function:

\[
y = f(x) = \exp \left[ j \frac{\pi}{4} \left( 2 \text{sign}(x) - \text{sign} \left( 1 - \frac{x^2}{2\alpha_1^2} \right) \right) \right]
\]

\[
= \begin{cases} 
  e^{j\frac{\pi}{4}} & \text{if } x \in [0, \sqrt{2}\alpha_1], \\
  e^{j\frac{3\pi}{4}} & \text{if } x > \sqrt{2}\alpha_1, \\
  -f(-x) & \text{if } x < 0.
\end{cases}
\]

\[\text{(24)}\]

[0040] For all symbols to be equiprobable, the delimiter \( \alpha_1 = 0.4769 \) is determined using the inverse-cumulative distribution-function (ICDF) associated with the standard normal distribution, also called probit function. Using EQN (12), the cross-correlation relationship between the Gaussian and QPSK RVs can be derived as shown below:

\[
\psi_{pq} = \frac{2}{\pi} \sum_{n=0}^{+\infty} \frac{\rho_{pq}^{2n+1}}{2^{2n}(2n+1)!} \left| e^{j\frac{\pi}{4}} \int_{\alpha_1}^{\infty} H_{2n+1}(\bar{x})e^{-\bar{x}^2}d\bar{x} + e^{j\frac{3\pi}{4}} \int_{\alpha_1}^{\infty} H_{2n+1}(\bar{x})e^{-\bar{x}^2}d\bar{x} \right|^2
\]

\[\text{(25)}\]

[0041] Using the result in EQN (20), EQN (25) can be reformulated as:

\[
\psi_{pq} = \frac{2}{\pi} \sum_{n=0}^{+\infty} \frac{\rho_{pq}^{2n+1}(2n-1)!!}{(2n+1)(2n)!!} \left| e^{j\frac{\pi}{4}} \left( 1 - \alpha_n(\alpha_1) \right) + e^{j\frac{3\pi}{4}} \alpha_n(\alpha_1) \right|^2
\]

\[\text{(26)}\]

[0042] When generating 8-PSK waveforms, by applying the probit function, the Gaussian RVs are divided into eight regions and mapped onto \( s_m = \{ e^{-j\frac{\pi}{8}}, e^{-j\frac{3\pi}{8}}, e^{-j\frac{5\pi}{8}}, e^{-j\frac{7\pi}{8}}, e^{j\frac{\pi}{8}}, e^{j\frac{3\pi}{8}}, e^{j\frac{5\pi}{8}}, e^{j\frac{7\pi}{8}} \} \) using the following mapping function:
y = f(x) = \exp \left[ i \frac{\pi}{8} \left( 4 \text{sign}(x) - 2 \text{sign}(1 - \frac{x^2}{2\alpha x^2}) \right) - \text{sign} \left( \frac{x^2}{2\alpha_1 x^2} \right) \frac{x^2}{2\alpha_2 x^2} \left( 1 - \frac{x^2}{2\alpha_3 x^2} \right) \right]
\begin{cases}
e^{i\frac{\pi}{8}} & \text{if } x \in \left[ 0, \sqrt{2}\alpha_1 \right], \\
e^{i\frac{3\pi}{8}} & \text{if } x \in \left[ \sqrt{2}\alpha_1, \sqrt{2}\alpha_2 \right], \\
e^{i\frac{5\pi}{8}} & \text{if } x \in \left[ \sqrt{2}\alpha_2, \sqrt{2}\alpha_3 \right], \\
e^{i\frac{7\pi}{8}} & \text{if } x > \sqrt{2}\alpha_3, \\
(27)
\end{cases}
\begin{align*}
\alpha_1 &= 0.2253 \\
\alpha_2 &= 0.4769 \\
\alpha_3 &= 0.8134
\end{align*} \tag{28}

To generate 8-PSK waveforms, the relationship between the cross-correlation of Gaussian and 8-PSK RVs can be derived using EQN (21) as:
\[
\psi_{pq} = \frac{2}{\pi} \sum_{n=0}^{\infty} \sum_{m=-\infty}^{\infty} \frac{e^{-\frac{\pi}{8} (1 - \alpha_n(\alpha_1)) + e^{i\frac{3\pi}{8} (\alpha_n(\alpha_1) - \alpha_n(\alpha_2))} + e^{i\frac{5\pi}{8} (\alpha_n(\alpha_2) - \alpha_n(\alpha_3))} + e^{i\frac{7\pi}{8} \alpha_n(\alpha_3)}}{2^{2m+1}}. \tag{29}
\]

Referring to FIG. 3, shown is a graph illustrating an example of the relation between Gaussian and FACE RVs for BPSK, QPSK and 8-PSK waveforms (curves 303, 306 and 309, respectively). As can be seen from the plotted curves, the absolute value of the cross correlation of higher QPSK and 8-PSK signals is always less than the absolute value of BPSK symbols.

**GENERATION OF PAM WAVEFORMS**

The derivations to find the relationship between the cross-correlation of Gaussian RVs and PAM waveforms are based upon EQN (21). In order to generate the 4-PAM constellation \(-\frac{3}{\sqrt{5}}, -\frac{1}{\sqrt{5}}, \frac{1}{\sqrt{5}}, \frac{3}{\sqrt{5}}\), mapping function \(f(\cdot)\) becomes:
where the delimiter $\alpha_1 = 0.4769$, which is the same as the QPSK waveforms above. To generate 4-PAM waveforms, the relationship between the Gaussian RVs and the 4-PAM symbols can be written as follows:

$$y = f(x) = \frac{1}{\sqrt{5}} \left( 2 \text{sign}(x) - \text{sign}(x - \frac{x^3}{2\alpha_1^2}) \right)$$

$$= \begin{cases} 
\frac{1}{\sqrt{5}} & \text{if } x \in [0, \sqrt{2}\alpha_1], \\
\frac{3}{\sqrt{5}} & \text{if } x > \sqrt{2}\alpha_1, \\
-f(-x) & \text{if } x < 0.
\end{cases}$$  (30)

By using the result of EQN (20), the relationship of EQN 31 can finally be expressed as:

$$\psi_{pq} = \frac{2}{5\pi} \sum_{n=0}^{+\infty} \frac{\rho_{pq}^{2n+1}}{2^n(n+1)!} \left[ \int_0^{\alpha_1} H_{2n+1}(\tilde{x})e^{-\tilde{x}^2}d\tilde{x} + 3 \int_{\alpha_1}^{\infty} H_{2n+1}(\tilde{x})e^{-\tilde{x}^2}d\tilde{x} \right]^2. \quad (31)$$  

The relationship can be approximated by minimizing a least square problem. The following approximations proved to give good results as will be discussed later with respect to the simulation results:

$$\psi_{pq} \approx \frac{2}{\pi} \frac{\sin^{-1}(\rho_{pq})}{0.71 + 0.45\rho_{pq}^2 - 1.05\rho_{pq}^4 + 0.89\rho_{pq}^6}, \quad \text{and} \quad (33)$$

$$\rho_{pq} \approx \frac{\sin(2\psi_{pq})}{1.33 - 0.25\psi_{pq}^{-2} - 0.38\psi_{pq}^4 + 0.30\psi_{pq}^6}. \quad (34)$$

When generating 8-PSK waveforms, the same delimiters as in EQN (28) are used. The standard Normal PDF is divided into 8 equiprobable regions (e.g., as in FIG. 1), which are mapped onto the 8-PAM symbols through the following mapping function:

$$\left\{ -\frac{7}{\sqrt{21}}, -\frac{5}{\sqrt{21}}, -\frac{3}{\sqrt{21}}, -\frac{1}{\sqrt{21}}, \frac{1}{\sqrt{21}}, \frac{3}{\sqrt{21}}, \frac{5}{\sqrt{21}}, \frac{7}{\sqrt{21}} \right\}$$
Again applying EQN (14) in the case of 8-PAM symbols leads to the following relationship:

\[ y = f(x) = \frac{1}{\sqrt{21}} \left( 4 \text{sign}(x) - 2 \text{sign} \left( x - \frac{x^3}{2a_1^2} \right) \right) \]

\[ -\text{sign} \left( x \left( 1 - \frac{x^2}{2a_1^2} \right) \left( 1 - \frac{x^2}{2a_2^2} \right) \left( 1 - \frac{x^2}{2a_3^2} \right) \right) \]

\[ = \begin{cases} 
\frac{1}{\sqrt{21}} & \text{if } x \in [0, \sqrt{2}a_1], \\
\frac{3}{\sqrt{21}} & \text{if } x \in [\sqrt{2}a_1, \sqrt{2}a_2], \\
\frac{5}{\sqrt{21}} & \text{if } x \in [\sqrt{2}a_2, \sqrt{2}a_3], \\
\frac{7}{\sqrt{21}} & \text{if } x > \sqrt{2}a_3, \\
-f(-x) & \text{if } x < 0.
\end{cases} \]  

(35)

[0049] Again applying EQN (14) in the case of 8-PAM symbols leads to the following relationship:

\[ \psi_{pq} = \frac{2}{21\pi} \sum_{n=0}^{+\infty} \frac{\rho_{pq}^{2n+1}}{2^{2n}(2n+1)!} \left| \left( 1 - \alpha_n(\alpha_1) \right) + 3(\alpha_n(\alpha_1) - \alpha_n(\alpha_2)) + 5(\alpha_n(\alpha_2) - \alpha_n(\alpha_3)) + 7\alpha_n(\alpha_3) \right|^2 
\]

\[ = \frac{2}{21\pi} \sum_{n=0}^{+\infty} \frac{\rho_{pq}^{2n+1}}{2^{2n}(2n+1)!} \left| 1 + 2 \sum_{m=1}^{3} \alpha_n(\alpha_m) \right|^2. \]  

(36)

Using a least square method again, the relationship of EQN (36) can be approximated by:

\[ \psi_{pq} \approx \frac{\rho_{pq}}{1.09 - 0.15\rho_{pq}^2 + 0.23\rho_{pq}^4 - 0.17\rho_{pq}^6}, \text{ and} \]  

(37)

\[ \rho_{pq} \approx \frac{\sin(2\psi_{pq})}{1.45 - 0.43\psi_{pq}^2 - 0.16\psi_{pq}^4 + 0.14\psi_{pq}^6}. \]  

(38)

[0050] Using a least square method again, the relationship of EQN (36) can be approximated by:

[0051] Referring now to FIG. 4, shown is a graph illustrating an example of the relation between Gaussian and finite-alphabet non-constant-envelope (FANCE) RVs for BPSK, 4-PAM and 8-PAM waveforms (curves 403, 406 and 409, respectively). As can be seen from FIG. 4, as the number of symbols increases the relationship between the cross-correlation of Gaussian and PAM RVs gets closer to the identity function. Thus, more covariance matrices will remain positive semidefinite when applying the inverse relationship, \( F^{-1} \).

GENERATION OF QAM WAVEFORMS

[0052] If the beampattern is non-symmetric, for optimum beampattern match, \( R \) will be complex symmetric. For \( R \) to be complex, waveforms should also be complex. Therefore, complex Gaussian RVs can be mapped onto QAM alphabets based on the method to generate PAM signals. To generate an \( M \)-QAM RV \( y \) from a complex Gaussian RV \( x = x_R + jx_I \), the following mapping function can be used:
where \( f_Q(\cdot) \) denotes the mapping function used to generate \( M\)-QAM symbols while \( f_P(\cdot) \) denotes the mapping function used to generate \( \sqrt{M}\)-PAM symbols.

Consider the positive-semidefinite covariance matrix of the complex Gaussian RVs, \( R_g \). Since the covariance matrix is complex, the matrix of corresponding correlated complex Gaussian RVs can be written as \( X = [x_{R1}, jx_{I1}, x_{R2}, jx_{I2}, \ldots, x_{RN}, jx_{IN}] \) using EQN (5). Let \( \psi_{pq} = \psi_{Rpq} + j\psi_{Ipq} \) be the complex cross-correlation between the \( M\)-QAM RVs \( y_p(n) \) and \( y_q(n) \), and \( \rho_{pq} = \rho_{Rpq} + j\rho_{Ipq} \) be the complex cross-correlation between the complex Gaussian RVs \( x_p(n) \) and \( x_q(n) \). Using EQN (39), the components of \( \psi_{pq} \) can be written as:

\[
\psi_{Rpq} = \frac{1}{2} E\{f_P(x_{Rp})f_P(x_{Rq}) + f_P(x_{Ip})f_P(x_{Iq})\},
\]

\[
\psi_{Ipq} = \frac{1}{2} E\{f_P(x_{Ip})f_P(x_{Rq}) - f_P(x_{Rp})f_P(x_{Iq})\}.
\]  

Using a de-whitening transformation, the waveform vector \( X \) can satisfy the following relationship:

\[
E\{x_{Rp}x_{Rq}\} = E\{x_{Ip}x_{Iq}\},
\]

\[
E\{x_{Rp}x_{Iq}\} = -E\{x_{Ip}x_{Rq}\}.
\]

Thus, EQN (40) can be rewritten as:

\[
\psi_{Rpq} = E\{f_P(x_{Rp})f_P(x_{Rq})\},
\]

\[
\psi_{Ipq} = E\{f_P(x_{Ip})f_P(x_{Rq})\}.
\]  

Using EQN (20) and EQN (21), the relationship linking both real and imaginary parts of the complex Gaussian RVs and the \( M\)-QAM symbols can be expressed as a Taylor series.

To generate 16-QAM signals from complex Gaussian RVs, a mapping function similar to the one in EQN (30) can be used:

\[
y = \frac{1}{\sqrt{2}} [f_{4\text{PAM}}(x_R) + f_{4\text{PAM}}(x_I)]
\]

where \( f_{4\text{PAM}}(\cdot) \) is as defined in EQN(30) and \( \alpha_1 = 0.4769 \) is chosen to ensure that all 16 symbols are equiprobable. Therefore, from EQN (43), the relationship between the cross-correlation of Gaussian RVs and 16-QAM symbols can be deduced as:
The following mapping function is used to map the complex Gaussian RVs onto 64-QAM symbols:

\[
\psi_{Rpq} = \frac{2}{5\pi} \sum_{n=0}^{\infty} \frac{\rho_{Rpq}^{2n+1}(2n+1)!}{(2n+1)(2n)!} |1 + 2\alpha_n(\alpha_1)|^2.
\]

\[
\psi_{ipq} = \frac{2}{5\pi} \sum_{n=0}^{\infty} \frac{\rho_{ipq}^{2n+1}(2n+1)!}{(2n+1)(2n)!} |1 + 2\alpha_n(\alpha_1)|^2.
\] (45)

To validate the performance of the waveforms, a uniform linear array of \(N = 10\) antenna elements with half-wavelength inter-element spacing was used. The transmitted power from each antenna was equal to unity and the region of interest ranged from \([-90^\circ, 90^\circ]\) with a mesh grid size of \(1^\circ\). To begin, BPSK waveforms are used to match the covariance matrix of an auto-regressive process of order 1. Next, a performance comparison is drawn between BPSK and higher PAM waveforms in order to match symmetric beampatterns. Finally, QAM waveforms are used to directly match non-symmetric beampatterns.

Beampattern of First Order Auto-Regressive Processes. For this simulation, an auto-regressive process of order 1 was considered. Its covariance matrix was defined as:

\[
R(p, q) = \gamma^{|p-q|}, \quad (p, q) = \{1, \ldots, N\}^2
\] (48)

where \(R(p, q)\) is the cross-correlation between the transmitted waveforms from antenna \(p\) and \(q\). This particular case is interesting because if the inverse relationship between the cross-correlation of Gaussian and BPSK RVs is applied on the generated covariance matrix \(R\), the resulting covariance matrix \(R_g\) remains positive semidefinite. Thus, the desired beampattern can be achieved using BPSK waveforms. By computing the covariance matrix for any value of \(\gamma\), the easily generated Gaussian RVs will be mapped using the sign(\(\cdot\)) function to construct the BPSK signals. Referring to FIG. 5, shown is a graph illustrating an example of beampattern matching in the case of a first order auto-regressive process. Simulation results were plotted for two first order auto-regressive processes with \(\gamma = 0.5\) (curves 503) and \(\gamma = -0.5\) (curves 506). For both cases, the BPSK symbols exhibited a perfect match with the desired beampatterns.

Marching Symmetric Beampatterns. By solving the constrained optimization problem defined in EQN (4), the synthesized covariance matrix \(R\) can approximate any complex beampattern. However, when applying the inverse relationship \(F^{-1}\) on the synthesized covariance matrix, \(R\), the resulting covariance matrix of Gaussian RVs, \(R_g\), may not be a positive semidefinite. However, using EQN (21) and the theorems presented above, it can be proved that \(F\) (\(R_g\)) is always positive semidefinite, which motivate us to find \(R_g\) directly in order not only to solve the positive semidefinite problem but also convert the two step constrained optimization problem into one step constrained optimization problem. Therefore, the following cost-function can be used to optimize for the desired beampattern

\[
J(R_g) = \frac{1}{K} \sum_{k=1}^{K} \left( e^H(\theta_k)F(R_g)e(\theta_k) - \alpha\phi(\theta_k) \right)^2.
\] (49)
Since $\mathcal{F}|(\mathbf{R}_g)$ is positive semidefinite, it can be proved that the cost function is convex with respect to $\mathbf{R}_g$, a particle-swarm-optimization (PSO) algorithm may be used.

**For this part, two scenarios were considered.** In the first scenario, the transmitted power was maximized between -30 and +30 degrees. FIG. 6A shows an example of the convergence behavior of the PSO algorithm. The minimum mean squared error (MSE) was reached using different modulation schemes. After convergence, the MSE using BPSK waveforms (curve 603) was 6.8. While using 4-PAM and 8-PAM waveforms (curves 606 and 609, respectively), the MSE respectively was 4 and 3.3. This difference in performance can also be seen in FIG. 6B, where the PAM constellation waveforms (curves 612 for 4-PAM and curve 615 for 8-PAM) outperform the BPSK waveform (curve 618), and better approximate the desired beampattern (curve 621). As can be seen in FIG. 6B, the beampattern of 8-PAM symbols (curve 615) is closest to the beampattern obtained using a semidefinite quadratic programming (SQP) method (curve 624).

**In the second scenario, a split region of interest was from -45 to -15 degrees and from 15 to 45 degrees.** FIG. 7A shows that PAM signals (curve 706 for 4-PAM and curve 709 for 8-PAM) reach a lower MSE when compared to the performance of the BPSK signals (curve 703). FIG. 7B indicates that, while the 4-PAM and BPSK beampatterns (curves 712 and 718, respectively) approximate the desired beampattern (curve 721), the beampattern of 8-PAM symbols (curve 715) is very close to the beampattern obtained using the SQP method (curve 724).

**Since the relationship between the cross-correlation of Gaussian and PAM symbols is close to the identity function as shown in FIG. 4, the covariance matrix of the waveforms obtained using SQP method can be used as an approximation of the covariance matrix of the Gaussian RVs, $\mathbf{R}_g$.** Referring to FIG. 8, the performance of the beampatterns generated for the first scenario using the PSO algorithm was compared with those generated using the approximation $\mathbf{R}_g = \mathbf{R}_{\text{SQP}}$. It can be seen that in the case of 4-PAM and 8-PAM signals, the performance of both methods was nearly the same. Thus, by using the approximation $\mathbf{R}_g = \mathbf{R}_{\text{SQP}}$, the computational burden can be significantly reduced while keeping almost the same performance.

**Matching Non-Symmetric Beampatterns.** Two other scenarios were simulated where the region of interest was not symmetric. The conventional method for such problems is to synthesize a covariance matrix for the symmetric version of the desired non-symmetric beampattern using EQN (4), and then shift the beampattern with an angle $\beta$ to make it a desired non-symmetric beampattern as expressed by:

$$
\mathbf{R}_{\text{Shifted}}(p, q) = \mathbf{R}_{\text{Centered}}(p, q)e^{j\pi(p-q)\sin(\beta)}.
$$

However, using the results discussed above, the covariance matrix of complex Gaussian RVs $\mathbf{R}_g$ can be directly minimized and used to generate QAM signals that match non-symmetric beampatterns.

**Referring to FIG. 9, shown is the performance of non-symmetric beampattern matching when the region of interest is between -60 and 0 degrees.** As can be seen in FIG. 9, the transmitted power in the region of interest for the 16-QAM waveform (curve 903) is higher than both the shifted SQP waveform (curve 906) and the shifted 4-PAM waveform (curve 909). It also indicates that even if the region of interest is close to the boundary, the 16-QAM waveform (curve 903) provides a better match to the desired beampattern (curve 912), in contrast to both the shifted SQP and 4-PAM covariance matrices.

A split region of interest from -75 to -45 and from -15 to 15 degrees was examined in FIG. 10. The 16-QAM waveform (curve 1003) provides a better approximation of the desired beampattern (curve 912) than the shifted SQP waveform (curve 1006) and the shifted 4-PAM waveform (curve 1009). As shown in FIG. 6B and 7B, the 8-PAM signals have better performance than the 4-PAM waveforms. Similarly, higher QAM signals (e.g., 64-QAM) will exhibit better performance than 16-QAM alphabets and lower the side lobes of the beampattern.

**A general closed form relationship between the cross-correlation of Gaussian and finite alphabet RVs has been derived.** Using different mapping functions, waveforms with different modulation schemes can be generated and the relationships between the cross-correlation of Gaussian RVs and these waveforms have been presented. QAM signals can be generated from complex Gaussian RVs which are able to directly match non-symmetric beampatterns. The validation results showed that BPSK signals were able to match the beampatterns of first order autoregressive processes. To match more complex desired beampatterns, the PSK signals outperformed the PAM waveforms under low PAPR constraint, since their cross-correlation relationship is closer to the identity function. The case where the symbols are equiprobable was considered, where each one of them is mapped to only one region.

**Referring to FIG. 11, shown is a flowchart illustrating beamforming by generating correlated finite alphabet waveforms for transmission by a uniform linear array of radar antenna elements.** Beginning with 1103, a mapping function between Gaussian random variables (RVs) and finite-alphabet constant-envelope (FACE) or finite-alphabet non-constant-envelope (FANCE) symbols (or RVs) is determined as previously described. To generate equiprobable symbols, the probability-density-function of Gaussian RVs can be divided into M regions of equal area. The mapping function can be determined to maximize transmitted power in a region of interest. The region of interest to form the desired beampattern
\( \phi(\theta) \) can be defined by location \( \theta_k \). The region of interest may be a single continuous region or may be split into two or more sub-regions. The region of interest may be symmetric or non-symmetric.

**[0070]** At 1106, an input signal including Gaussian RVs. The Gaussian RVs of the input signal are mapped onto FACE or FANCE symbols using the determined mapping function at 1109. For example, real Gaussian RVs can be mapped onto M-PAM (e.g., 4-PAM or 8-PAM) waveforms to generate FANCE waveforms and complex Gaussian RVs can be mapped onto M-QAM (e.g., 16-QAM or 64-QAM) waveforms, which can approximate the non-symmetric beam patterns. As can be understood, other forms of M-PAM or M-QAM waveforms can be mapped. At 1112, a FACE or FANCE waveform can be transmitted using a uniform linear array of radar antenna elements based upon the FACE or FANCE symbols.

**[0071]** Depending on the application and resources available, two types of radar systems can be designed to transmit the waveforms for the desired beampattern. Referring to FIG. 12, shown is a block diagram of an example of the first type of radar system. As can be seen in FIG. 12, the processing unit inside the system, which performs the following tasks:

- Synthesize the covariance matrix for the input desired beampattern. The desired beampattern will be a vector of one and zeros, with the total number of elements in the vector defining the grid points of spatial locations. In the vector of FIG. 12, a one ("1") indicates that power is desired at that location and a zero ("0") indicates that power is not desired at that location.
- To realize the covariance matrix, design the actual m-QAM or m-PAM waveforms.
- Code the m-QAM or m-PAM symbols of the waveform into the corresponding digital bits stream.

**[0072]** Each coded bit stream is fed into the corresponding storage unit, where depending on the modulation scheme, each bit stream is converted into an IQ (in-phase/quadrature) data stream. For example, for 16-QAM, FIG. 12 shows a pair of 4 bits in the bit stream. Finally, IQ data is modulated, amplified, and transmitted at the symbol transmission rate from the corresponding antenna. In the radar system of FIG. 12, the beam pattern can also be changed adaptively. Since this radar system includes its own processing unit, it can be expensive. However, beam patterns can be designed in real time.

**[0073]** In the second type of radar system, the synthesis of covariance matrix, design of waveforms, and coding of symbols into digital bit stream can be performed off-line. Therefore, in this second type of radar system a processing unit is not included, only the memory and clock units are utilized. This can significantly reduce the cost of the radar. The off-lined calculated digital bit streams can be input into the memory unit of this second type of radar, while all the remaining operation will remain same as described in the first type of radar. A disadvantage of this radar system is that the beam patterns cannot be changed in real time.

**[0074]** With reference to FIG. 13, shown is a schematic block diagram of a processing device 1300 according to various embodiments of the present disclosure. The processing device 1300 includes at least one processor circuit, for example, having a processor 1303 and a memory 1306, both of which are coupled to a local interface 1309. To this end, the processing device 1300 can comprise, for example, at least one computer or like device, which may be used to control radar transmissions. The local interface 1309 can comprise, for example, a data bus with an accompanying address/control bus or other bus structure as can be appreciated.

**[0075]** Stored in the memory 1306 are both data and several components that are executable by the processor 1303. In particular, stored in the memory 1306 and executable by the processor 1303 may be a beam patterning application 1315 and/or other applications 1318. Also stored in the memory 1306 can be a data store 1312 and other data. In addition, an operating system can be stored in the memory 1306 and executable by the processor 1303.

**[0076]** It is understood that there can be other applications that are stored in the memory 1306 and are executable by the processor 1303 as can be appreciated. Where any component discussed herein is implemented in the form of software, any one of a number of programming languages can be employed such as, for example, C, C++, C#, Objective C, Java®, JavaScript®, Perl, PHP, Visual Basic®, Python®, Ruby, Delphi®, Flash®, or other programming languages.

**[0077]** A number of software components are stored in the memory 1306 and are executable by the processor 1303. In this respect, the term “executable” means a program file that is in a form that can ultimately be run by the processor 1303. Examples of executable programs can be, for example, a compiled program that can be translated into machine code in a format that can be loaded into a random access portion of the memory 1306 and run by the processor 1303, source code that can be expressed in proper format such as object code that is capable of being loaded into a random access portion of the memory 1306 and executed by the processor 1303, or source code that can be interpreted by another executable program to generate instructions in a random access portion of the memory 1306 to be executed by the processor 1303, etc. An executable program can be stored in any portion or component of the memory 1306 including, for example, random access memory (RAM), read-only memory (ROM), hard drive, solid-state drive, USB flash drive, memory card, optical disc such as compact disc (CD) or digital versatile disc (DVD), floppy disk, magnetic tape, or other memory components.

**[0078]** The memory 1306 is defined herein as including both volatile and nonvolatile memory and data storage com-
ponent. Volatile components are those that do not retain data values upon loss of power. Nonvolatile components are
those that retain data upon a loss of power. Thus, the memory 1306 can comprise, for example, random access memory
(RAM), read-only memory (ROM), hard disk drives, solid-state drives, USB flash drives, memory cards accessed via a
memory card reader, floppy disks accessed via an associated floppy disk drive, optical discs accessed via an optical
disc drive, magnetic tapes accessed via an appropriate tape drive, and/or other memory components, or a combination
of any two or more of these memory components. In addition, the RAM can comprise, for example, static random access
memory (SRAM), dynamic random access memory (DRAM), or magnetic random access memory (MRAM) and other
such devices. The ROM can comprise, for example, a programmable read-only memory (PROM), an erasable programmable
read-only memory (EPROM), an electrically erasable programmable read-only memory (EEPROM), or other like
memory device.

[0079] Also, the processor 1303 can represent multiple processors 1303 and the memory 1306 can represent multiple
memories 1306 that operate in parallel processing circuits, respectively. In such a case, the local interface 1309 can be
an appropriate network that facilitates communication between any two of the multiple processors 1303, between any
processor 1303 and any of the memories 1306, or between any two of the memories 1306, etc. The local interface 1309
can comprise additional systems designed to coordinate this communication, including, for example, performing load
balancing. The processor 1303 can be of electrical or of some other available construction.

[0080] Although the beampatterning application 1315, application(s) 1318, and other various systems described herein
can be embodied in software or code executed by general purpose hardware as discussed above, as an alternative the
same can also be embodied in dedicated hardware or a combination of software/general purpose hardware and dedicated
hardware. If embodied in dedicated hardware, each can be implemented as a circuit or state machine that employs any
one of or a combination of a number of technologies. These technologies can include, but are not limited to, discrete
logic circuits having logic gates for implementing various logic functions upon an application of one or more data signals,
application specific integrated circuits having appropriate logic gates, or other components, etc. Such technologies are
generally well known by those skilled in the art and, consequently, are not described in detail herein.

[0081] Although the flowchart of FIG. 11 shows a specific order of execution, it is understood that the order of execution
may differ from that which is depicted. For example, the order of execution of two or more blocks may be scrambled
relative to the order shown. Also, two or more blocks shown in succession in FIG. 11 may be executed concurrently or
with partial concurrence. Further, in some embodiments, one or more of the blocks shown in FIG. 11 may be skipped
or omitted (in favor, e.g., measured travel times). In addition, any number of counters, state variables, warning sema-
phones, or messages might be added to the logical flow described herein, for purposes of enhanced utility, accounting,
performance measurement, or providing troubleshooting aids, etc. It is understood that all such variations are within the
scope of the present disclosure.

[0082] Also, any logic or application described herein, including the patterning application 1315 and/or application(s)
1318, that comprises software or code can be embodied in any non-transitory computer-readable medium for use by or
in connection with an instruction execution system such as, for example, a processor 1303 in a computer system or
other system. In this sense, the logic may comprise, for example, statements including instructions and declarations
that can be fetched from the computer-readable medium and executed by the instruction execution system. In the context
of the present disclosure, a "computer-readable medium" can be any medium that can contain, store, or maintain the
logic or application described herein for use by or in connection with the instruction execution system. The computer-
readable medium can comprise any one of many physical media such as, for example, magnetic, optical, or semiconductor
media. More specific examples of a suitable computer-readable medium would include, but are not limited to, magnetic
tapes, magnetic floppy diskettes, magnetic hard drives, memory cards, solid-state drives, USB flash drives, or optical
disks. Also, the computer-readable medium can be a random access memory (RAM) including, for example, static
random access memory (SRAM) and dynamic random access memory (DRAM), or magnetic random access memory
(MRAM). In addition, the computer-readable medium can be a read-only memory (ROM), a programmable read-only
memory (PROM), an erasable programmable read-only memory (EPROM), an electrically erasable programmable read-
only memory (EEPROM), or other type of memory device.

[0083] It should be emphasized that the above-described embodiments of the present disclosure are merely possible
extamples of implementations set forth for a clear understanding of the principles of the disclosure. Many variations and
modifications may be made to the above-described embodiment(s) without departing substantially from the spirit and
principles of the disclosure. All such modifications and variations are intended to be included herein within the scope of
this disclosure and protected by the following claims. In addition, all optional and preferred features and modifications
of the described embodiments and dependent claims are usable in all aspects of the disclosure taught herein. Further-
more, the individual features of the dependent claims, as well as all optional and preferred features and modifications
of the described embodiments are combinable and interchangeable with one another.

[0084] It should be noted that ratios, concentrations, amounts, and other numerical data may be expressed herein in
a range format. It is to be understood that such a range format is used for convenience and brevity, and thus, should
be interpreted in a flexible manner to include not only the numerical values explicitly recited as the limits of the range,
but also to include all the individual numerical values or sub-ranges encompassed within that range as if each numerical value and sub-range is explicitly recited. To illustrate, a concentration range of "about 0.1 % to about 5%" should be interpreted to include not only the explicitly recited concentration of about 0.1 wt% to about 5 wt%, but also include individual concentrations (e.g., 1%, 2%, 3%, and 4%) and the sub-ranges (e.g., 0.5%, 1.1%, 2.2%, 3.3%, and 4.4%) within the indicated range. The term "about" can include traditional rounding according to significant figures of numerical values. In addition, the phrase "about 'x' to 'y'" includes "about 'x' to about 'y'".

Claims

1. A method, comprising:

   mapping, with a processing device, an input signal comprising Gaussian random variables (RVs) onto finite-alphabet non-constant-envelope (FANCE) symbols using a predetermined mapping function; and

   transmitting FANCE waveforms through a uniform linear array of radar antenna elements to obtain a corresponding beampattern, the FANCE waveforms based upon the mapping of the Gaussian RVs onto the FANCE symbols.

2. The method of claim 1, wherein the mapping is based upon M equiprobable regions of the Gaussian RVs.

3. The method of any of claims 1 and 2, wherein the FANCE symbols correspond to $M$-PAM (pulse-amplitude modulation) symbols.

4. The method of any of claims 1-3, wherein the Gaussian RVs are complex Gaussian RVs.

5. The method of any of claims 1, 2 and 4, wherein the FANCE symbols correspond to $M$-QAM (quadrature-amplitude modulation) symbols.

6. A system, comprising:

   a memory unit configured to store a plurality of digital bit streams corresponding to finite-alphabet non-constant-envelope (FANCE) symbols synthesized by mapping an input signal comprising Gaussian random variables (RVs) onto the FANCE symbols using a predetermined mapping function; and

   a front end unit configured to transmit FANCE waveforms through a uniform linear array of antenna elements to obtain a corresponding beampattern, the FANCE waveforms based upon the mapping of the Gaussian RVs onto the FANCE symbols.

7. The system of claim 6, wherein the mapping is based upon M equiprobable regions of the Gaussian RVs.

8. The system of any of claims 6 and 7, wherein the FANCE symbols correspond to $M$-PAM (pulse-amplitude modulation) symbols.

9. The system of any of claims 6-8, wherein the Gaussian RVs are complex Gaussian RVs.

10. The system of any of claims 6, 7 and 9, wherein the FANCE symbols correspond to $M$-QAM (quadrature-amplitude modulation) symbols.

11. The system of any of claims 6-10, comprising a processing unit configured to encode the input signal onto the FANCE symbols using the predetermined mapping function.

12. The system of any of claims 6-11, wherein the predetermined mapping function is based at least in part upon a covariance matrix corresponding to the corresponding beampattern.

13. The system of claim 12, wherein the processing unit is configured to synthesize the covariance matrix corresponding to the corresponding beampattern.

14. The system of any of claims 6-13, wherein the front end unit is configured to convert the each bit stream is configured to convert the plurality of digital bit streams into corresponding IQ data streams.
15. The system of any of claims 6-14, wherein the front end unit is a radar front end unit configured to transmit FANCE waveforms through a uniform linear array of radar antenna elements.
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