Single-site Lennard-Jones models via polynomial chaos surrogates of Monte Carlo molecular simulation
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In this work, two Polynomial Chaos (PC) surrogates were generated to reproduce Monte Carlo (MC) molecular simulation results of the canonical (single-phase) and the NVT-Gibbs (two-phase) ensembles for a system of normalized structureless Lennard-Jones (LJ) particles. The main advantage of such surrogates, once generated, is the capability of accurately computing the needed thermodynamic quantities in a few seconds, thus efficiently replacing the computationally expensive MC molecular simulations. Benefiting from the tremendous computational time reduction, the PC surrogates were used to conduct large-scale optimization in order to propose single-site LJ models for several simple molecules. Experimental data, a set of supercritical isotherms, and part of the two-phase envelope, of several pure components were used for tuning the LJ parameters (ε, σ). Based on the conducted optimization, excellent fit was obtained for different noble gases (Ar, Kr, and Xe) and other small molecules (CH4, N2, and CO). On the other hand, due to the simplicity of the LJ model used, dramatic deviations between simulation and experimental data were observed, especially in the two-phase region, for more complex molecules such as CO2 and C2H6. Published by AIP Publishing. [http://dx.doi.org/10.1063/1.4952976]

I. INTRODUCTION

Robust evaluation of fluid thermo-physical properties is essential for simulating transport in porous media. Methods emerging from the continuum based approach, such as equations of state and correlations, have been extensively used for describing the thermodynamics of subsurface reservoir fluids.1,2 Due to advancements in algorithms and computational power, Monte Carlo (MC) molecular simulation3–6 has been recently established as a powerful tool to describe phase behavior of reservoir fluids.7,8 However, the main obstacle hindering MC simulations from being coupled with reservoir flow simulators is the high computational cost needed.

In this regard, researchers have invested great effort in order to speed up MC molecular simulations. Various methods have been developed for this purpose. These include umbrella sampling in various ensembles,9–16 bond formation early rejection scheme,17 histogram reweighting,18,19 expanded ensembles method,20,21 MC tempering,22 MC Markov chain annealing,23 and sampling of rejected states.24 Recently, we have also proposed a set of early rejection schemes25,26 in addition to the Markov chain reweighting and reconstruction techniques.27–29

In this work, the time consuming MC molecular simulations are replaced by fast surrogate models created via Polynomial Chaos (PC) expansions. PC expansions provide an approximate representation of the solution of the forward problem which can be used to reduce the computational cost of repetitive model evaluations. PC works by representing the model variables and parameters in terms of a spectral expansion in an orthogonal polynomial basis according to their probabilistic distributions. The resulting cost effective surrogate models can then be used to efficiently reproduce the solutions and the statistical properties of Quantities of Interest (QoIs).30–33 The PC-based model provides a complete probabilistic representation of the outputs in terms of the random inputs. PC may suffer from “the curse of dimensionality”34 which limits the application of PC to only a moderate number of stochastic parameters for surrogate model construction. Nonetheless, PC methods have become one of the standard approaches for solving stochastic problems, to propagate and quantify uncertainties in various disciplines including physical,35–37 chemical, and geophysical systems.38–41

So far, only few studies have applied PC expansions to molecular simulations. In fact, those studies have worked with Molecular Dynamics (MD) instead of MC molecular simulations. For instance, Rizzi et al. have demonstrated...
a successful coupling between PC and MD in studying force field parameters of water molecules\textsuperscript{42,43} in addition to concentration driven ionic flow in nano-pores.\textsuperscript{44,45} Later on, similar coupling is adopted in order to investigate flow at nanoscale\textsuperscript{46} and quantify parametric uncertainty in multi-scale simulations.\textsuperscript{47}

In this study, a novel combination between PC expansions and MC molecular simulations is proposed. First, two independent PC surrogate models are constructed to replace the canonical and the NVT-Gibbs ensembles, respectively. These surrogates are capable of accurately reproducing the normalized supercritical isotherms and the two-phase envelope of the Lennard-Jones (LJ) fluid. The surrogate model estimations match the MC results within a margin of ±3% deviation in the whole thermodynamic range studied, while requiring a tiny fraction of the computational time needed by the MC molecular simulations. In the second part of the paper, a large-scale optimization for force field parameters of different molecules is conducted via the pre-constructed PC surrogates. The optimization outcome leads to a recommended set of single-site LJ models for a group of molecules. An excellent fit is achieved for argon (Ar), krypton (Kr), xenon (Xe), methane (CH\textsubscript{4}), nitrogen (N\textsubscript{2}), and carbon monoxide (CO). Nonetheless, and not surprisingly, other bigger and/or polar molecules show larger misfits due to the simplicity of the LJ model used.

It is worthy to mention that we rely on the Non-Intrusive Spectral Projection (NISP) methodology, as will be outlined in Section II, to determine the PC coefficients. Fortunately, employing the NISP method does not require any modifications inside the model code; therefore, the model is called as it is in order to evaluate the PC coefficients of the surrogate model. Note that application of NISP to represent MD-based QoIs has been hindered by the fact that the MD estimates are typically affected by noise due to finite size sampling. This generally leads to large NISP errors, and consequently a poor representation. Various approaches have been developed in order to overcome this issue.\textsuperscript{42-44,48} In the present work, application of specific techniques to filter out noise proved unnecessary, because of (i) our ability to perform a very large number of MC samples and (ii) to consider multiple replica. As a result, the obtained estimates exhibit sufficient smoothness, which justifies the application of direct projection technique.

The succeeding sections of the paper consist of three main parts. In the first part, a detailed description of the simulation methods used in this work (MC and PC) is given. In Sec. III, results of PC surrogates reproducing the MC simulations for normalized LJ fluids are presented. In addition, the LJ parameter optimization scheme is discussed and the section ends by reporting the recommended LJ parameters for the studied molecules. Concluding remarks and future work plans are finally offered.

II. SIMULATION METHODS

A. Monte Carlo molecular simulation

The essence of MC molecular simulation lies in predicting macroscopic properties of fluids by simulating the interactions among a large group of molecules (statistical ensemble) representing the fluid. Each statistical ensemble is characterized by the different physical constraints imposed in order to capture the thermo-physical conditions at which these fluids exist. Fortunately, nowadays a wide range of ensembles are available to be used in MC molecular simulations. The decision of choosing the suitable ensemble to work with mainly relies on the simulation output needed. For instance, in this work, pressures under supercritical conditions and two-phase saturated densities were needed to search for adequate LJ parameters for different molecules. Therefore, the canonical (NVT) ensemble was used to predict single-phase pressures while the NVT-Gibbs ensemble was adopted to compute the two-phase saturated densities.

In the canonical ensemble, a certain number of molecules (\(N\)) is trapped in a fixed hypothetical volume (\(V\)), leading to a constant system density (\(\rho = N/V\)) throughout the simulation. In addition, the system’s temperature (\(T\)) is fixed as well. As a result, the fluid’s pressure (\(P\)), under the prescribed \(\rho\) and \(T\), can be predicted. The NVT-Gibbs ensemble\textsuperscript{49-52} is used to study phase equilibria between two phases. Each of these phases is initially represented by a separate simulation box, each containing a certain number of molecules. Similar to the canonical ensemble, the temperature is kept fixed throughout the simulation. In order to reach equilibrium between the two phases, molecules are randomly transferred between the two boxes (chemical equilibrium) while the individual volumes of each box are allowed to change (mechanical equilibrium) such that the total volume is conserved. Finally thermal equilibrium is reached by performing translational and configurational MC trials on individual molecules. For more details about the Gibbs ensemble and the conditions used to decide on accepting new configurations, see Ref. 6.

The statistical nature of the MC molecular simulation arises from the random MC trials performed on the simulated ensembles. MC trials (e.g., molecule displacement, molecule transfer between simulation boxes, and box volume change) introduce elemental changes to the system to create a large number of different molecular configurations. These configurations are sampled to construct the so-called MC Markov chain. The decision of accepting these elemental changes or rejecting them while creating the new configurations is related to the interactions among the simulated molecules. Thus, a key component of any MC molecular simulation is the potential model describing molecular interactions.

In this paper, the LJ model was used to represent the molecular interactions, in specific, the van der Waals long-range attractive force, and the repulsive force resulting from the Pauli exclusion principle that prevents the collapse of molecules. The LJ model relates the energy between any pair of particles to their separating distance as follows:

\[
u_{ij} = 4\epsilon_{ij} \left[ \frac{(\sigma_{ij})^{12}}{r_{ij}} - \frac{(\sigma_{ij})^6}{r_{ij}} \right],\]

where \(u_{ij}\) stands for potential energy due to dispersion-repulsion interaction between particle \(i\) and particle \(j\) with a separating distance \(r_{ij}\). The LJ parameters \(\epsilon_{ij}\) and \(\sigma_{ij}\) are the
potential well depth and the “hard sphere” radius, respectively. This work focuses only on pure component single-phase and two-phase systems, thus all particles are identical and the LJ parameters can be reduced to \( \epsilon \) and \( \sigma \). For convenience, both \( u_{ij} \) and \( r_{ij} \) are normalized by \( \epsilon \) and \( \sigma \) such that \( u_{ij}' = u_{ij}/\epsilon \) and \( r_{ij}' = r_{ij}/\sigma \), leading to the dimensionless LJ model form

\[
u_{ij}' = 4 \left[ \left( \frac{1}{r_{ij}'} \right)^{12} - \left( \frac{1}{r_{ij}'} \right)^6 \right]. \tag{2}
\]

B. The polynomial chaos framework

The general framework of PC technique works by treating input variable uncertainties, parameters, and model state as stochastic variables. Hence, the system state can be represented by a random vector, \( x(t) \), and its time evolution is expressed through the following differential equation:

\[
x(t, \Theta) = f(t, \Theta, x, u), \quad x(t_0) = x_0. \tag{3}
\]

In the equation above, \( \Theta \) represents the uncertain parameter vector and \( u \) the assumed deterministic forcing terms. The initial state estimate, \( x_0 \), may also be uncertain but here it is assumed known. The polynomial chaos method enables to compute the full pdf characterizing the space-time evolution of \( x_k \), allowing to quantify the uncertainty of the system outputs with respect to the parameters.

Recently, new uncertainty propagation methods have been developed based on the polynomial chaos theory. Generalized polynomial chaos (gPC) is an extension of the homogeneous chaos idea of Wiener. The idea is based on separating the random variables from deterministic ones while solving the stochastic differential equation. Then the random variables are expanded using a suitable polynomial expansion.

The gPC approach assumes that the model outputs \( X \in L^2(\Omega^*) \) to admit a spectral expansion of the form

\[
X = \sum_{k=0}^{\infty} c_k \Psi_k = \sum_{k=0}^{P} c_k \Psi_k(\xi), \tag{4}
\]

where \( \xi_i \sim \mathcal{U}(-1,1) \) are canonical random variables used to parameterize random inputs, \( \Psi_k \) is the \( d \)-variate Legendre polynomial, and \( c_k \) represents the PC coefficients. The order of truncation \( P_n \) depends on the stochastic dimension \( d \) and expansion order, \( p \), as

\[
P_n = \frac{(d + p)!}{d!p!} - 1. \tag{5}
\]

Since \( \{\Psi_k\}_{0}^{P_n} \) forms an orthogonal system, we can write the following dot product:

\[
\langle X, \Psi_k \rangle = c_k \langle \Psi_k, \Psi_k \rangle, \tag{6}
\]

with

\[
c_k = \frac{\langle X, \Psi_k \rangle}{\langle \Psi_k, \Psi_k \rangle}. \tag{7}
\]

In (7), the moments \( \langle \Psi_k^2 \rangle \) of the multivariate Legendre polynomials can be analytically evaluated while \( \langle X, \Psi_k \rangle \) requires more elaborate computation, as we note that

\[
\langle X, \Psi_k \rangle = \int_{\Omega^*} X(s) \Psi_k(s) dF_s(s), \quad k = 0, \ldots, P_n.
\]

Hence, evaluating \( c_k \) involves computing the values of a set of \( P_n + 1 \) integrals over \( \Omega^* \subseteq \mathbb{R}^d \), which can be discretized as finite sums using an appropriate quadrature formula,

\[
\int_{\Omega^*} X(s) \Psi_k(s) dF_s(s) = \sum_{j=1}^{N_q} w_j X(\xi_j) \Psi_k(\xi_j). \tag{8}
\]

In the equation above, \( \xi_j \in \Omega^* \) and \( w_j \) are the nodes and weights of the quadrature rule. In this approach, the main computational burden essentially amounts to the deterministic evaluation of the model over the sample set of quadrature nodes,

\[J = \{\xi_j\}_{j=1}^{N_q} \subset \Omega^*. \tag{9}\]

Let \( \Pi \in \mathbb{R}^{(P_n+1) \times N_q} \) be the NISP matrix,

\[
\Pi_{k,j} = \frac{w_j \Psi_k(\xi_j)}{\langle \Psi_k^2 \rangle}, \quad k = 0, \ldots, P_n, \quad j = 1, \ldots, N_q
\]

also let \( \xi \) be the vector with coordinates \( \xi_j = X(\xi_j) \). Then the vector \( c \) can be expressed as \( \Pi \xi \), or in component form,

\[
c_k = \sum_{j=1}^{N_q} \Pi_{k,j} \xi_j = \sum_{j=1}^{N_q} \Pi_{k,j} X(\xi_j), \quad k = 0, \ldots, P_n. \tag{10}
\]

With a fully tensorized quadrature rule, the complexity of NISP scales with \( N_q = n^d \), the number of nodes \( n \) and number of uncertain parameters \( d \). Hence, this approach is computationally limited to a moderate number of parameters. For detailed mathematical formulation of the NISP method, the reader is referred to Ref. 34.

III. RESULTS AND DISCUSSION

A. Surrogate model construction
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\langle X, \Psi_k \rangle = \int_{\Omega^*} X(s) \Psi_k(s) dF_s(s), \quad k = 0, \ldots, P_n.
\]
having uniform distribution. Specifically, the inputs \( m_i \) were parameterized by \( \xi_i \sim \mathcal{U}(-1,1), i = 1, 2, \ldots, n \) through

\[
m_i(\xi) = \mu_i + \sigma_i \xi_i, \quad i = 1, 2, \ldots, n,
\]

where \( \xi = (\xi_1, \xi_2, \ldots, \xi_n)^T \), \( \mu_i = (1/2)(a_i + b_i) \), and \( \sigma_i = (1/2)(b_i - a_i) \), such that \( m_i \sim \mathcal{U}(a_i, b_i) \). For a given vector of random inputs \( \mathbf{m}(\xi) \), the output is denoted by \( \mathbf{X}(\xi) = \mathbf{A}(\mathbf{m}(\xi)) \).

Note that \( \mathbf{A}(\mathbf{m}(\xi)) \) is the output of the MC simulation solved with the set of the input parameters \( \mathbf{m}(\xi) \). \( \mathbf{X} \) may correspond to any subset of the QoIs. In the single-phase case, \( \mathbf{X} \) corresponds to the normalized liquid equilibrium pressure \( (P^*) \), while in the two-phase scenario it corresponds to the normalized liquid- \( (\rho^*) \) and vapor-phase saturation density \( (\rho'_{\text{sat}}) \). The stochastic variables in the single-phase simulation are both the normalized Boltzmann’s factor \( (\beta^*) \) and system number density \( (\rho^*) \). In the two-phase simulation, \( \beta^* \) is the only stochastic variable.

For this study, two independent surrogate models were generated to replace single-phase (canonical ensemble) and two-phase (NVT-Gibbs ensemble) MC simulations, simultaneously. MC simulations in canonical ensemble were run using 216 particles with \( 1 \times 10^6 \) equilibrium MC steps, followed by \( 5 \times 10^6 \) production MC steps. On the other hand, a total of 686 particles (343 particles uniformly distributed in each box at the initial configuration) were simulated in NVT-Gibbs ensemble with \( 10 \times 10^6 \) and \( 20 \times 10^6 \) equilibrium and production steps, respectively. In both ensembles, a cutoff radius \( r_c = 0.49L \) was imposed while energy and pressure tail correction functions were introduced to account for the truncated interactions beyond \( r_c \). Regarding the computational cost, each MC canonical ensemble run lasts for around 20 min using an Intel Xeon processor on a Dell workstation. On the same machine, a single NVT-Gibbs ensemble simulation requires around 150 min of computational time.

In the single-phase scenario, the Gaussian quadrature formula was employed to build the NISP matrix. A total of only 64 quadrature points (8 in each input parameters direction \( \beta^* \) and \( \rho^* \)) was used in order to construct the surrogate model that can reproduce the MC canonical ensemble results over a wide range of simulation conditions. According to this, the time needed to construct the surrogate model is 64 times the time needed by a single forward run of the canonical ensemble. However, once the surrogate model is constructed, any output can be evaluated in few seconds by running the surrogate model itself. Similarly, only 20 quadrature points were needed to generate the surrogate model that can produce the NVT-Gibbs ensemble results within seconds.

According to Fig. 1, the results obtained by the single-phase PC surrogate model are in excellent agreement with the \( P^* \) values directly calculated from the MC canonical ensemble simulations. In fact, this surrogate model can reproduce the MC canonical results within \( \pm 3\% \) error along the whole range of \( 0.1 \leq \beta^* \leq 0.6 \) and \( 0.1 \leq \rho^* \leq 0.8 \). Similarly, the
two-phase surrogate model can accurately estimate both \( \rho^*_{\text{liq}} \) and \( \rho^*_{\text{vap}} \) generated by NVT-Gibbs ensemble (Fig. 2) in the normalized temperature range of \( 0.8 \leq T^* \leq 1.1 \), with a relative error of \( \pm 2\% \).

B. Single-site LJ parameter optimization

As a direct application to the coupling presented in this article between PC and MC methods, a large-scale optimization for single-site LJ parameters was conducted for several small molecules. The recommended parameters \( (\varepsilon_{\text{rec}}, \sigma_{\text{rec}}) \) were obtained by minimizing the difference between various predictions from the surrogate against their corresponding experimental measurements. All the experimental data used in this paper were retrieved from NIST database.\(^{54}\)

For the starting point of the optimization, a physically valid guess is needed for both \( \varepsilon \) and \( \sigma \). For this purpose, formulas obtained by fitting virial coefficient data were used.\(^{55}\) These equations are dependent on the critical properties of the component itself,

\[
\varepsilon_0 = \frac{T_c k_B}{1.35} \quad \text{and} \quad \sigma_0^3 = \frac{0.35M}{\rho_c N_A},
\]

where \( k_B \) is the Boltzmann's constant, \( N_A \) is the Avogadro’s number, and \( M \) is the molecular weight, whereas \( T_c \) and \( \rho_c \) are the critical temperature and mass density, respectively.

The optimization process was performed using the MATLAB built-in function “fmincon,” starting with the initial guesses \( (\varepsilon_0, \sigma_0) \) from Eq. (12). During the fitting process, the tuning parameters were subjected to certain lower and upper limits such that they can only attain values satisfying these

FIG. 4. Same as Fig. 3 but for krypton with supercritical isotherms ranging from 350 K to 700 K.

FIG. 5. Same as Fig. 3 but for xenon with supercritical isotherms ranging from 450 K to 750 K.
constraints. Typical ranges used were ±10 K for $\epsilon/k_B$ and ±0.25 Å for $\sigma$. These constraints were forced for two main reasons. First, to make sure that the optimized parameters still agree with the theoretically expected quantities. Second, to stay within the limits of the constructed PC functions.

The optimization scheme aims to minimize the objective function defined as the difference between the surrogate model predictions and corresponding experimental data. The data used for matching were the single-phase vapor pressures along several supercritical isotherms ($T > T_c$ and $P > P_c$), in addition to the two-phase (liquid and vapor) saturation densities at different temperatures. Therefore, the objective function ($J$) is formulated as the discrete norm over the experimental data used,

$$J = \left\| \frac{P_{\text{sur}} - P_{\text{exp}}}{P_{\text{exp}}} \right\|_2 + \left\| \frac{\rho_{\text{sur}}^{\text{vap}} - \rho_{\text{exp}}^{\text{vap}}}{\rho_{\text{exp}}^{\text{vap}}} \right\|_2 + \left\| \frac{\rho_{\text{sur}}^{\text{liq}} - \rho_{\text{exp}}^{\text{liq}}}{\rho_{\text{exp}}^{\text{liq}}} \right\|_2. \quad (13)$$

Based on the described workflow above, LJ parameters for several molecules were optimized such that a good fit with experimental data was reached. At first, LJ parameters for three noble gases, namely Ar, Kr, and Xe, were obtained. In Figs. 3(a) and 3(b), experimental data used for tuning Ar parameters were plotted against the simulated data generated by the recommended values ($\epsilon_{\text{rec}}/k_B$ and $\sigma_{\text{rec}}$). In addition, the relative misfits (in %) between each of these points in each phase were respectively reported (see Figs. 3(c) and 3(d)). According to these results, the MC simulation outputs for
Ar can be reproduced in a few seconds using the constructed PC surrogates within ±5% deviation for the majority of the investigated data points. It is also evident that at supercritical conditions, larger misfits were found at lower pressures; in other words, at temperatures closer to the critical temperature. In a similar fashion, higher deviations were observed while estimating the gas phase densities in the two-phase envelope. Such behavior can be attributed to the misfits inherited by the PC surrogates from the high statistical uncertainties of the MC simulations in the vapor phase.

Similar trends, but generally with higher misfits, were reached for both Kr and Xe (Figs. 4 and 5, respectively) when compared to Ar case. Furthermore, experimental data of bigger but rather simple molecules were matched too. For instance, results from PC surrogates showed excellent agreement with CH₄ data (Fig. 6). The resulting deviation was less than ±5% for all data points studied, except for few vapor phase densities.

In addition to CH₄, both CO and N₂ were modeled as single-site LJ particles. Interestingly, the data for both molecules were reproduced with the recommended parameters in rather good agreement (Figs. 7 and 8), despite the simplicity of the representing molecular model. Clearly, the match between experimental data and simulation results for CO and N₂, especially in the two-phase region, was not as good as the match obtained for any of the noble gases considered or CH₄.
A further, more challenging, step was taken trying to fit experimental data for CO₂ and C₂H₆. However, and as expected, the spherical LJ model failed to capture the complex nature of such molecules (Figs. 9 and 10). This misfit was dramatically manifested in the two-phase region. The reason for such failure is due to the limitation of the single-site model itself, as both CO₂ and C₂H₆ are linear molecules instead of spherical. Moreover, CO₂ partial charges, which play a vital role in determining its thermodynamic behavior, were not considered by the LJ model used.

To sum up, the large-scale optimization process for the LJ parameters was successfully demonstrated for several noble gases, in addition to CH₄, CO, and N₂ molecules. On the other side, attempting to use the spherical non-polar LJ model to represent more complex molecules has failed. Therefore, the recommended LJ parameters for only the well-fitted molecules were reported (Table I).

### IV. CONCLUSION

A novel approach combining MC molecular simulation with the PC expansions method was presented. This combination is particularly successful because MC simulations require very long computational time while having few input variables, which suits well the PC expansion formulation. The resulting surrogate models built via PC expansion functions allowed extremely fast and sufficiently accurate reproduction for both single- and two-phase data of LJ fluids. In addition, an application example for the combination of these two methods was demonstrated through conducting a large-scale optimization of LJ model parameters for few molecules. A summary of these recommended parameters is available in Table I. Future work may consider sophisticated potential models that can fairly represent structural and polar molecules. Moreover, MC simulation results through the surrogate models are to be used to feed thermodynamic information needed by flow simulators in porous media.
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**TABLE I.** Theoretical and recommended single-site LJ model parameters.

<table>
<thead>
<tr>
<th>Molecules</th>
<th>ε_{ij}/k_B (K)</th>
<th>ε_{rec}/k_B (K)</th>
<th>σ_{ij} (Å)</th>
<th>σ_{rec} (Å)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ar</td>
<td>111.6200</td>
<td>116.4030</td>
<td>3.5128</td>
<td>3.3911</td>
</tr>
<tr>
<td>Kr</td>
<td>155.1704</td>
<td>162.2714</td>
<td>3.7696</td>
<td>3.6264</td>
</tr>
<tr>
<td>Xe</td>
<td>214.6170</td>
<td>224.6165</td>
<td>4.1089</td>
<td>3.9484</td>
</tr>
<tr>
<td>CH₄</td>
<td>141.1585</td>
<td>147.7146</td>
<td>3.8555</td>
<td>3.7309</td>
</tr>
<tr>
<td>CO</td>
<td>98.4148</td>
<td>91.6006</td>
<td>3.7696</td>
<td>3.5876</td>
</tr>
<tr>
<td>N₂</td>
<td>93.7456</td>
<td>98.3203</td>
<td>3.7317</td>
<td>3.6272</td>
</tr>
</tbody>
</table>