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Abstract—In asymmetric information zero-sum games, one player has superior information about the game over the other. Asymmetric information games are particularly relevant for security problems, e.g., where an attacker knows its own skill set or alternatively a system administrator knows the state of its resources. In such settings, the informed player is faced with the tradeoff of exploiting its superior information at the cost of revealing its superior information. This tradeoff is typically addressed through randomization, in an effort to keep the uninformed player informationally off balance. A lingering issue is the explicit computation of such strategies. This paper, building on prior work for repeated games, presents an LP formulation to compute suboptimal strategies for the informed player in discounted asymmetric information stochastic games in which state transitions are not affected by the uninformed player. Furthermore, the paper presents bounds between the security level guaranteed by the sub-optimal strategy and the optimal value. The results are illustrated on a stochastic intrusion detection problem.

I. INTRODUCTION

Games of incomplete information are motivated by settings in which decision makers have imperfect knowledge about the underlying state of the environment/game being played. Information is in the form of signals that are correlated to the state of the environment (e.g., as in the classical setting of Bayesian games [1]). In asymmetric information games, as the terminology implies, players observed different signals, and have different information about the world.

Two-player zero-sum asymmetric information repeated games were analyzed in [2], [3] in the late 1960s. In this model, there are several candidate games characterized by different payoff matrices. At the outset, one candidate game is chosen according to an \textit{a priori} probability, and this game is to be played repeatedly over a specified horizon. The selected game is known only to the informed player, hence the asymmetry in information. At each stage, players choose their actions simultaneously. Actions are observable by both player, but the payoffs are not known to the uninformed player. The work of [2], [3] examines the zero-sum setting and characterizes the value of the resulting repeated game in terms of an associated Bellman equation. In particular, the informed player randomizes in order to balance exploiting its information versus revealing its information, and the underlying Bellman equation characterizes the payoff in terms of the posterior beliefs of the uninformed player.

Asymmetric information stochastic games are slightly different from asymmetric repeated games in that the game being played is not repeated, but may change stage by stage according to specified transition probabilities. This difference, however, does not change the heart of the phenomenon in asymmetric information games: the uninformed player must learn what he can about the concealed information from the actions of the other. It is shown that if the transition law is not affected by the uninformed player, the asymmetric information stochastic game has a value [4], [5]; otherwise, the max-min and min-max values still exist but may differ.

A main impediment towards computing optimal policies is the underlying complicated computational complexity, especially in the infinite horizon case which is non-convex [6], [7]. Finite multi-stage games, both repeated and stochastic, can be expressed as finite extensive form games. The notion of the sequence form of extensive games was developed in [8], which also derived efficient computational methods for the sequence form of the game. The work of [8] establishes that the size of the sequence form is linear in the size of extensive form games. However this size is exponential over the time horizon at a growth rate of the product of the sizes of both player’s action sets and, in the case of stochastic games, the size of the state set. Because of the large size of the sequence form, abstractions of the sequence form were proposed [9], [10], [11], but there was no guarantee about how close the optimal strategies of the abstractions are from the true optimal strategy of the original game. Realizing that players in asymmetric information games are Bayesian players, and the uninformed player’s belief about the game being played is an essential variable for both players to make decisions [12], [13], [4], [5], we presented a nested LP formulation to compute the optimal strategy of the original asymmetric information stochastic games in [14]. The size of the nested LP formulation was linear over the size of the state set and the size of the uninformed player’s action set, but still exponential over the time horizon at a growth rate of the size of the informed player’s action set.

Based on the work in [14], this paper develops an efficient approach to compute a sub-optimal strategy in discounted asymmetric information stochastic games whose transition probabilities are not affected by the uninformed player. Furthermore, the paper bounds the error between the security level guaranteed by the sub-optimal strategy and the true game value. An approximated game value is first computed.
based on value iteration and shown to converge to the game value exponentially fast. A sub-optimal strategy is then derived from the approximated game value with a guaranteed security level from the game value. Finally, an LP formulation is proposed to compute the sub-optimal strategy.

### II. The Model

Let \( \mathbb{R}^n, \mathbb{R}_0^+ \) and \( \mathbb{Z}^+ \) indicate the \( n \)-dimensional real space, non-negative real numbers, and positive integers, respectively. For a finite set \( S, |S| \) denotes its cardinality, and \( \Delta(S) \) indicates the set of probability distributions over \( S \). \((p^s)_s \in S \) is a \(|S|\)-dimensional column vector whose element is \( p^s \). Given \( x \in \mathbb{R}^n, (x)^k \) is the \( k \)th element of \( x \). 1 and 0 are appropriately dimensional column vectors with all their elements to be 1 and 0, respectively.

A two-player zero-sum asymmetric information stochastic game with the informed player controlling the transition is specified by the six-tuple \((S, I, J, Q, G, p_0)\), where

- \( S \) is a non-empty finite set, called the state set, the elements of which are called states;
- \( I \) is a non-empty finite set, called player 1’s action set.
- \( J \) is a non-empty finite set, called player 2’s action set.
- \( Q: S \times I \to \Delta(S) \) is the transition probability. \( Q^i_s \in \mathbb{R}^{|S|} \) indicates the transition matrix given player 1’s action \( i \in I \), and \( Q^i_s, s' \) is the transition probability over \( s' \in S \) given \((s, i) \in S \times I \).
- \( G: S \times I \times J \to \mathbb{R} \) is the one-stage payoff function. \( G^i_{x,y} \) indicates the payoff matrix given state \( s \in S \), and \( G^i_{x,y} \) is the payoff given state \( s \in S \), player 1’s action \( i \in I \) and player 2’s action \( j \in J \).
- \( p_0 \in \Delta(S) \) is the initial probability on \( S \).

Notice that a two-player zero-sum asymmetric repeated game is a special case of the asymmetric stochastic game described above by letting \( Q^i \) be an identity matrix for all \( i \in I \).

The two-player zero-sum asymmetric information stochastic game with the informed player controlling the transition is played in the following way. Let \( s_t, i_t, j_t \) denote the state, player 1’s action, and player 2’s action at stage \( t \in \mathbb{Z}^+ \), respectively. At stage \( 1 \), \( s_1 \) is chosen according to \( p_0 \), and communicated to player 1 only. Each player chooses his action independently, and the couple \((i_1, j_1)\) is announced publicly. At stage \( t \geq 2 \), \( s_t \) is chosen according to \( Q_{s_{t-1}, \cdot} \), and communicated to player 1 only. Both players choose their actions independently. The pair \((i_t, j_t)\) is then, told to both. At every stage \( t \geq 1 \), after both players take their actions, player 2 pays \( G(s_t, i_t, j_t) \) to player 1. The payoff is not announced to either player.

The state history space at stage \( t \) is defined as \( H^t = S^t \) for \( t \in \mathbb{Z}^+ \). Player 1 and player 2’s action history spaces at stage \( t \) are defined as \( H^t_1 = I^t-1 \) and \( H^t_2 = J^t-1 \) for \( t \in \mathbb{Z}^+ \), respectively. \( H^1_1 \) and \( H^1_2 \) are both \( \{0\} \).

A behavior strategy for player 1 is an element of \( \sigma = (\sigma^t)_{t \in \mathbb{Z}^+} \), where \( \sigma^t \) is a map from \( H^t_1 \times H^t_2 \) to \( \Delta(I) \). Similarly, but taking into account his lack of information on \( S \), a strategy for player 2 is an element of \( \tau = (\tau^t)_{t \in \mathbb{Z}^+} \), where \( \tau^t \) is a map from \( H^t_1 \times H^t_2 \) to \( \Delta(J) \). Denote by \( \Sigma \) and \( T \) the sets of strategies of player 1 and 2, respectively.

A triple \((p_0, \sigma, \tau)\) induces a probability distribution \( P_{p_0,\sigma,\tau} \) on the set \( \Omega = (S \times I) \times J \) of plays. \( E_{p_0,\sigma,\tau} \) stands for the corresponding expectation. The \( \lambda \)-discounted payoff with initial probability \( p_0 \) and strategies \( \sigma \) and \( \tau \) is defined as

\[
\gamma_\lambda(p_0, \sigma, \tau) = E_{p_0,\sigma,\tau} \left( \sum_{t=1}^{\infty} \lambda(1-\lambda)^{t-1} G^s_{i_t, j_t} \right),
\]

where \( \lambda \in [0, 1) \).

The \( \lambda \)-discounted game \( \Gamma_\lambda(p_0) \) is defined as a two-player zero-sum asymmetric information stochastic game with the informed player controlling the transition, equipped with initial distribution \( p_0 \), strategy spaces \( \Sigma \) and \( T \), and payoff function \( \gamma_\lambda(p_0, \sigma, \tau) \).

The \( \lambda \)-discounted game \( \Gamma_\lambda(p_0) \) has a value \( v_\lambda(p_0) \) if \( \hat{v}_\lambda(p_0) = \bar{v}_\lambda(p_0) \), where \( \hat{v}_\lambda(p_0) = \sup_{\sigma \in \Sigma} \inf_{\tau \in T} \gamma_\lambda(p_0, \sigma, \tau) \) and \( \bar{v}_\lambda(p_0) = \inf_{\tau \in T} \sup_{\sigma \in \Sigma} \gamma_\lambda(p_0, \sigma, \tau) \) are the maxmin and minmax values of the game \( \Gamma_\lambda(p_0) \), respectively.

The value \( v_\lambda(p_0) \) of the \( \lambda \)-discounted game exists and satisfies a recursive formula (subsection 6.5.3 of [13]). Let \( p \in \Delta(S) \) represent player 2’s belief on the state at stage \( t \), and assume player 1 and 2 choose their actions according to \( x_t = (x^s_t)_{s \in S} \in \Delta(I)^{|S|} \) and \( y_t \in \Delta(J) \). The expected payoff of player 1 at stage \( t \) is

\[
g(p, x_t, y_t) = \sum_{s \in S} p^s x^s_t G^s y_t.
\]

The probability that player 1 plays \( i \) at stage \( t \) is

\[
\bar{x}_{p, x_t}(i) = \sum_{s \in S} p^s x^s_t(i).
\]

Given that player 1 played \( i \) in \( I \) according to \( x_t \) at stage \( t \), the conditional probability over the state at stage \( t+1 \) is denoted by \( p^+(p, x_t, i) \) satisfying

\[
p^+(p, x_t, i) = Q^i x^i_t x_{p, x_t}(i) \quad \text{s.t.} \quad s \in S \quad (2)
\]

Define

\[
T_{p, x_t}(v_\lambda) = \sum_{i \in I} x_{p, x_t}(i) v_\lambda(p^+(p, x_t, i)). \quad (3)
\]

**Lemma 2.1 (section 6.5.3 of [13]):** For any \( p_0 \in \Delta(S) \), \( v_\lambda(p_0) \)

\[
= \max_{x \in \Delta(I)^{|S|}} \min_{y \in \Delta(J)} \left( \lambda(g(p_0, x, y) + (1-\lambda)T_{p, x}(v_\lambda)) \right), \quad (4)
\]

\[
= \max_{y \in \Delta(J)} \min_{x \in \Delta(I)^{|S|}} \left( \lambda(g(p_0, x, y) + (1-\lambda)T_{p, x}(v_\lambda)) \right),
\]

Player 1 has an optimal stationary strategy in \( \Gamma_\lambda(p_0) \) that depends only on player 1’s history actions.

### III. Value Iteration

The dynamic programming-like equation (4) is generally difficult to solve. This section studies how to use value iteration to approximate the value function, and the convergence rate of the value iteration.

Suppose the initial approximated game value \( v_{\lambda, 0}(p) = 0 \). The approximated game value \( v_{\lambda, n}(p) \) at the \( n \)-th iteration is
updated in the following way.

\[
v_{\lambda(n+1)}(p) = \max_{x_n \in \Delta(I)^{|\mathcal{S}|}} \min_{y_n \in \Delta(J)} (\lambda g(p, x_n, y_n) + (1 - \lambda) T_{p, x_n}(v_{\lambda(n)})).
\]

Let us first define two operators \( F \) and \( H \) as follows:

\[
F^v_x(p) = \min_{y \in \Delta(J)} \{ \lambda g(p, x_n, y_n) + (1 - \lambda) T_{p, x_n}(v), \}
\]

\[
H^v_x(p) = \max_{x \in \Delta(I)^{|\mathcal{S}|}} F^v_x(p).
\]

where \( p \in \Delta(S), x \in \Delta(I)^{|\mathcal{S}|}, \) and \( v: \Delta(S) \rightarrow \mathbb{R} \). It is easy to see that \( v_\lambda(p) = H^\lambda \sigma(p) \), and \( v_{\lambda(n+1)}(p) = H^\lambda \sigma(n)(p) \). Let \( F \) indicate a function space including all functions from \( \Delta(S) \) to \( \mathbb{R} \). Define the supreme norm \( \| \cdot \|_{sup} \) in function space \( F \) as \( \| v \|_{sup} = \sup_{p \in \Delta(S)} |v(p)| \) for all \( v \in F \).

**Definition 3.1:** We say an operator \( H: F \rightarrow F \) is a contractor with contraction constant \( \alpha \) if there exists a constant \( \alpha \in [0,1) \) such that \( \| H^v - H^\alpha \|_{sup} \leq \alpha \| v - v^\alpha \|_{sup} \), for any \( v, v^\alpha \in F \).

The rest of this section shows that the functionals \( F_x \) and \( H \) are contractors, and hence the value iteration (5) converges to the game value \( v_\lambda \) exponentially.

**Lemma 3.2:** Given any \( x \in \Delta(I)^{|\mathcal{S}|} \) and \( \lambda \in (0,1) \), the functional \( F_x: \mathcal{F} \rightarrow \mathcal{F} \) defined in (6) is a contractor with contraction constant \( 1 - \lambda \), i.e.

\[
\| F^v_x - F^\lambda_x \|_{sup} \leq (1 - \lambda) \| v - v^\lambda \|_{sup}, \forall v, v^\lambda \in F.
\]

**Proof:** Since the second term of mapping \( F_x \) in equation (6) is irrelevant to \( y \), we have

\[
F^v_x(p) = \min_{y \in \Delta(J)} \{ \lambda \sum_{s \in S} p^s(x^s)T^g_s y + (1 - \lambda) T_{p, x_n}(v), \}
\]

\[
F^\lambda_x(p) = \min_{y \in \Delta(J)} \{ \lambda \sum_{s \in S} p^s(x^s)T^g_s y + (1 - \lambda) T_{p, x_n}(v). \}
\]

therefore, according to the definition of \( T \) in (3),

\[
|F^v_x(p) - F^\lambda_x(p)| = (1 - \lambda) \sum_{s \in S} \bar{x}_{p, x}(i)|v(p^x(p, x, i)) - \bar{v}(p^x(p, x, i))|.
\]

Its supreme norm, hence, satisfies \( \| F^v_x - F^\lambda_x \|_{sup} \leq (1 - \lambda) \| v - v^\lambda \|_{sup} \) \sup_{p \in \Delta(S)} \sum_{i \in I} \bar{x}_{p, x}(i) = (1 - \lambda) \| v - v^\lambda \|_{sup} \).

**Lemma 3.3:** Given \( \lambda \in (0,1) \), the functional \( H: \mathcal{F} \rightarrow \mathcal{F} \) as in (7) is a contractor with contraction constant \( 1 - \lambda \), i.e.

\[
\| H^v - H^\lambda \|_{sup} \leq (1 - \lambda) \| v - v^\lambda \|_{sup}, \forall v, v^\lambda \in F.
\]

**Proof:** From the definition of \( H \) in (7), we have

\[
|H^v_x(p) - H^\lambda_x(p)| = \max_{x \in \Delta(I)^{|\mathcal{S}|}} F^v_x(p) - \max_{x \in \Delta(I)^{|\mathcal{S}|}} F^\lambda_x(p).
\]

Let \( F^v_x(p) = \max_{x \in \Delta(I)^{|\mathcal{S}|}} F^v_x(p), F^\lambda_x(p) = \max_{x \in \Delta(I)^{|\mathcal{S}|}} F^\lambda_x(p) \).

If \( F^v_x(p) \geq F^\lambda_x(p), \) then \( |H^v_x(p) - H^\lambda_x(p)| \leq |F^v_x(p) - F^\lambda_x(p)| \leq \max_{x \in \Delta(I)^{|\mathcal{S}|}} |F^v_x(p) - F^\lambda_x(p)| \). If \( F^v_x(p) \leq F^\lambda_x(p), \) then \( |H^v_x(p) - H^\lambda_x(p)| \leq |F^v_x(p) - F^\lambda_x(p)| \leq \max_{x \in \Delta(I)^{|\mathcal{S}|}} |F^v_x(p) - F^\lambda_x(p)| \).

Thus, \( |H^v_x(p) - H^\lambda_x(p)| \leq \max_{x \in \Delta(I)^{|\mathcal{S}|}} |F^v_x(p) - F^\lambda_x(p)| \).

**Theorem 3.4:** Given \( \lambda \in (0,1) \), the approximated value function \( v_{\lambda(n)} \) satisfying (5) converges to \( v_\lambda \) exponentially with rate \( 1 - \lambda \), i.e.

\[
\|v_\lambda - v_{\lambda(n)}\|_{sup} \leq (1 - \lambda)\|v_\lambda - v_{\lambda(n-1)}\|_{sup} \leq (1 - \lambda)^n\|v_\lambda\|_{sup}.
\]

**Proof:** Equation (4.5) imply \( |v_\lambda(p) - v_{\lambda(n+1)}(p)| = |H^\lambda \sigma(p) - H^\lambda \sigma(n)(p)| \). Therefore, \( \|v_\lambda - v_{\lambda(n+1)}\|_{sup} \leq \|H^\lambda \sigma - H^\lambda \sigma(n)\|_{sup} \leq (1 - \lambda)\|v_\lambda - v_{\lambda(n)}\|_{sup}. \)

**IV. SUB-OPTIMAL POLICY AND ITS ERROR BOUND**

Based on the approximated game value \( v_{\lambda(n)} \), a sub-optimal strategy \( \sigma_{\lambda(n)} \) is computed using the following formula.

\[
\sigma_{\lambda(n)} = \arg \max_{\sigma \in \Sigma} \min_{y \in \Delta(J)} (\lambda g(p, \sigma, y) + (1 - \lambda) T_{p, \sigma}(v_{\lambda(n)})).
\]

The security level \( J^{\lambda(n)} \) guaranteed by the sub-optimal strategy \( \sigma_{\lambda(n)} \) is then,

\[
J^{\lambda(n)} = \min_{\gamma \in \mathbb{T}} \gamma_\lambda(p, \sigma_{\lambda(n)}, \tau).
\]

Note that the security level \( J^{\lambda(n)} \) of policy \( \sigma_{\lambda(n)} \) is different from the approximated game value \( v_{\lambda(n)} \).

This section studies the difference between the security level \( J^{\lambda(n)} \) and the optimal game value \( v_\lambda \).

First, we show one property of stationary strategies.

**Lemma 4.1:** Let \( \sigma \in \Sigma \) be a stationary strategy of the informed player. The security level \( J^{\sigma} \) of \( \sigma \) satisfies \( J^{\sigma}(p) = F^J\sigma_x(p) \), where \( F \) is defined as in (6).

**Proof:** Since player I’s strategy is fixed to be \( \sigma \), the discounted game \( \Gamma \lambda \) becomes a discounted optimization problem, and hence satisfies Bellman’s principle, i.e. \( J^{\sigma}(p) = \min_{y \in \Delta(J)} (\lambda g(p, \sigma, y) + (1 - \lambda) E_t (J^{\sigma}(p+1, \sigma, y))). \)

Now, let’s study the difference between \( J^{\sigma_{\lambda(n)}} \) and \( v_\lambda \).

**Theorem 4.2:** The sub-optimal policy \( \sigma_{\lambda(n)} \) defined in equation (8) guarantees a security level \( J^{\lambda(n)} \) satisfying

\[
\|v_\lambda - J^{\lambda(n)}\|_{sup} \leq \frac{2(1 - \lambda)}{\lambda} \|v_\lambda - v_{\lambda(n)}\|_{sup} \leq \frac{2(1 - \lambda)^{n+1}}{\lambda} \|v_\lambda\|_{sup}.
\]

**Proof:** Lemma 4.1 indicates that \( |v_\lambda(p) - J^{\lambda(n)}(p)| = |v_\lambda(p) - F^\lambda\sigma_{\lambda(n)}(p)| \). Therefore, with functions \( F \) and \( H \)

defined in (6) and (7), \( |v_{\lambda(n)} - J^{\lambda(n)}(p)| = |v_{\lambda(n)} - F^\sigma_{\lambda(n)}(p)| \).

Take the supreme norm on both sides. With \( \lambda \leq 1 - \lambda \), \( \|v_\lambda - v_{\lambda(n)}\|_{sup} \leq \|v_{\lambda(n)} - J^{\lambda(n)}(p)\|_{sup} \leq (1 - \lambda)\|v_\lambda - v_{\lambda(n)}\|_{sup} \leq (1 - \lambda)\|v_\lambda - v_{\lambda(n)}\|_{sup} \).
Theorem 4.2 guarantees that the game value induced by the stationary policy \( \sigma_{|A|} \) is close to the optimal game value \( v_\lambda \), as long as the approximated game value \( v_{|A|} \) is close enough to the optimal game value \( v_\lambda \).

V. LP FORMULATION OF \( v_{|A|} \)

This section discusses how to efficiently compute the approximated game value \( v_{|A|} \) and the corresponding sub-optimal strategy \( \sigma_{|A|} \). The basic idea is based on \([14]\).

A. LP formulation of \( v_{|A|} \)

Let us start from the first iteration. According to (5), the approximated value at the first iteration satisfies

\[
v_{|A|} = \max_{x_1, \ell_1} \lambda f_1 \quad \text{s.t.} \quad \sum_{s \in S} p^s G^s x_1^s \geq \ell_1 1, \quad 1^T x_1^s = 1, \quad \forall s \in S, \quad x_1^s \geq 0, \quad \forall s \in S
\]

Let \( z_1^s = p^s x_1^s \). The linear program above is changed to

\[
\max_{z_1, \ell_1} \lambda f_1 \quad \text{s.t.} \quad \sum_{s \in S} G^s z_1^s \geq \ell_1 1, \quad 1^T z_1^s = p^s, \quad \forall s \in S, \quad z_1^s \geq 0, \quad \forall s \in S
\]

where \( z_1 \in \mathbb{R}^{|I| \times |S|} \) is a matrix strategy variable, and \( \ell_1 \) is the performance level constraint, \( (12) \) the a priori belief constraint, and \( (13) \) the non-negativeness constraint.

B. LP formulation of \( v_{|A|} \)

By mathematical induction, the LP formulation of \( v_{|A|} \) takes a form similar to the one presented in (10)-(13).

Let \( h^*_t = \{i_1, i_2, \cdots, i_{n-2}\} \in H^*_t \) be a history action sequence of player 1 at stage \( t \). Define \( P(h^*_t) = \{i_1, i_2, \cdots, i_{n-2}\} \) as the parent of \( h^*_t \), and \( \mathcal{L}(h^*_t) = \{i_{n-1}\} \) as the leaf node of \( h^*_t \). We have the following Theorem. Proof of Theorem 5.1 is presented in Appendix.

Theorem 5.1: Let \( z_{t|h^*_t} \in \mathbb{R}^{|I| \times |S|} \) be the strategy variable and \( \ell_{t|h^*_t} \in \mathbb{R} \) be the performance variable at stage \( t \) with history action sequence \( h^*_t \). The approximated game value \( v_{|A|}(p) \) satisfies

\[
v_{|A|}(p) = \max_{z_{t|h^*_t}, \ell_{t|h^*_t}} \sum_{t=1}^{n} \lambda (1 - \lambda)^{t-1} \sum_{h^*_t \in H^*_t} \ell_{t|h^*_t} \quad \forall t = 1, \ldots, n, \forall h^*_t \in H^*_t
\]
by an attack is always worse if the system is vulnerable, which is reflected by the payoff matrices in Table VI. The administrator’s objective is to maximize his payoff while the hacker wants to minimize it. In the original problem in [16], the attacker is assumed to know whether the system is vulnerable, while in our case, the system state (vulnerable or not) is only known by the administrator, and the attacker only has an a priori belief $p_0$ of whether the system is vulnerable.

The asymmetric information stochastic intrusion detection problem is formulated as a discounted asymmetric game with the discount constant $\lambda = 0.7$. According to Theorem 5.1, a sub-optimal strategy $x(p) \in \Delta(I)^{|S|}$ is computed based on the approximated game value $v_{|S|}$ at the 4th iteration. The approximated game value from the 1st to the 4th iteration is presented in the top plot of Figure 1 with the x-axis indicating hacker’s belief that the system is non-vulnerable. We see that the game value is larger when the system is less vulnerable. In the two extreme cases, i.e. vulnerable for sure and non-vulnerable for sure, the game values are $-1.278$ and $-0.7726$, respectively. The sub-optimal strategy is given in the bottom plot Figure 1, where crosses and dots indicate the probability to do high level maintenance if the system is non-vulnerable and vulnerable, respectively. We notice that when the hacker believes that the system is less vulnerable, the administrator decreases the probability to do high level maintenance. This is because the hacker prefers not to attack when the system is less vulnerable, and the corresponding strategy for the administrator is to increase the probability to do low level maintenance.

The sub-optimal strategy is used in a 10-stage asymmetric information stochastic intrusion detection game for 5000 times with initial belief $p_0 = [0.5, 0.5]$. We first analyze the expected game value of the experiment, and then run the experiment to see whether the outcome satisfies the expectation. Theorem 3.4 implies that

$$\|v_{|S|} - v_{|S|}\|_{\sup} \leq (1 - 0.7)^4 \|v_{|S|}\|_{\sup} = 1.2884.$$  

Theorem 3.4 also shows that $v_{|S|}(p_0) - v_{|S|}(p_0) \leq (1 - 0.7)^4 \|v_{|S|}\|_{\sup} = 0.0104$. Since $v_{|S|}(p_0) = -0.9781$, we have $v_{|S|}(p_0) \in [-0.9885, -0.9677].$ Theorem 4.2 says that the security level $J^{|S|}(p_0) - v_{|S|}(p_0) \leq J^{|S|}(p_0) - v_{|S|}(p_0) \leq 2 \times (1 - 0.7)^2 \|v_{|S|}\|_{\sup} = 0.0089,$ and hence $J^{|S|}(p_0) \in [-0.9974, -0.9588].$ When running the 10-stage asymmetric game for 5000 times, at each stage, we assume the hacker uses a strategy that minimizes the payoff given the administrator’s strategy is $\sigma_{|S|}$. The average security level guaranteed by the administrator is $-0.9926$ lying within the expected range $[-0.9974, -0.9588]$, which demonstrates the main results, Theorem 3.4, 4.2, and 5.1.

VII. CONCLUSION

This paper studies value iterations of discounted asymmetric information stochastic games, and shows that the approximated game values converges to the game values exponentially if the discount constant $\lambda$ is in $(0, 1)$. The approximated game value is used to generate a sub-optimal strategy which guarantees a security level close to the true game value as long as the approximated game value is close enough to the true game value. Finally, an LP formulation is presented to compute the sub-optimal strategy. An asymmetric information stochastic intrusion detection game is used to demonstrate the main results.

APPENDIX

Lemma 1.1: For any finite positive integer $n$, any constant $\alpha \geq 0$, and any $p \in \Delta(S)$,

$$\alpha v_{|S|}(p) = v_{|S|}(\alpha p).$$

Proof: For $n = 1$, we have

$$v_{|S|}(\alpha p) = \max_{x_1 \in \Delta(I)^{|S|}} \min_{y_1 \in \Delta(J)} \lambda g(\alpha p, x_1, y_1)$$

$$= \alpha \max_{x_1 \in \Delta(I)^{|S|}} \min_{y_1 \in \Delta(J)} \lambda g(p, x_1, y_1) = \alpha v_{|S|}(p).$$

Now, let us assume equation (18) is true for $n - 1$. From equation (1), we have $\bar{x}_{p, x_n}(i) = \alpha \bar{x}_{p, x_n}(i)$. From equation (2), we have $p^+(\alpha p, x_n, i) = p^+(p, x_n, i)$. Therefore, $T_{p^+, x_n}(v_{|S|}(p)) = T_{p^+, x_n}(v_{|S|}(p))$ and

$$v_{|S|}(\alpha p) = \max_{x_n \in \Delta(I)^{|S|}} \min_{y_n \in \Delta(J)} (\lambda g(\alpha p, x_n, y_n))$$

$$+ (1 - \lambda) T_{p^+, x_n}(v_{|S|}(p)) = \max_{x_n \in \Delta(I)^{|S|}} \min_{y_n \in \Delta(J)} (\alpha \lambda g(p, x_n, y_n))$$

$$+ (1 - \lambda) T_{p^+, x_n}(v_{|S|}(p)) = \alpha v_{|S|}(p).$$
Theorem 5.1 states that for the \( n \)th iteration, the value of the function \( \lambda^n(p) \) is given by
\[
\lambda^n(p) = \max_{\ell_H} \lambda(1 - \lambda)^{t-1} \sum_{s \in S} G^s T_{s|\ell_H} |P(T_{s|T})| \mathcal{L}(h_s) ,
\]
subject to
\[
\sum_{s \in S} G^s T_{s|\ell_H} \geq \ell_T |h_T| ,
\]
for \( t = 2, \ldots, n \), and
\[
\sum_{s \in S} G^s T_{s|\ell_H} \geq \ell_T |h_T| ,
\]
subject to
\[
\sum_{s \in S} G^s T_{s|\ell_H} \geq \ell_T |h_T| ,
\]
for \( t = 1, \ldots, n-1 \), and
\[
\sum_{s \in S} G^s T_{s|\ell_H} \geq \ell_T |h_T| .
\]

The initial condition is \( z_1|\ell(h_1) |\mathcal{L}(h_1) = Q^1(p^* x^1_t(i_1)) \), and \( Q^0(h_0) \) is an identity matrix. According to the second constraint of the linear program above, it is the same to say that the initial condition is \( z_1|\ell(h_1) |\mathcal{L}(h_1) = (p^* x^1_t(i_1)) s \in S \), and \( Q^0(h_0) = Q^1 \).

The second term \( \min_{y_i \in S} \mathcal{X} T_{s|\ell(h_1)} \mathcal{X} T_{s|\ell(h_1)} \), according to Lemma III.2 of [14], has the value of
\[
\lambda(1 - \lambda)^{t-1} \sum_{s \in S} G^s T_{s|\ell_H} |P(T_{s|T})| \mathcal{L}(h_s) ,
\]
subject to
\[
\sum_{s \in S} G^s T_{s|\ell_H} \geq \ell_T |h_T| ,
\]
for \( t = 1, \ldots, n-1 \), and
\[
\sum_{s \in S} G^s T_{s|\ell_H} \geq \ell_T |h_T| .
\]

Therefore, for the \( n \)th iteration, the game value \( \lambda^n(p) \) is the value of
\[
\lambda^n(p) = \max_{\ell_H} \lambda(1 - \lambda)^{t-1} \sum_{s \in S} G^s T_{s|\ell_H} |P(T_{s|T})| \mathcal{L}(h_s) ,
\]
subject to
\[
\sum_{s \in S} G^s T_{s|\ell_H} \geq \ell_T |h_T| ,
\]
for \( t = 1, \ldots, n-1 \), and
\[
\sum_{s \in S} G^s T_{s|\ell_H} \geq \ell_T |h_T| .
\]

The initial condition is \( z_1|\ell(h_1) |\mathcal{L}(h_1) = (p^* x^1_t(i_1)) s \in S \), and \( Q^0(h_0) \) is an identity matrix of proper dimension. The behavior strategy \( x^1_t = \frac{z_t}{z^1_T z^1_T} \).

Therefore, Theorem 5.1 still holds for \( n \)-stage games, and hence complete the proof.
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