A Toolbox of Solid-State NMR Experiments for the Characterization of Soft Organic Nanomaterials
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Abstract

Determining how organic molecules self-assemble into a solid material is a challenging and demanding task if a single crystal of the material cannot be produced. Solid-state NMR spectroscopy offers access to such molecular details via an appropriate selection of techniques. This report gives a selected overview of 1D and 2D solid-state NMR techniques for elucidating the structure of soft organic solids. We focus on how the solid-state NMR techniques are designed from the perspective of the different nuclear interactions, using average Hamiltonian theory and product operators. We also introduce recent methods for quantification and reduction of experimental artifacts. Finally, we highlight how the solid-state NMR techniques can be applied to soft organic materials by reviewing recent applications to semi-crystalline polymers, π-conjugated polymers, natural silk, and graphene-related materials.

1. INTRODUCTION

Soft organic materials are those that can be easily deformed by thermal or mechanical stresses, and experience thermal fluctuations at room temperature. These include polymers, foams, gels, granular materials, liquid crystals and colloids, as well as most soft biological materials [1]. These materials may also be classified as macromolecules or supramolecular systems, and their specific function is often established via self assembly [2]. This process is driven by the incompatibility of the different chemical building blocks, like that of a polymer backbone and its attached aliphatic side chains, or non-covalent interactions, such as hydrogen bonds, ionic forces, and π-π-interactions [3, 4]. Soft organic
materials generally exhibit attractive mechanical properties. This allows for their use in a wide variety of applications. For example, self-assembled organic materials have shown promising use as semi-conductors [5, 6]. Organic semi-conductors benefit from (i) extended π-conjugation due to sp²-hybridized carbon systems and (ii) solubility in organic solvents via strategically introduced solubilizing aliphatic side chains [7, 8]. These advantages make organic materials amenable to solution processing techniques, which have the potential to create thin and light-weight electronic devices of the future [9]. However, a general property of soft organic materials is that they rarely crystallize into a single crystal. Typically, crystallization leads the formation of domains with high and low structural order, making these materials semi-crystalline. Well-known examples of soft organic materials displaying semi crystallinity are synthetic polymers or polymer systems composed of different repeat units such as polymer blends or copolymers. Similarly, biomacromolecules, like proteins, are also composed of well-ordered regions containing α-helices or β-sheets that are interlinked by conformationally disordered chain segments [10].

One of the major challenges identified in the area of macromolecular science is the structural characterization of soft organic materials at the molecular level [11]. Besides semi-crystallinity of the macromolecular systems as discussed above, the challenge also arises from the intrinsic heterogeneity present within them. This heterogeneity arises from such aspects as chain length, stereo- and regio-chemistry, architectural perfection, and copolymer composition. From a molecular point-of-view, solid-state NMR spectroscopy performed under high-resolution conditions, utilizing magic-angle spinning (MAS) and high-power ¹H decoupling, offers site-specific information and thereby has access to detailed
information about molecular order and local packing arrangement in soft organic materials. This information can be established by probing the local molecular environments of proton ($^1$H) and carbon ($^{13}$C) species as reflected in their isotropic chemical shift ($\delta_{iso}$) values. The molecular packing of self-assembled π-conjugated systems is mainly observed as a nucleus independent shift to higher or lower chemical shift on the order of 1−10 ppm as compared to the $\delta_{iso}$ observed in solution NMR [12, 13]. This makes $^1$H NMR the obvious choice for probing this type of interaction, since $^1$H has a much lower chemical shift dispersion (ca. 15 ppm) as compared to $^{13}$C (ca. 220 ppm) [14]. Moreover, hydrogen bonding, potentially designed to form between different molecules or segments of the macromolecular structure [15], also shifts the $\delta_{iso}$ compared to that observed in a non-hydrogen bonding solvent by solution NMR. If a hydrogen bond is formed, the $^1$H chemical shift of the involved proton strongly depends on the bond length. Hence, hydrogen-bonded protons are typically observed in the spectral range between 8 and 20 ppm, reflecting the strength of hydrogen bond [16, 17] making them easy to identify in $^1$H MAS NMR spectra [18]. The structural order or disorder, on the other hand, is mainly reflected in the line width of the observed isotropic chemical shifts for the different chemical moieties of the probed molecule. For this reason, $^{13}$C is a more appropriate nucleus for probing local order, since it has a larger chemical shift range, leading to a better chemical shift resolution. Moreover, $\delta_{iso}$ of $^{13}$C is also sensitive to conformation of the methylene groups in a chain structure. This effect is known as the γ-gauche effect and is marked by a shift of the $\delta_{iso}$ for the $^{13}$CH$_2$ moiety under consideration. The effect is caused by the local conformations of the methylene groups in the γ-position. If the γ-methylene groups are in a gauche conformation with respect to the methylene groups in the α positions, this leads to a shift of
the $\delta_{\text{iso}}$ to lower frequencies, sometimes referred to as a low-field or up-field shift, when compared to the $\delta_{\text{iso}}$ for the $\gamma$-methylenes groups in trans conformation. The $\gamma$-gauche effect is well established for aliphatic structures containing long sequences of methylene groups like $n$-alkanes or polyethylene [19-22]. Typical shifts are in the range of 3–10 ppm, while effects due to chain packing only contribute to a minor extent of $\sim$1 ppm [14]. For $^{13}$C in natural abundance, as mostly encountered in synthetic macromolecular systems, the $^{13}$C nucleus is not influenced by strong homonuclear dipole–dipole couplings as in the case of $^1$H NMR in solids, leading to a strong broadening of the observed $^1$H resonances. In fact, the observed resonance line width differences for the isotropic chemical shifts of a number of different NMR active nuclei have been exploited for a broad range of compounds. This includes both soft organic and inorganic materials, and has led to a better understanding of the short and intermediate range order present in both semi-crystalline and amorphous materials [23-26]. Thus, by combining the information available from observing $^1$H and $^{13}$C in carefully designed 1D and 2D solid-state NMR experiments, it is possible to get a more detailed picture of local packing arrangements, phase composition, and molecular order.

In this report we give an overview of 1D and 2D solid-state NMR techniques for the structural characterization of soft organic solids at the molecular level. We introduce the relevant nuclear spin interactions and use average Hamiltonian theory and product operators to show the design principles behind the solid-state NMR techniques. Finally, we highlight how the solid-state NMR techniques can be applied to soft organic materials by giving examples of recent applications to semi-crystalline polymers, $\pi$ -conjugated polymers, natural silk, and graphene-related materials.
2. NMR BASICS

Before describing some of the recent advances in 1D and 2D solid-state NMR techniques and give examples of their application to soft organic materials, we will briefly summarize the relevant quantum mechanics and spin interactions. We will not discuss the theory and the NMR interactions in a complete fashion, but rather give the reader an appreciation of the theoretical underpinnings of the experiments. It should be noted that all spin interactions in this section are written using Cartesian operators, in contrast to the use of spherical tensor operators often seen in the NMR literature. The interested reader can find more details in excellent NMR textbooks and reviews in Refs. [14, 27, 28].

2.1 Theory

In NMR spectroscopy, an ensemble of non-identical systems is studied. A convenient way of gaining an insight of this ensemble is through the use of the density operator, $\rho(t)$. Assuming no relaxation, $\rho(t)$ evolves under the influence of the Hamiltonian, $H(t)$, as formulated by the Liouville-von Neumann equation,

$$\frac{\partial}{\partial t} \rho(t) = -i[H(t), \rho(t)]. \tag{0.1}$$

Note that the (Liouville-von Neumann) equation is written in units of $\hbar$. This convention will be used throughout this report. The formal solution to Eq. (0.1) is

$$\rho(t) = U(t)\rho(0)U(t)^\dagger, \quad i\frac{\partial}{\partial t} U(t) = H(t)U(t) \tag{0.2}$$

along with the Schrödinger equation for the spin propagator, $U(t)$. Finding the correct spin propagator is very challenging when $H(t)$ does not commute with itself at different times.
during the time evolution and, hence, the solution generally relies on the so-called Dyson
time operator. For time periods where $H(t)$ does commute or is time-independent, it is
straightforward to calculate $U(t)$. When $H(t)$ is time-independent, i.e. $H(t) = H$, $U(t)$ can
be written as

$$U(t) = e^{-iHt}.$$  \hspace{1cm} (0.3)

The simple form of the spin propagator might have inspired Haeberlen and Waugh [29]
to make use of the Magnus expansion to gain insight into the spin dynamics. The Magnus
expansion assumes a spin propagator similar to Eq. (0.3), but with the effective
Hamiltonian expanded into orders

$$U(t_c) = e^{-iH_{\text{eff}}t_c}, \quad H_{\text{eff}} = H_{\text{eff}}^{(1)} + H_{\text{eff}}^{(2)} + ...$$ \hspace{1cm} (0.4)

Note that this is also referred to as the average Hamiltonian theory (AHT) in solid-state
NMR spectroscopy. In practice, physical insight can most often be gained by calculating
the first-order term (1.5) and, if necessary, also the second-order term (1.6)

$$H_{\text{eff}}^{(1)} = \frac{1}{t_c} \int_0^{t_c} H(t) dt$$ \hspace{1cm} (0.5)

$$H_{\text{eff}}^{(2)} = \frac{-i}{2t_c} \int_0^{t_c} dt_2 \int_0^{t_2} [H(t_2), H(t_1)] dt_1.$$ \hspace{1cm} (0.6)

When making use of average Hamiltonian theory, it is important to ensure that the
Hamiltonian is cyclic at time $t_c$, i.e. $H(t_c)$ does not give rise to an overall net rotation at
that time point. The above first-order term is often referred to as the average Hamiltonian
or the effective Hamiltonian to first-order. The convergence of the series expansion in Eq. (0.4) is far from trivial [30] and will not be discussed here. Average Hamiltonian theory has successfully guided the development of numerous experiments in solid-state NMR spectroscopy, as reviewed in Refs. [31, 32]. Recently, Floquet theory [33-35] has become increasingly popular in gaining insight into the coherent evolution of the spin system.

To make the series expansion in Eq. (0.4) converge faster, it is useful to transform the description into an interaction frame, where the Hamiltonian is divided into a larger and a smaller part, e.g. \( H(t) = H_0(t) + H_1(t) \) with \( H_1(t) \) being the larger term. With this approach, we can separate out the evolution due to the larger part of the Hamiltonian by writing the spin propagator as a product [29]

\[
U(t) = U_1(t) \tilde{U}_0(t)
\]

(0.7)

using

\[
\frac{\partial}{\partial t} U_1(t) = -iH_1(t)U_1(t), \quad \frac{\partial}{\partial t} \tilde{U}_0(t) = -i\tilde{H}_0(t)\tilde{U}_0(t), \quad \tilde{H}_0(t) = U_1^\dagger(t)H_0(t)U_1(t).
\]

(0.8)

At cyclic times of \( H_1(t) \), i.e. \( U_1(t_c) = 1 \), we restrict ourselves to the calculation of the interaction frame spin propagator, \( \tilde{U}_0(t_c) \).

2.2 NMR interactions

NMR interactions are often separated into external and internal parts. The external part consists of the static magnetic field (B_0) that, by convention, points along the z-axis and a
radio-frequency (rf) field \((B_1)\) that lies in the \(x\)-\(y\) plane. The static magnetic field interacts with the magnetic moment of a nucleus and gives rise to a splitting of the energy levels. For a spin-1/2 nucleus, the eigenstate \(\alpha\), which is chosen to point along the magnetic field, will be lower in energy than the eigenstate \(\beta\) that is opposed to the magnetic field.

The Zeeman Hamiltonian that signifies this interaction is written as

\[
H_{\text{Zeeman}} = \omega_0 I_z, \quad \omega_0 = \gamma B_0 
\]

where the product of the gyromagnetic moment and the strength of the static magnetic field, \(\omega_0 = -\gamma B_0\), is called the Larmor frequency and \(I_z\) is the angular momentum operator about the \(z\) axis of spin \(I\). If we assume the gyromagnetic moment to be larger than zero, as is the case for \(^1\text{H}\) and \(^{13}\text{C}\) spins, then the Larmor frequency is negative, resulting in a clockwise precession about the \(z\) axis when the initial polarization is tilted away from equilibrium. We direct the interested reader to Refs. [36, 37] for an in-depth discussion on the signs of the frequencies and phases in NMR spectroscopy.

The energy difference between the two eigenstates is calculated as \(\hbar|\omega_0|\) and the Boltzmann distribution can be used to calculate the occupational difference of the energy levels and thereby the starting polarization. Using the operator formalism and invoking the high-temperature approximation, the equilibrium density operator becomes

\[
\rho(t_0) = Z^{-1} e^{-\beta H} ; \quad Z^{-1} (1 - \beta H) = Z^{-1} (1 - \beta \omega_0 I_z) , \quad \beta = \frac{1}{kT} \]

where \(k\) denotes the Boltzmann constant and \(Z\) denotes the partition function. According to Mehring [27], the high-temperature approximation is legitimate down to at least 1 K. An
observable, e.g. the magnetization, can be found as \( \text{Tr}[\rho M] \). The trace over \( M \) vanishes, and making it convenient to work with the truncated density operator that is linear and points along the \( z \) axis, \( \rho \approx l_z \).

Viewed in the laboratory frame, the rf field can be split into a counter-clockwise and a clockwise component. In a rotating frame that matches the frequency of the clockwise component, it will appear static while the counter-clockwise component will oscillate at twice the frequency of the frame. It is convenient to describe NMR experiments in the rotating frame, and hence, in the following, only the static rf component will be taken into account. The rotating frame frequency is kept close to the Larmor frequency of the nuclei in the sample. If the rotating frame frequency exactly matches a given resonance frequency, then the effective longitudinal field will be zero in that frame.

The electronic cloud in a molecule will, on average, counteract the static magnetic field on the timescale of an NMR experiment such that each nucleus feels a specific reduced magnetic field compared to the static field. This nucleus-specific field, which can be viewed in terms of a resonance frequency, is referred to as the chemical shift when reported relative to very shielded compounds such as tetramethylsilane (TMS) or 4,4-dimethyl-4-silapentane-1-sulfonic acid (DSS). The chemical shift is of utmost importance in the interpretation of NMR spectra as this allows us to deduce the chemical environment around a nucleus. For example, in \(^{13}\text{C}\) NMR spectroscopy, the large chemical shift range of ca. 200 ppm allows us to easily distinguish aromatics from the aliphatic moieties.

In solid-state NMR spectroscopy, the nucleus specific magnetic field further depends on the orientation of the molecule with respective to the static magnetic field. Interactions that
depend on the relative orientation are denoted anisotropic interactions, e.g. the chemical shift anisotropy (CSA) interaction. The dependency can generally be described by a 3-by-3 matrix which can be decomposed into an isotropic, antisymmetric, and symmetric part. By definition, the symmetric part is diagonal in the principal axis system. The anti-symmetric part is often neglected, as in the case of CSA. To relate different coordinate systems, three Euler angles \( \Omega = \{ \alpha, \beta, \gamma \} \) are specified, and transformations can be accomplished using Wigner matrices [27].

In liquid-state NMR spectroscopy, the anisotropic interactions cannot be seen directly due to the rapid tumbling of the molecule. In solid-state NMR, an ingenious technique called magic-angle-spinning (MAS) averages out anisotropic interactions, leaving behind mainly isotropic interactions. Unless specified, we will only consider MAS experiments in this contribution. Due to the periodic motions induced by MAS, the NMR interactions can be expended into a Fourier series in units of the rotor frequency, \( \omega_r \), using zeroth-, first- and second-order terms. Addressing the chemical shift interaction, we can write the Hamiltonian as

\[
H_{\omega_r}(t) = \omega \tau(t) I_z = \sum_{m=-2}^{2} \omega_m^{(m)} e^{i m \alpha} I_z .
\]  

(0.11)

Under MAS conditions, \( \omega^{(0)} \) is the isotropic term and \( \omega^{(1)} \) and \( \omega^{(2)} \) are the anisotropic terms. We realize that an integration over a rotor period as directed by average Hamiltonian theory leaves us with only the isotropic part – similar to liquid-state NMR spectroscopy. Please note that we implicitly make use of the high-field approximation when describing
the NMR interactions. This means that the only relevant terms are those that commute with the total angular momentum about the z axis.

Another very important interaction in solid-state NMR spectroscopy is the dipole-dipole coupling interaction. For a homonuclear two-spin system, spin $I$ and spin $S$, the interaction becomes

$$H_{IS}(t) = \omega_{IS}(t)(2I_zS_z - I_xS_x - I_yS_y), \quad \omega_{IS}(t) = \sum_{m=-2}^{2} \omega_{IS}^{(m)} e^{i\omega_{IS}^{(m)}t}.$$  \hspace{1cm} (0.12)

The m'th Fourier coefficients of the dipolar coupling is described as

$$\omega_{IS}^{(m)} = b_{IS}d_{0,-m}^{(2)}(\beta_{PR})d_{-m,0}^{(2)}(\beta_{RL})e^{im\gamma_{PR}}, \quad b_{IS} = \frac{\mu_0 \gamma_I \gamma_S h}{4\pi r_{IS}^3},$$  \hspace{1cm} (0.13)

with $d_{m,n}^{(2)}$ denoting the reduced Wigner elements of rank 2. $\gamma_{PR}$ is related to the rotor angle $(\omega t)$ by a rotation about the rotor axis. $b_{IS}$ is referred to as the strength or magnitude of the dipolar coupling. The specific dependency on the Euler angles relating the principle axis system (P) over the rotor-fixed system (R) to the laboratory frame (L) has been included. In the presence of a large number of interactions, a molecular frame should be included in between P and R. The dipolar coupling shows no dependency on $\alpha_{PR}$ as the interaction is axially symmetric about the internuclear axis between the two spins. For motional averaging, this symmetry can be broken and an asymmetry parameter should be introduced [14, 38].

Also, the zeroth-order Fourier term, $\omega_{IS}^{(0)}$, is zero by virtue of the magic-angle which is equal to 54.7 degrees. The effect of this setting is appreciated by realizing that
\[ d^{(2)}_{\theta_0}(\beta) = \frac{1}{2} (3 \cos^2(\beta) - 1) \] [31], a Legendre polynomial: \( P_2(\cos(\beta)) \). As mentioned above, the time modulated terms are averaged over a rotor period showing the power of the MAS technique. The downside to this averaging is that direct structural knowledge is lost. However, by reintroducing the dipole-dipole coupling interactions under MAS experiments, internuclear distances can be determined, since the dipolar coupling scales as one over the internuclear distance cubed, cf. the definition of \( b_{hs} \). An example of such an experiment is the back-to-back (BaBa) [39-41] sequence which probes spin-pair connectivities observed indirectly via double-quantum (DQ) coherences. The BaBa technique will be discussed in Section 3.3.

In a multi-spin system, homonuclear dipole-dipole coupling interactions that share one common spin do not commute. This makes it extremely hard to gain insight into the weaker couplings since the larger dipolar interactions average the weaker ones - a phenomenon known as dipolar truncation [42]. The non-commuting interactions make, in principle, a multi-spin approach inevitable. But since the higher order terms in the Magnus expansion get less important at higher MAS frequencies, the use of faster MAS probes render the two-spin correlations more predominant [43]. As a rule of thumb, MAS frequencies should be used at or beyond the dipolar strength of the most proximate nuclei [43]. For example, the dipolar strength of two static \(^1\text{H}\) nuclei separated in space by 1.8 Å is ca. -20.6 kHz, while that of two \(^{13}\text{C}\) nuclei separated by 1.5 Å is on the order of -2 kHz.

Heteronuclear spins have appreciably different resonance frequencies. For example, on a 9.4 T spectrometer, \(^1\text{H}\) spins resonate at ca. 400 MHz and \(^{13}\text{C}\) spins resonate at ca. 100 MHz, a difference of 300 MHz. A large chemical shift difference of tens or hundreds of
MHz will truncate the planer term, also known as the zero-quantum term, in the dipole-dipole coupling interaction [31]. While still addressing spin $I$ and spin $S$ but now in a heteronuclear two-spin system, Eq. (0.12) simplifies to

$$H_{IS}(t) = \omega_{IS}(t)2I_zS_z. \tag{0.14}$$

Only the longitudinal spin term is present in Eq. (0.14) and all heteronuclear dipole-dipole coupling interactions commute in a multi-spin system making the analysis much more straightforward. One of the best known pulse sequences in solid-state NMR spectroscopy, the rotational-echo double-resonance NMR (REDOR) experiment [44], employs appropriately placed $\pi$ pulses to avoid averaging of the heteronuclear dipolar coupling interactions by MAS. REDOR has been used in numerous cases to extract precise dipolar couplings and the inventor, Prof. Schaefer, was commemorated recently for his contributions to solid-state NMR spectroscopy [45].

The isotropic J-coupling interaction between spin $I$ and spin $S$ can be described as

$$H_J = 2\pi J_{IS} I \cdot S = 2\pi J_{IS} \left( I_xS_x + I_yS_y + I_zS_z \right). \tag{0.15}$$

The size of this interaction is often in the 10-200 Hz range. If the difference in isotropic chemical shift between spins $I$ and $S$ is larger than the size of the J-coupling, then the planer terms $I_xS_x + I_yS_y$ in Eq. (0.15) is truncated, leaving behind only the longitudinal term $I_zS_z$. 
3 NMR PULSE SEQUENCES FOR ORGANIC SOLIDS AND SOFT MATERIALS

In material science, the characterization of molecular structure is of utmost importance. Focusing on, say, π-conjugated polymers, which consist of a backbone with alternating single and double bonds, it proves valuable to know the ratio of sp²-hybridized ¹³C atoms relative to sp³-hybridized ¹³C atoms and the ratio of potential functional groups such as esters and carboxyl acids. However, structural insight at the molecular level is highly desired but very challenging to obtain in non-crystalline materials. In this contribution, we will mostly focus on the NMR active nuclei ¹H and ¹³C, which possess a natural abundance close to 100% and 1.1%, respectively. Other important NMR nuclei in the field of material science are ¹⁴N, ¹⁹F, ²⁷Al, and ³¹P to highlight a few.

In the following section, only a selected subset of the available solid-state NMR experiments used for elucidating quantitative and structural information on soft organic nanomaterials will be highlighted. Readers are encouraged to supplement the following discussion with other excellent reviews by experts in the field, such as Brown [46, 47], Levitt [32] and Saalwächter [48]. Apart from the selected experiments and applications in this section, solid-state NMR spectroscopy is also capable of (i) spectral editing, e.g. distinguishing C, CH, CH₂ and CH₃ groups [49-51], (ii) finding diffusion coefficients [52], (iii) estimating domain sizes, e.g. by observing spin diffusion [53-56], and (iv) probing local dynamics [38, 57-59]. Most of the experiments presented in this contribution are developed for high-field NMR spectrometers. Low-field NMR spectroscopy is a distinct research field,
3.1 Quantitative NMR (qNMR)

NMR spectroscopy has the capacity to provide quantitative insight into questions related to molecular structure, such as the ratios among different chemical groups in a molecule. The deployment of NMR for this purpose is known as quantitative NMR (qNMR) [61, 62]. In liquid-state NMR spectroscopy, Malz and Jancke have established a validated protocol for qNMR [63]. To our knowledge, such a protocol has not yet been established within solid-state NMR spectroscopy. In its standard implementation for solid samples, the qNMR experiment makes use of the MAS technique in order to observe only the isotropic signal. A short excitation pulse makes the spins amenable for observation and the resonance frequencies are encoded in the free induction decay (FID). If necessary, heteronuclear decoupling is applied during acquisition. Examples of heteronuclear decoupling schemes are SPINAL-64 [64], XiX [65], SWr-TPPM [66], UTPD [67] and rCW [68], which are often used when observing $^{13}$C spins surrounded by $^1$H spins. To increase the signal-to-noise ratio in the resulting spectrum obtained by a discrete Fourier transform of the FID, several scans are co-added. The optimal delay between subsequent scans depends on the excitation flip angle [69]. If $\pi/2$ pulses are used, it is advisable to set the recycle delay such that it is longer than five times the longitudinal relaxation time ($T_1$) to ensure (almost) full Boltzmann equilibrium with respect to the large static magnetic field. The resulting resolved spectrum contains signals that can be integrated to yield quantitative relative ratios. The
spectrum can also be used for assignment based directly on the chemical shift and the intensities.

3.2 Background and ringing suppression

The above experimental method is referred to as a direct polarization (DP) or a single-pulse (SP) experiment, cf. Figure 1a for schematic representation. In reality, several issues can make it difficult to extract quantitative information from these experiments. Such issues include strong background signals from the NMR probe/rotor that overlap with the signals originating in the sample, and acoustic ringing and transient signals in the probe after rf pulsing. Materials extraneous to the coil, such as endcaps, inserts and rotors might contain NMR active nuclei, which could contribute unwanted signals to the spectrum. Acoustic ringing comes about as the metal parts start to vibrate as a consequence of rf pulsing. These vibrations can potentially give rise to signals during acquisition since they might last up to tens or hundreds of μs. A dead time period after rf pulsing and prior to acquisition ensures (sufficient) ringdown of the electronics. However, a temporal shift (i.e. waiting until dead time has passed instead of immediate acquisition) imparts a linear phase shift across the detected frequency range. These issues usually manifest in the spectrum as baseline and phase distortions. Several methods [70-78] have been developed to alleviate some of these problems. We will briefly discuss a few of these techniques now.

The use of a Hahn echo, which typically extends over two rotor periods with a π pulse in the middle, reduces probe background, ringing and dead time effects. A schematic representation is seen in Figure 1b. The period from the end of the refocusing pulse to the
beginning of acquisition at the top of the signal echo is often considerably longer than the
dead time of the receiver and might be longer than the acoustic ringdown period. Spins in
the probe far from the center of the rf coil will not be refocused by the pulse and should
therefore not give rise to (large) signals. In general, however, an echo sequence cannot
address all of the concerns related to the deployment of qNMR [75].

Chen et al. [73] proposed a method consisting of combining the spectra of two DP
experiments to suppress background signals, cf. Figure 1c. In the most common form, a
$\pi/2$ excitation pulse and a $\pi$ pulse is applied, respectively. Assuming linear excitation of the
spins in the probe far from the rf coil, the background-reduced spectrum appears by
scaling the "$\pi$"-spectrum by a half and then subtracting it from the "$\pi/2$"-spectrum. A
drawback of this approach is that two experiments have to be performed, both with
repetition delays, effectively doubling the experimental time.

A technique which does not involve the doubling of the repetition delays is the
elimination of artifacts in NMR spectroscopy EASY approach [75, 76]. The EASY
procedure is displayed in Figure 1d. The general idea is to acquire two DP experiments
with $\pi/2$ excitation pulses immediately after one another. That is, when the FID of the first
experiment has decayed, which happens within a time period of the transverse relaxation
time ($T_2$), the same experiment is initiated and the second FID is recorded. As long as $T_2$ of
the sample is much shorter than $T_1$, very little magnetization originating from the sample is
present in the second FID. On the contrary, the background signals that fall into the small
flip angle regime are present. A background reduced FID appears by subtracting the
second FID from the first. An additional advantage of the EASY setup is that ringdown
effects are likewise cancelled in the subtraction step as these effects follow directly the rf
pulse and are, therefore, the same in the two acquisition periods. Instead of direct subtraction, receiver phase cycling can also be used to achieve the differential FID. For long observation times on, say, $^{13}$C nuclei, the implementation of two subsequent acquisition periods with decoupling can put some strain on the duty cycle of the hardware. Jaeger and Hemmann [75, 76] claim that the second acquisition time can be shortened to much less than $T_2$ of the sample as the broad ringing/background signals are contained in the first few data points.

As a final remark on the suppression of background signals, we note that in some cases, unwanted signals simply have to be identified from an empty rotor. Caution must be exercised while doing so since matching and tuning might potentially change when moving from a full rotor to an empty one.

**Figure 1.** Schematic representations of (a) direct polarization, (b) Hahn echo, (c) scheme by Chen et al. and (d) EASY experiments. $d_1$ refers to repetition delays and short filled pulses signify $\pi/2$ rotations, longer filled pulses signify $\pi$ rotations. For phase cycling scheme, please refer to original articles.
3.3 Double-quantum single-quantum spectroscopy

Beyond quantification of moieties, an equally important aspect of NMR spectroscopy is to probe structural information in the form of spin-pair connectivity. If the sample is amorphous or crystalline/amorphous, NMR spectroscopy is one of the preferred techniques to obtain local structural information on the atomic level.

Dipolar interactions can, by virtue of the dependency on the internuclear distance \( (1/r^3) \) cf. Eq. (0.13)), be used to probe spin-pair connectivity. We will briefly comment on the double-quantum (DQ) experiment utilizing the Back-to-Back (BaBa) sequence [39-41] to find distance constraints among same spin species. Reviews on DQ NMR can be found in Refs. [48, 79]. The basic building block of the BaBa sequence and the schematic pulse sequence can be seen in Figure 2a and Figure 2d, respectively. In the toggling frame, where the Hamiltonian is toggled to another frame by an rf pulse, the dipolar coupling interactions are not averaged by MAS and a first-order analysis gives an effective DQ Hamiltonian

\[
H_{\text{eff}}^{(1)} = H_{\text{DQ}} = \omega_{\text{eff}} \left( I_x S_x - I_y S_y \right).
\]  

(0.16)

Spin \( I \) and spin \( S \) refer to a homonuclear spin-pair, e.g. a \(^1\text{H}-^1\text{H}\) pair. The expression of the effective coupling strength can be found in Ref. [80]. Using the fictitious DQ spin-\(1/2\) operators, \( I_x^{\text{DQ}} = I_x S_x - I_y S_y \), \( I_y^{\text{DQ}} = I_y S_x + I_x S_y \), \( I_z^{\text{DQ}} = \frac{1}{2} (I_z + S_z) \), the initial (DQ) polarization will evolve into

\[
\rho(t_r) = U(t_r) (I_z + S_z)(t_r) U(t_r)^* = e^{-i\omega_{\text{eff}} t_r I_z^{\text{DQ}}} 2 I_z^{\text{DQ}} e^{i\omega_{\text{eff}} t_r I_z^{\text{DQ}}}
\]

\[
= 2 \left( I_z^{\text{DQ}} \cos(\omega_{\text{eff}} t_r) - I_y^{\text{DQ}} \sin(\omega_{\text{eff}} t_r) \right)
\]  

(0.17)
The DQ term, $I_{y}^{DQ}$, encodes the sum of the chemical shifts in the indirect dimension. The dwell time can be chosen as a rotor period such that $t_{i} = nt_{r}$.

$$
\rho(t_{r} + t_{i}) = U_{\Sigma}(nt_{r}) \left( 2 \left( I_{z}^{DQ} \cos(\omega_{eff}t_{r}) - I_{y}^{DQ} \sin(\omega_{eff}t_{r}) \right) \right) U_{\Sigma}(nt_{r})^{t}, \quad U_{\Sigma}(nt_{r}) = e^{-i\omega_{nt_{r}}t_{z}^{DQ}}
$$

\begin{align*}
&= 2 \left( I_{z}^{DQ} \cos(\omega_{eff}t_{r}) - I_{y}^{DQ} \cos(\omega_{nt_{r}}) \sin(\omega_{eff}t_{r}) + I_{x}^{DQ} \sin(\omega_{nt_{r}}) \sin(\omega_{eff}t_{r}) \right) \\
&= 2 \left( I_{z}^{DQ} \cos^{2}(\omega_{eff}t_{r}) + I_{y}^{DQ} \sin^{2}(\omega_{eff}t_{r}) \cos(\omega_{nt_{r}}) \right) \\
&= 2 \left( I_{z}^{DQ} \cos^{2}(\omega_{eff}t_{r}) - I_{y}^{DQ} \sin^{2}(\omega_{eff}t_{r}) \cos(\omega_{nt_{r}}) \right)
\end{align*}

(0.18)

$I_{y}^{DQ}$ will be reverted back into polarization by a reconversion block (similar to the transformation in Eq. (0.17) but using an opposite rotation).

$$
\rho(t_{r} + t_{i} + t_{r}) = U(t_{r}) \rho(t_{r} + t_{i} + t_{r}) U(t_{r})^{t}
$$

\begin{align*}
&= 2 \left( I_{z}^{DQ} \cos^{2}(\omega_{eff}t_{r}) + I_{y}^{DQ} \sin^{2}(\omega_{eff}t_{r}) \cos(\omega_{nt_{r}}) \right) \\
&= 2 \left( I_{z}^{DQ} \cos^{2}(\omega_{eff}t_{r}) - I_{y}^{DQ} \sin^{2}(\omega_{eff}t_{r}) \cos(\omega_{nt_{r}}) \right)
\end{align*}

(0.19)

In Eq. (0.19), only the longitudinal terms are included. Prior to flipping the polarization onto the transverse plane for acquisition, a short z-filter period is applied to remove unwanted terms (like higher order coherences) in the density operator. The duration of the z-filter should be kept short to avoid additional effects from spin-diffusion. A four-step phase cycling with the receiver setting reversed every second step is used to select only the term that encodes the sum of the chemical shifts. This can also be appreciated by realizing that a $\pi/2$ phase change leads to a sign change in the reconversion block. However, this approach in combination with one in which a constant receiver is set, can be used to obtain a normalization of the intensity [48, 80, 81].

The important aspect of a DQ experiment is that the spatial connectivity between two dipolar coupled nuclei appears as a cross-correlation at the sum of the chemical shifts in the indirect dimension. The cross-correlation should ideally be observed on each side of the diagonal with the center being on the diagonal.
Figure 2. (a) The basic Back-to-Back (BaBa) element and (b) the original broadband version, both applying (c) $\pi/2$ pulses, can be used in the recoupling and reconversion parts of the DQ-ZQ pulse sequence shown in (d). The broadband version uses, on top of the BaBa element, implicit $\pi$ pulses which refocus the linear parts but leaves the bilinear terms unaffected, as illustrated in (e). The $\pi/2$ pulses in (e) are only included as a reminder of the toggling frame description, as the sign of the linear terms is to be viewed in that frame. The sign of the bilinear terms reflects the effective DQ Hamiltonian.

In the original BaBa block element, the linear terms, e.g. the chemical shifts, are not refocused. In Figure 2b, the broadband scheme [40] which makes use of implicit $\pi$ pulses is shown. The $\pi$ pulses refocus the linear terms when adding the individual Hamiltonians of more elements, but they do not touch the bilinear terms of the dipole-dipole coupling interactions. This line of reasoning is depicted in Figure 2e. The overall rf field is still cyclic and the $\pi$ pulses are incorporated into the $\pi/2$ pulses as phase inversions, e.g., $\pi/2_x$ pulse $+\pi_x$ pulse equals $\pi/2_{x}$ pulse. The scheme of implicit $\pi$ pulses has been extended by Saalwächter et al. [41] to include a xy16 phase-cycle of the $\pi$ pulses in combination with time-reversed DQ reconversion. The BaBa-xy16 sequence has been proven to be
experimentally robust, which turns out to be useful when, for example, employing very long recoupling and reconversion blocks. In the literature, up to 128 rotor periods dipolar recoupling have been employed [82] using 25.0 kHz MAS. The relaxation-normalized DQ build-up curves described therein obtained as $I_{DQ}/(I_{ZQ}+I_{MQ})$ revealed insight into the polymer side-chain dynamics before and after preliminary GPC purification.

In Eq. (0.18), the dwell time in the indirect dimension was set to one rotor period which is sufficient to yield distance constraints. To get more precise distance measurements, it is more convenient to set the dwell time well below a rotor period. In this way, DQ spinning sidebands are generated [83, 84]. The underlying reason is that at a given intermediate time step the average Hamiltonian of the reconversion blocks differs by a phase about the rotor axis compared to the excitation block when using a non rotor synchronized scheme. The mechanism is termed reconversion rotor encoding (RRE). The dipolar sideband patterns originating from multispin effects appear at even orders [85].

The RRE approach has successfully been applied to extract stacking distances in a perylene tetracarboxylydiimide derivative, $C_{8,7}$-PDI [86]. The supramolecular arrangement of these PDI derivatives allows for 1D electronic charge transport, an attractive property for the fabrication of nanoscale devices such as organic solar cells.
Figure 3. (a) Schematic representation of a C₈,₇-PDI molecule with color coding matching the assignment based on (b) a 2D ¹³C(¹H)-FSLG-HETCOR correlation spectrum using a ramped CP transfer of 500 µs. (c) The experimental ¹H_br-¹H_br DQ sideband pattern is extracted from a 2D DQ-SQ ¹H-¹H correlation spectrum based on 8 rotor periods of DQ recoupling obtained at 25.0 kHz MAS with the dwell time set to 2.0 µs in the indirect dimension. The ¹H_br-¹H_br DQ sideband pattern shows significant two-spin correlation, and the ¹H_br-¹H_br intermolecular distance is estimated to be 3.7 ± 0.1 Å. All experiments were acquired at 20.0 T. Adapted with permission from Ref. [86]. Copyright 2009 American Chemical Society.

Figure 3a shows the schematic representation of a C₈,₇-PDI molecule. Especially interesting in the context of RRE are the ¹H_br nuclei since the intramolecular distance is expected to be ca. 15 Å. The ¹H_br nuclei have been assigned using a ¹³C(¹H)-FSLG-HETCOR experiment with 500 µs cross-polarization time (vide infra), cf. Figure 3b. In Figure 3c, the ¹H_br-¹H_br DQ spinning sideband pattern stemming from the RRE approach using 8 rotor periods of DQ recoupling and an indirect dwell time of 2 µs indicates an intermolecular distance of 3.7 ± 0.1 Å, revealing an effective ensemble averaged packing distance between successively stacked C₈,₇-PDI molecules. Also, note that only DQ
spinning sidebands of odd orders are present in Figure 3c, emphasizing the dominating two-spin behavior.

The above example shows the power of advanced solid-state $^1$H MAS NMR spectroscopy to probe local ordering in supramolecular assemblies. In general, NMR spectroscopy is very sensitive to the local electronic environment as manifested via the isotropic chemical shifts. As mentioned in the Introduction, $^1$H NMR chemical shifts are particularly highly sensitive to phenomenon such as hydrogen bonding and $\pi-\pi$ stacking [79, 87].

3.4 Cross-polarization (CP)

In the previously described experiments, the focus was placed only a single spin species, e.g. only $^1$H spins. $^1$H NMR benefits from a high gyromagnetic ratio, $\sim 100\%$ natural abundance, and longitudinal relaxation times on the order of (milli)seconds, rendering it possible to have a reasonably fast repetition rate between transients. The disadvantage of $^1$H solid-state NMR spectroscopy is the limited resonance range of [0-15] ppm and strong dipolar interactions giving rise to very broad signals. In contrast, $^{13}$C solid-state NMR spectroscopy, though it suffers from a low natural abundance (1.1\%) and gyromagnetic ratio (only a quarter relative to $^1$H), it posses a reasonably large resonance range of ca. [0-200] ppm and longitudinal relaxation times on the order of tens of seconds.

The cross-polarization (CP) experiment [88, 89], shown schematically in Figure 4a, is probably the most well-known experiment in solid-state NMR spectroscopy. This
experiment takes advantage of the above-mentioned facts to enhance the magnetization of the $^{13}$C spins up to $\gamma_H / \gamma_C$ times the magnitude of the equilibrium Boltzmann polarization and exploit the much shorter longitudinal relaxation times of the protons compared to those of carbons. CP can be understood from the perspective of spin thermodynamics, which has been addressed by numerous books and articles Refs. [27, 90]. It can also be described from an average Hamiltonian analysis, which can shed light on the coherent evolution of a spin-pair system at a much more detailed level. Both of these analysis frameworks will be presented in the following few paragraphs.

Figure 4. (a) The standard S(l) CP/MAS NMR experiment, (b) the multiCP experiment, (c) the MELODI-HETCOR NMR experiment and (d) the MAS-J-HMQC NMR experiment with $\Theta$ denoting the magic angle, ca. 54.7 degrees. In general, different time periods are not drawn to scale. For phase cycling schemes we refer to original articles.

The CP experiment is initiated via the excitation of the $I$ spins, say protons. The magnetization is then transferred to the $S$ spins, say carbons, prior to detection. The
entire block can be repeated whenever the polarization of the $I$ spins has reached the wanted magnitude, within hardware limitations.

To grasp the strength and potential pitfalls of CP, details about the magnetization transfer need to be appreciated. Immediately after excitation, the magnitude of the magnetization along the $x$ axis is proportional to the Boltzmann inverse spin temperature, $\beta_I^0$, as described by Eq. (0.10). Subsequently, spin lock fields consisting of $x$ phase rf fields are applied on both channels and the rf fields are adjusted according to the Hartmann-Hahn (HH) matching condition [91]. In static experiments, the HH condition is to match the two rf fields; in MAS experiments, the difference in the rf field amplitudes is set to one or two times the spinning frequency. In practice, a ramp of the rf amplitude on one of the channels is often used to make the experiment more robust [92].

In the spin-lock frame, the size of the $I$ magnetization is far larger than justified by the rf field. Therefore, the $I$ spins are said to have a low spin temperature or high inverse spin temperature, $\beta_I^r$. On the other hand, at the beginning there is no $S$ magnetization in the transverse plane, which corresponds to an infinitely high temperature or zero inverse temperature, $\beta_S^r$. Before proceeding, recall that the $x$ magnetization of the $S$ spins can be calculated as

$$M_s = \gamma_s \text{Tr}[\rho S_s], \quad \rho = Z^{-1}(1-\beta_S\omega I S_s).$$

(0.20)

We can therefore continue the description by referring to the inverse temperatures.

The trick in spin thermodynamic is to view the system consisting of a very large reservoir of $I$ spins that is connected to the reservoir of $S$ spins via dipole-dipole coupling
interactions. The HH match allows energy to flow on the time scale of the CP time constant, $T_{IS}$, and, eventually, the inverse spin temperatures will equilibrate. However, both the $I$ spins and the $S$ spins are connected to the surroundings as well. This will give rise to relaxation processes described by the $T_{i,p}^I$ and $T_{i,p}^S$ spin-lattice relaxation times in the rotation frames as, eventually, the Zeeman equilibrium will prevail and no magnetization will be present in the transverse plane. These can be taken into account as coupled differential equations, and the magnetization of the $S$ spins can be found as a function of time.

Assuming a good HH match, very long relaxation times and that the protons outnumber the carbons ($^{13}$C), i.e. $N_S / N_I = 0$, the magnitude of the $S$ spins magnetization is described as

$$S(t) = \frac{\gamma_I}{\gamma_S} S_{eq} \left(1 - e^{-t/T_{IS}}\right)$$

with $S_{eq}$ denoting the size of the Zeeman equilibrium magnetization. According to Eq. (0.21), the magnetization of the $S$ spins is enhanced by $\gamma_I / \gamma_S$, which amounts to a factor of four in the case of protons and carbons. Also, the intensity buildup of CP depends on $T_{IS}$, which is heavily dependent on the dipolar coupling of the spins. If the dipolar coupling is large, $T_{IS}$ is small and hence, a good enhancement is obtained quickly. On the other hand, if dipolar coupling is (very) small, it will require longer times, if ever, before benefits of CP is apparent. This is very useful as it allows us, for instance, to distinguish mobile parts from rigid parts, and strongly coupled parts from those that are weakly coupled [93-95] [96].
Though Eq. (0.21) suggests a $\gamma_I / \gamma_S$ gain, the maximum is seldom observed. When relaxation of the $I$ spins during the CP step is included, the magnetization of the $S$ spins becomes

$$S(t) = \frac{\gamma_I}{\gamma_S} S_{eq} \left(1 - \frac{T_{1I}}{T_{1I,p}}\right) \left(e^{-t/T_{1I}} - e^{-t/T_{1I,p}}\right).$$  \hspace{1cm} (0.22)

The exponential decaying term induced by the relaxation of the $I$ spins means that the signal enhancement of the $S$ spins is ultimately limited by $T_{1I,p}$.

Finally, the spin thermodynamics picture assumes that the inverse temperature in the abundant spin bath is the same at any given point in time. That assumption is valid as long as these spins are strongly connected, i.e. as long as spin diffusion happens sufficiently fast. For protons, that is often the case at low/intermediate MAS frequencies.

Before continuing on to other NMR experiments, we would like to stress the power of the simple CP ($^{13}$C) and DP ($^1$H) approach via the examination of a rod-coil block copolymer system [97]. Rod-coil block copolymers constitute an interesting diblock copolymer class as various interactions between segments define phase separation and liquid crystallinity [98-100], and the capacity to self-assemble makes these systems interesting to the field of organic photovoltaics [101]. The aim of the study in Ref. [97] was to shed light on the non-covalent interactions in oligo($\rho$-benzamide)-poly(ethylene glycol) (OPBA$_{\text{rod}}$-PEG$_{\text{coil}}$) copolymers to elucidate the driving forces governing the aggregation behavior.
Figure 5. (a) A series of $^{13}$C($^1$H) CP/MAS spectra acquired at 11.7 T using 25 kHz MAS and 3 ms CP contact time and (b) a series of $^1$H MAS NMR spectra acquired at 16.4 T using 30 kHz MAS on OPBA polymers of increasing number of repeat units. We see a significant change in both series when going from OPBA-3 to OPBA-4. The change indicates a shift in the hydrogen bonding mechanism from one that is dominated by carboxylic acid hydrogen bonding to that which is dominated by amide hydrogen bonds. Adapted with permission from Ref. [97]. Copyright 2010 American Chemical Society.

The $^{13}$C($^1$H) CP/MAS spectra in Figure 5a clearly show a change in the resonance frequencies when going from OPBA-3 to OPBA-4. Most striking is the shift of the 172 ppm signal to ~164 ppm. The former resonance frequency is associated with COOH groups participating in hydrogen bonding constellations. In the $^1$H MAS NMR spectra in Figure 5b, we likewise see a significant change when going from OPBA-3 to OPBA-4. The signal at ca. 14 ppm which is ascribed to the protons taking part in the hydrogen bonds among carboxylic acids is less pronounced for longer polymers. As a side-remark, please note the hydrogen-bonded $^1$H nuclei often resonate in the 8-20 ppm range [17]. The obvious conclusion for the observations in Figure 5 is that for the short polymers, the packing is dominated by the hydrogen bonding of two carboxylic acid groups, while for the longer polymers, the increasing number of the much weaker amide hydrogen bonds overcomes
the earlier mechanism, resulting in a different molecular packing. In addition, the resolution of the $^{13}$C($^1$H) CP/MAS spectra gets worse for longer polymers. This is ascribed to a decreasing crystallinity of the samples. In general, a very homogeneous sample gives rise to narrow signals while the signals will be broadened for a more inhomogeneous sample.

In a heteronuclear two-spin system, spin $I$ and spin $S$ an AHT analysis to the first-order reveals the coherent CP transfer between the spins. We assume the difference in rf-field strengths equals the MAS frequency, e.g. by setting the rf field on the $I$ channel to four times the MAS frequency and the rf field on the $S$ channel to three times the MAS frequency. Transforming the description into the rf field frames and averaging over one rotor period provides us with an effective Hamiltonian described by

$$H^{\text{eff}}_{IS} = \omega_{\text{eff}}(\beta_{PR})\left(\left(I_zS_x + I_yS_y\right)\cos\gamma_{PR} + \left(I_zS_x - I_yS_y\right)\sin\gamma_{PR}\right)$$

$$= \omega_{\text{eff}}(\beta_{PR})\left(Z^-\cos\gamma_{PR} + Y^+\sin\gamma_{PR}\right) = \omega_{\text{eff}}(\beta_{PR})e^{i\gamma_{PR}X^-}Z^-e^{-i\gamma_{PR}X^-}$$

Eq. (0.23) is rewritten in terms of generalized fictitious ZQ spin-1/2 operators, $X^- = (I_x - S_x)/2$, $Y^- = (I_xS_y - I_yS_x)$ and $Z^- = (I_xS_x + I_yS_y)$, to emphasize the relevant rotation subspace. Please note that the effective dipolar coupling only depends on the $\beta_{PR}$ Euler angle as $\gamma_{PR}$ appears as a phase. Using the effective Hamiltonian in Eq. (0.23), the initial magnetization on spin $I$ is transferred to spin $S$ as

$$U_{IS}(t)I_zU^\dagger_{IS}(t)|_{S_x} = \sin^2\left(\frac{\omega_{\text{eff}}(\beta_{PR}) t}{2}\right)S_x, \quad I_x = \frac{1}{2}(I_x + S_x) + \frac{1}{2}(I_x - S_x) = X^+ + X^-.$$

In principle, the duration of transfer should be multiple rotor periods to make AHT valid. We have also, in Eq. (0.24), highlighted a trick to perform a calculation in the fictitious ZQ
space. The transfer is characterized by not having any dependency on the $\gamma_{pr}$ angle which enables a transfer efficiency of up to ca. 73% of the initial magnetization of spin $I$. This phenomenon is often referred to as $\gamma$-encoding [102].

For very fast MAS frequencies (> 50 kHz), it can also prove efficient to match the rf fields such that the sum equals the MAS frequency [103, 104]. This will lead to an effective DQ Hamiltonian which is fully able to mediate transfer of magnetization. A change in sign of the transferred magnetization is characteristic of this DQ transfer [105].

### 3.5 Lee-Goldburg and cross-polarization (LGCP)

Another version of CP uses homonuclear decoupling during CP to make the spin response more pair-wise. The Lee-Goldburg CP (LGCP) [106, 107] applies rf irradiation along with a specific carrier offset (LG decoupling) [108] to reduce the strong dipolar couplings among, say, protons while still transferring magnetization under HH (sideband) match conditions. It proves instructive to go into detail of the LG mechanism as this sequence has inspired many of the later proposed homonuclear decoupling techniques such as frequency-switch LG (FSLG) [109, 110] and phase-modulated LG (PMLG) [111]. To better appreciate the idea behind LG, we will in the following restrict our discussion to the static case. In addition, we will partially make use of the irreducible spherical tensor operators as these have convenient transformation properties under rotation [27]. The Hamiltonian for off-resonance rf irradiation and a homonuclear dipolar coupled $I, S$ spin-pair in the rotating frame is assumed to be
\[ H = \omega_{\text{off}} J_z + \omega_{\text{rf}} J_x + \omega_S (2I_z S_z - I_x S_x - I_y S_y) \neq \omega_{\text{off}} J_z + \omega_{\text{rf}} J_x \neq \omega_S \sqrt{6} r^{IS}_{2,0}, \quad (0.25) \]

with \( J = I + S \). The first two terms can be written as

\[ \omega_{\text{off}} J_z + \omega_{\text{rf}} J_x = \omega_{\text{rf}} e^{i \theta \lambda} J_z \cos \theta + J_x \sin \theta = \omega_{\text{rf}} e^{i \theta \lambda} J_z \cos \theta + J_x e^{i \theta \lambda}, \quad (0.26) \]

Tilting the description about the \( y \) axis by \(-\theta\) makes the effective rf field point along the \( z \) axis in the new frame. A subsequent transformation into the interaction of the effective rf field modulates the dipole-dipole coupling interaction

\[ \dot{\mathbf{H}}^6 = \omega_{\text{rf}} \sqrt{6} \sum_{m=-2}^{2} T^{IS}_{j,m} d^{(2)}_{m,0}(-\theta)e^{\text{imag} \theta_{\text{eff}}}. \quad (0.27) \]

Here, we have used the general rotation properties of the irreducible spherical tensors

\[ T^{F2}_{j,m} = R(\Omega_{F1F2})T^{F1}_{j,m}R^{-1}(\Omega_{F1F2}) \sum_{m=-2}^{2} T^{F1}_{j,m} D^{(j)}_{m,m}(\Omega_{F1F2}), \quad D^{(j)}_{m,m}(\Omega_{F1F2}) = e^{-im^2 \beta} d^{(j)}_{m,m}(\beta) e^{-im\gamma}, \quad (0.28) \]

with \( \Omega_{F1F2} \) denoting the set of Euler angles relating the two frames. Over a period, all oscillating terms in Eq. (0.27) will be averaged and only the \( m = 0 \) term will survive. However, recalling the "magic" of MAS, i.e. \( d^{(2)}_{0,0}(-\theta) = (3 \cos^2(-\theta) - 1) / 2 \), we can set \( \theta \) equal to 54.7 degrees thereby effectively suppressing the homonuclear dipole-dipole coupling interaction. By construction, the effective field in the rotating frame is inclined at 54.7 degrees with respect to the static magnetic field, and the strength of the effective field in LG is 1.22 times larger than the applied rf field. As mentioned above, LG irradiation makes CP transfer between a \(^1\text{H},^{13}\text{C}\) spin-pair less susceptible to influence from the
surrounding protons. Hence, the major difference between CP and LGCP is the suppression of spin diffusion in the latter.

3.6 Comparison of DP, CP and INEPT

To identify rigid and mobile molecular segments, Nowacka et al. [93-95] developed a theoretical model to estimate the CP and INEPT intensities as a function of the rotational correlation time, $\tau_r$, and C–H bond order parameter, $S_{CH}$, in MAS experiments. In addition to the CP signal according to Eq. (0.22), the signal $^{13}$C intensity of the INEPT [96, 112] experiment can be determined as

$$ S(t) = \frac{\gamma_t}{\gamma_S} S_{eq} n \sin(2\pi J_{IS} \tau_1) \sin(2\pi J_{IS} \tau_2) \cos^{n-1}(2\pi J_{IS} \tau_2) \left( e^{-2\pi J_{IS} \tau_1^2} - 2\pi J_{IS} \tau_1^2 \right). $$

Here, $I(S)$ denotes a $^1$H($^{13}$C) spin, $n$ is the number of directly bonded protons, $J_{IS}$ is the scalar coupling, $2\tau_1(2\tau_2)$ is the time for conversion between in-phase and anti-phase magnetization, and $T_2^I(T_2^S)$ is the transverse relaxation time for spin $I(S)$. If the Boltzmann equilibrium has not been reached, the signal has to be scaled (reduced) appropriately.

To estimate relaxation times and cross polarization times, and thereby signal intensities, Nowacka et al. calculated the reduced spectral density function on the basis of the rotational correlation function in the framework of the random fields model. The reduced spectral density function essentially depends on the correlation time(s) and the order parameter. The theoretical model divides the range of the rotational correlation time, $\tau_c$, into four regimes: fast ($\tau_c < 1$ ns), fast-intermediate ($\tau_c \approx 0.1$ $\mu$s), intermediate ($\tau_c \approx 1$ $\mu$s),
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and slow ($\tau_c > 0.1$ ms). In the fast regime, the CP and INEPT signal intensities do not depend on $\tau_c$ but rather depend on the magnitude of the order parameter, $|S_{\text{CH}}|$. For $|S_{\text{CH}}| < 0.1$, signal enhancement is seen from the INEPT scheme, whereas for larger values of the bond order parameter, CP results in a better signal enhancement. In the intermediate regime, neither CP nor INEPT yields good signals due to fast $T_{1,\rho}$ and $T_2$ relaxation. The CP experiment outcompetes INEPT in both the fast-intermediate regime and in the slow regime. Figure 6 summarizes the observations on the CP and INEPT signal intensities as a function of $\tau_c$. Note that even though the above case is explicitly described for a methylene (CH$_2$) segment, similar results have been obtained for CH and CH$_3$ segments.

Figure 6. Theoretical $^1$H to $^{13}$C transfer efficiency as a function of the rotational correlation time, $\tau_c$, and the magnitude of the C–H bond order parameter, $|S_{\text{CH}}|$, for a CH$_2$ segment at 11.7 T and a MAS frequency of 5 kHz. The model assumes a mono-exponential correlation function. CP dominates in the blue area and INEPT dominates in the red area. The white area indicates no signal at all. Adapted with permission from Ref. [93]. Copyright 2013 Elsevier Inc.
The DP signal (not shown in Figure 6) is quantitative in the range $0.1 \text{ ns} < \tau_c < 10 \text{ ns}$ and decreases gradually towards zero for longer and shorter correlation times. In the fast-intermediate regime, a signal is still obtained, but disappears in the intermediate and slow regimes. By setting the recycle delay ($d_1$) longer than 5 s. or by including other relaxation mechanisms than pure intramolecular dipolar relaxation, the DP signal could potentially extend further into the intermediate and slow regimes.

3.7 The multiple cross polarization experiment (multiCP)

In general, it is difficult to extract quantitative information directly from a CP experiment. To overcome one of the main obstacles in normal CP, the short $T_{1,\rho}^{\text{H}}$ of the protons, Johnson and Schmidt-Rohr proposed the multiCP sequence [113]. The sequence can be seen in Figure 4b. It basically contains a series of CP blocks interleaved with longitudinal relaxation periods of $\tau_z$ duration. Prior to a relaxation period, all magnetization on both the proton and the carbon channels is stored along the $z$ axis by applying $\pi/2$ pulses.

The basic idea of this approach is simple. The typical CP block transfers magnetization from the protons to the carbons ($^{13}\text{C}$) as discussed in Section 3.4. However, not all $^{13}\text{C}$ nuclei will have obtained the full enhancement within the duration of a single CP block which is chosen relatively short compared to $T_{1,\rho}^{\text{H}}$ ($T_{1,\rho}^{\text{H}}/\tau_{CP} > 4$). The duration of the relaxation period is chosen such that $\tau_z = 2T_{1,\rho}^{\text{H}}$ which should suffice to recover the polarization on the protons, as not much proton magnetization has relaxed during CP (and not that much has been transferred in total as the $^{1}\text{H}$ spins outnumber the $^{13}\text{C}$ spins). The
polarization on the $^{13}$C spins will stay almost constant during $t_z$ assuming a long $T_{1,C}$. The $t_z$ (or $\sum t_z$) duration should not be set at too long of a time period as (i) the overall experimental time will increase, and (ii) the enhanced $^{13}$C polarization will start to relax towards the normal Boltzmann equilibrium. In the multiCP approach presented in Ref. [113], 14 kHz MAS was applied which, apparently, was sufficient to still have a decent spin diffusion among the protons.

To make the multiCP approach a smooth “drop-in” replacement for conventional CP, the authors summarize a rough guideline. One should, of course, optimize $\pi/2$ pulses and conventional CP conditions (use the one close to the intensity maximum). In addition, $T_{1,H}$, $T_{1,C}$, and $T_{1,H}^{\rho}$ should be known approximately to be able to set the multiCP parameters correctly. In comparison to DP, the multiCP approach seems very promising as Johnson and Schmidt-Rohr reported more than a 50-fold reduction in measuring time.

Recently, qNMR spectroscopy was used to determine the crystallinity index (CI) of native cellulose inside the sugarcane bagasse biomass [114]. To get a decent signal-to-noise ratio in reasonable time, Bernardinelli et al. used the multiCP approach. Plant biomass constitutes mainly of cellulose (35-50%), hemicellulose (20-35%) and lignin (10-25%). The idea is to measure the biomass treated with 1% H$_2$SO$_4$ that removes practically all of the hemicellulose signals and to measure a sample containing only lignin. This can be accomplished by treating the biomass with 1% H$_2$SO$_4$ followed by 0.25% NaOH. By scaling the second spectrum to match the unique lignin signals in the first, a native cellulose spectrum can be obtained by subtraction. A deconvolution of the signals at 88 ppm and 84 ppm can directly lead to the CI determination, as these signals are assigned
to $^{13}$C4 of the crystalline and amorphous cellulose, respectively. The procedure is illustrated in Figure 7 and relies on the quantitative information obtained from NMR spectroscopy.

![Spectrum of biomass pretreated with 1% H$_2$SO$_4$](image1)

**Figure 7.** The spectrum of biomass pretreated with 1% H$_2$SO$_4$ contains signals from both native cellulose and lignin (hemicellulose has been removed). Subtraction of a lignin spectrum provides a spectrum of native cellulose which can provide the crystalline index by focusing on the crystalline signal at 88 ppm and on the amorphous signal at 84 ppm. Data was acquired at 9.4 T using a 14 kHz spinning frequency. Adapted with permission from Ref. [114]. Copyright 2015 Springer.
3.8 Heteronuclear correlation (HETCOR) spectroscopy

It can prove very difficult to assign all the $^{13}$C nuclei based only on the isotropic chemical shifts and signal intensities in 1D $^{13}$C($^1$H) CP/MAS NMR experiments of samples with natural abundance $^{13}$C. A more precise assignment can be obtained by correlating protons ($^1$H) and carbons ($^{13}$C) in a 2D NMR experiment, which gives direct insight into the chemical structure. Subsequent to excitation of the $^1$H spins, a typical heteronuclear correlation (HETCOR) experiment incorporates a homonuclear decoupling sequence in the indirect dimension that still allows the encoding of the chemical shift evolution of $^1$H nuclei. After encoding $^1$H isotropic chemical shifts, the magnetization is transferred typically by CP or LGCP to the $^{13}$C nuclei whereupon the $^{13}$C isotropic chemical shifts are encoded during acquisition under heteronuclear decoupling. We note that symmetry-based sequences [115, 116] can also be used to mediate magnetization transfer between $^1$H and $^{13}$C, e.g. as in the PRESTO-HETCOR [117] experiment, which mainly correlate directly bonded protons and carbons [118].

If homonuclear decoupling is not invoked in the $^1$H dimension, the resolution would be (very) low due to strong homonuclear dipolar couplings, at least for commonly employed MAS frequencies [119]. Some of the homonuclear decoupling sequences that yield acceptable resolution are FSLG [109, 110], PMLG [111], and the DUMBO [120, 121] family. In terms of nomenclature, it is common to denote the particular sequence in the name of the correlation experiment, e.g. FSLG-HETCOR. During the encoding of the indirect dimension, the $^1$H carrier can be placed off resonance to benefit from “second
averaging” effects of pulse imperfections, which further has the advantage that artifacts appearing at the carrier frequency will move outside the region of interest [122].

The before-mentioned homonuclear decoupling sequences have all been designed in the ‘quasi-static’ regime, where the rf field is supposed to complete the averaging on a timescale much shorter than the rotor period [123]. The consequence of applying a homonuclear decoupling (‘quasi-static’) sequence in the indirect dimension is that the chemical shifts are scaled to 0.58 of the original values. On the spectrometer, scaling factors below the theoretical limit of 0.58 can be the case requiring post-processing adjustment to the actual scaling. The scaling factor of 0.58 can easily be understood from the previous discussion on LG as the chemical shift tensor is projected onto the effective field axis at 54.7 degrees (cos(54.7)=0.58).

In Figure 3b, an example of the application of the 2D HETCOR NMR experiment was presented. The $^1$H-$^{13}$C correlations eased the assignment of the $^1$H$_{br}$ protons in C$_{8,7}$-PDI, thereby facilitating the determination of exact stacking distances between successive C$_{8,7}$-PDI molecules. More examples of 2D $^{13}$C($^1$H) FSLG-HETCOR experiments can be viewed in Figure 8 where the donor-acceptor polymer poly[2,6-(4,4-bis-(2-ethylhexyl)-4H-cyclopenta[2,1-b;3,4-b’]-dithiophene)-alt-4,7-(2,1,3-benzothiadiazole)] (PCPDTBT) in pristine films and in blends (1:2) with [6,6]-phenyl-C$_{61}$-butyric acid methyl ester (PCBM) are examined [124]. The blends were processed with and without the solvent additive 1,8-octanedithiol (ODT) and all materials were drop-cast from o-dichlorobenzene (o-DCB). These 2D HETCOR NMR experiments were performed to provide a morphological explanation of why the total internal quantum efficiency loss due to geminate
recombination is ca. 50% in samples without ODT, while it is only 30% in samples with
ODT.

Figure 8. Selected regions of the 2D $^{13}$C($^1$H) FSLG-HETCOR spectra of (a) pristine PCPDTBT, (b) PCPDTBT:PCBM (1:2) and (c) PCPDTBT:PCBM (1:2) processed with 2.4 vol. ODT. Assignment can be inferred from (d) and (e). The same intensity scale is used in all spectra with contour levels ranging from 10.1 to 90% of the maximum intensity. All data were acquired at 20.0 T and 15.0 kHz MAS. Adapted with permission from Ref. [124]. Copyright 2013 American Chemical Society.

Comparing the 2D $^{13}$C($^1$H) FSLG-HETCOR spectra of pristine PCPDTBT (Figure 8a), PCPDTBT:PCBM (1:2) (Figure 8b) and PCPDTBT:PCBM (1:2) processed with 2.4 vol. ODT (Figure 8c), show that only correlations between aromatic protons and aliphatic carbons in PCPDTBT:PCBM without ODT (e.g. grey boxes) are observed. These correlations suggest that the PCPDTBT polymer and the PCBM moiety are molecularly mixed. In the PCPDTBT:PCBM blend processed with ODT, a signal intensity reduction in
the aliphatic region compared to PCPDTBT:PCBM blend without ODT (purple boxes) is observed. Also, the signals are generally narrower in the former. Taken together these observations indicate that adding ODT to the blend leads to a higher degree of demixing with increased domain sizes as well as a higher degree of local order with better arranged intermolecular interfaces. Such material aspects are important for the further improvement of the power conversion efficiencies in organic solar cells [125].

3.9 Medium- and long-distance heteronuclear correlation (MELODI-HETCOR) spectroscopy

To divide the $^1$H-$^{13}$C correlations into subsets of short- or long-range, several 2D HETCOR experiments are often performed with different (LG)CP mixing times. Those with short mixing times provide primarily short-range correlations (one-bond or close-in-space connections), whereas those with longer mixing times provide the structurally more interesting long-range range correlations, in addition to the short-range correlations. However, there is a great risk that the long-range range correlations are hidden or even obscured due to the more intense and dominating correlations from directly bonded $^1$H-$^{13}$C spin pairs.

Yao et al presented the medium- and long-distance heteronuclear correlation (MELODI-HETCOR) [122] experiment to circumvent this problem of the dominating short-range correlations. A schematic representation of the sequence can be seen in Figure 4c. The idea is to precede a 2D HETCOR experiment with a so-called MELODI-filter of two rotor periods duration that dephases all $^1$H spins that are directly bonded (or spatially very
close) to a $^{13}$C nucleus. The dephasing is achieved by recoupling of the heteronuclear dipole-dipole coupling interactions. The underlying mechanism relies on two $\pi$ pulses on the $^{13}$C channel separated by a rotor period and one $\pi$ pulse in the middle of two rotor periods on the $^1$H channel. The $\pi$ pulse on the $^1$H spins serves to refocus the chemical shift interactions and to maintain the effect of the two $\pi$ pulses on the $^{13}$C spins. In addition, FSLG decoupling suppresses the homonuclear $^1$H-$^1$H dipolar interactions. The temporal placement of the two $\pi$ pulses on the $^{13}$C spins is under the experimentalist’s control. The objective is to dephase the magnetization of the $^1$H nuclei directly bonded to a $^{13}$C nucleus as much as possible, while trying to maintain the full magnetization of the other $^1$H nuclei. In a way the MELODI-filter behaves much like a “variable-strength” REDOR experiment. However, the MELODI-HETCOR experiment is not suitable for fully $^{13}$C-labelled samples as basically all $^1$H spins are attached to a $^{13}$C spin and will therefore be dephased during the filtering.

A simple Gedankenexperiment shows the utility of the MELODI approach on a naturally labeled system compared to a normal HETCOR setup. Suppose that $^{13}$C$\alpha$ and $^{12}$C$\beta$ is directly bonded to $^1$H$\alpha$ and $^1$H$\beta$, respectively. In such a system, 2D HECTOR shows a stronger $^1$H$\alpha$ - $^{13}$C$\alpha$ correlation and a weaker $^1$H$\beta$ - $^{13}$C$\alpha$ correlation. In a crowded 2D spectrum or in the case of overlap, the latter correlation would be hard to observe. This is the situation where MELODI-HETCOR comes into play. During the MELODI filter, which has been optimized to dephase the $^1$H nuclei directly bonded to a $^{13}$C nucleus and to leave the rest untouched, the $^1$H$\alpha$ magnetization will dephase while the $^1$H$\beta$ magnetization is preserved. The isotropic chemical shift of $^1$H$\beta$ is encoded in the indirect dimension whereupon the $^1$H$\beta$ magnetization is transferred to $^{13}$C$\alpha$, which is chemical shift encoded.
during acquisition. The resulting 2D $^1$H-$^{13}$C MELODI-HETCOR spectrum shows only the $^1$H$_β$ - $^{13}$C$_α$ correlation. Yao et al [122] noted that a LGCP transfer is advantageous over a normal CP if two- and three-bond correlations are the objective. If we on the other hand had put the MELODI filter at the end of the pulse sequence, the magnetization of $^1$H$_α$ and of $^1$H$_β$ would have been chemical shift encoded and transferred to $^{13}$C$_α$. However, the filter would subsequently destroy the $^{13}$C$_α$ magnetization as the nucleus is directly attached to $^1$H$_α$ and no correlation peak would appear in the spectrum.

3.10 J-coupling based HETCOR spectroscopy

In all of the above described 2D HETCOR experiments, the transfer of magnetization between a $^1$H nucleus and a $^{13}$C nucleus is driven by the heteronuclear dipole-dipole coupling interaction. To know for certain that two nuclei are directly bonded, one has to resort to J-coupling based experiments. The MAS-J-HMQC [126] (HMQC: heteronuclear multiple quantum coherences) experiment exploits the J-coupling interaction under MAS conditions to obtain directly bonded proton-carbon correlations and is as such directly complimentary to the MELODI-HETCOR approach. A schematic representation of the sequence can be seen in Figure 4d and the underlying idea of MAS-J-HMQC can be appreciated by looking at the HMQC [127] experiment in a simplified version on spin $I$ ($^1$H) and spin $S$ ($^{13}$C). In the following overview, we have only included the most essential and illustrative features of the HMQC experiment. We start out with the magnetization on the $S$ spin which evolves under the $J$ coupling interaction for a $\tau$ period. The chemical shift will be refocused by a $\pi$ pulse.
\[
S_x \xrightarrow{\pi J \tau_{21,S}} S_x \cos(\pi J \tau) + 2S_y I_z \sin(\pi J \tau) 
\] (0.30)

Here, we have used the well-known nomenclature in liquid-state NMR spectroscopy for evolution as dictated by \( H_t \rightarrow \). If \( \tau \) is chosen properly, \( \tau = 1/(2J) \), we will only have the antiphase term. A \( \pi/2 \) pulse, for instance, on the \( I \) channel yields a DQ operator,

\[
2S_y I_z \xrightarrow{\frac{\pi}{2} I_y} 2S_y I_x, 
\] (0.31)

which encodes the chemical shift of \( I \)

\[
2S_y I_x \xrightarrow{\omega \frac{\pi}{2} I_y} 2S_y I_x \cos(\omega t_1) + 2S_y I_y \sin(\omega t_1). 
\] (0.32)

Another \( \pi/2_y \) pulse on the \( I \) channel “restores” the antiphase term

\[
2S_y I_x \cos(\omega t_1) + 2S_y I_y \sin(\omega t_1) \xrightarrow{\frac{\pi}{2} I_y} 2S_y I_x \cos(\omega t_1) + 2S_y I_y \sin(\omega t_1) 
\] (0.33)

which evolves back into magnetization (the latter term in Eq. (0.32) will not evolve under the \( J \) coupling interaction)

\[
-2S_y I_x \cos(\omega t_1) \xrightarrow{\pi J \tau_{21,S}} S_x \cos(\omega t_1) \quad (0.34)
\]

having used \( \pi J \tau = \pi / 2 \). The chemical shift of spin \( S \) will be encoded during acquisition.

The MAS-J-HMQC does basically the same as the HMQC experiment but requires more demanding pulse sequence elements. The experiment starts with a CP element, thereby enhancing the initial magnetization on the \(^{13}\)C spins (see Figure 4d). A \( \pi \) pulse refocuses the chemical shift interaction up to the beginning of the acquisition. The FSLG decoupling elements decouples the strongly homonuclear coupled \(^1\)H spins, and MAS averages chemical shift anisotropy and the heteronuclear dipolar coupling interactions. The
magnetization evolves under the $J$ coupling interaction into antiphase. A $\pi/2$ pulse renders it possible to encode $^1\text{H}$ isotropic chemical shifts under FSLG homonuclear decoupling. The DQ coherence is then turned back into observable in-phase magnetization by a $\pi/2$ pulse and subsequent evolution under the $J$ coupling interaction. The cleverly placed “magic-angle pulses” increase sensitivity and minimize axial peaks. Note that the heteronuclear $J$ couplings as well as the $^1\text{H}$ isotropic chemical shifts are both scaled by the factor of 0.58 due to the implementation of FSLG. Phase cycling has been invoked to select only the DQ heteronuclear coherences. As a technicality, Lesage et al [126] points out that if the FSLG sequence yields line widths on the order of the heteronuclear $J$ coupling, then the experiment should be feasible. $\tau$ was chosen to be an integer number of the rotor period in Ref. [126] and should optimally be ca. 2 ms.

4. SYNTHETIC AND BIO-BASED POLYMERS

The production of polymers without relying on oil resources is a major challenge to their sustainable application. This challenge has inspired researchers to take advantage of plant oils and other biomass-derived chemicals as feedstock for the production of bio-based polymers [128-131]. Another important strategy with the potential of meeting this challenge is to take advantage of enzymatic reactions, facilitating a green chemistry route [132]. However, whether the polymers synthesized using either of these methods have comparable chemical and physical properties to those made from petrochemical sources is a concern. From a structural point-of-view, the points of interest are (i) how the polymer material crystallizes to form nano-structured domains [133], utilizing non-covalent
interactions such as hydrogen-bonding and π-π-stacking [134-136], (ii) crystallinity and chain conformations [137], and (iii) whether the bio-based groups are conformationally stable when incorporated into a polymeric structure. These important structural properties can influence the melting point and lead to potentially stiffer or more flexible materials.

4.1 Influence of ester groups on the physical properties of polyolefins

In a recent study focusing on the incorporation of ester groups in polyethylene, the crystalline and amorphous domains of a polymer have been characterized with the aim of quantifying the partitioning of the ester groups [138]. The aliphatic long-chain polyesters (ALCPEs) were synthesized via ring-opening metathesis polymerization (ROMP) of cyclic olefins [139-141]. Figure 9 displays the melting temperatures of a series of ALCPEs plotted as a function of the methylene-to-ester ratio (M/E), illustrating that an increase of the number of methylene units between the ester groups causes a gradual increase in the melting temperature. At high M/E ratios, the melting temperature coincides with that of high density polyethylene (HDPE). We note that a similar temperature behavior has been observed in a polyethylene sample with aliphatic side chains incorporated at well-defined positions [142, 143].
To characterize the partitioning of the ester groups over the crystalline and amorphous phases in a ALCPE sample with a M/E ratio of 31, a combination of NMR experiments were employed. This included variable-temperature (VT) solid-state $^{13}$C($^1$H) INEPT MAS NMR, $^{13}$C($^1$H) CP/MAS NMR, and quantitative $^{13}$C MAS NMR together with liquid-state $^{13}$C NMR (see Figure S8 in Ref. [138]). The spectra from these experiments are summarized in Figure 10, which can be used to differentiate between the rigid and flexible portions of the ALPCE sample. This is because these portions experience motions with different correlation times, as described in Section 3.6 (Figure 6). The two main $^{13}$C resonances at 30.8 and 32.8 ppm are assigned to the non-crystalline and the crystalline all-trans methylene conformations, respectively [144]. The α-methoxy carbons also display two signals: one at 64.3 ppm arising from the more flexible fraction in gauche conformation, as can be identified via the $^{13}$C($^1$H) INEPT MAS NMR spectra in Figure 10a, and a second
peak at 65.7 ppm from the crystalline part that gradually decreases upon heating (cf. Figure 10a and b). The intensity of the carbonyl signal at 172.9 ppm also decreases upon heating of the ALPCE sample. However, since a carbonyl has no directly bonded protons, no additional information about the flexible carbonyl fraction can be obtained via $^{13}$C($^1$H) INEPT NMR (Figure 10a). For this reason, we have used the amorphous and crystalline $^{13}$C signals of the α-methoxy carbon and the methylene groups to quantify the partitioning of ester groups between the crystalline and amorphous phases as illustrated in Figure 10c. This spectrum was recorded using a single-pulse $^{13}$C MAS NMR experiment under quantitative conditions, employing a small excitation flip angle of 30°, a relaxation delay of 30 s, and high-power $^1$H decoupling during acquisition. A deconvolution of the $^{13}$C signals in both mentioned regions in Figure 10c yields ratios of 1:1.14 and 1:1.18 for the α-methoxy and methylene groups, respectively. Thus, a strategic combination of solid-state and liquid-state NMR methods demonstrates that the ester groups are uniformly distributed over the crystalline and amorphous phases, which is in agreement with results from DSC and X-ray diffraction experiments [138].
Figure 10. Variable-temperature (a) $^{13}$C{${}^1$H} INEPT MAS NMR, (b) $^{13}$C{${}^1$H} CP/MAS NMR and (c) $^{13}$C MAS NMR spectra of an aliphatic long-chain polyesters (ALCPE) with a methylene-to-ester ratio of 31 (see inset of Figure 9) recorded from 35 to 130 °C. The quantitative $^{13}$C MAS NMR spectrum in (c) includes a deconvolution into crystalline (Cr) and amorphous (A) fractions (assigned using dashed lines) for the methylene and α-methoxy groups. Adapted with permission from Ref. [138]. Copyright 2013 American Chemical Society.
4.2 Bio-based polyamides

Polyamides are the most important class of step-growth polymers due to their favorable and controllable physicochemical and mechanical properties [145]. For this reason they are extensively used in industry for injection molding, extrusion, and film or fiber applications. Recently, we have characterized a series of bio-based polyamides synthesized by incorporation of the carbohydrate-derived 1,4:3,6-dianhydrohexitols, also known as isohexides, since these are suitable building blocks for step-growth polymerization [146-148]. Isohexides are secondary diols derived from C6-sugars that can be obtained from starch or cellulose via a few (bio-)organic transformations [149]. Three different isohexide isomers exist, where the major conformer for each isomer is shown in Figure 11a. These isohexide isomers give rise to quite different $^{13}$C chemical shifts as illustrated in Figure 11b obtained from gas-phase quantum-chemical calculations (MP2/6-311G**) [148].
To study the solid-state behavior and stability of the isohexide isomers incorporated into polyamides, VT solid-state $^{13}$C($^1$H) CP/MAS NMR experiments have been employed [146-148]. As reported by Gitsas et al. [150], the dynamic changes of the local chain mobility of a polymer result in the reduction of the effective nuclear dipole–dipole couplings and thereby a lower CP efficiency at higher temperatures. Thus, by affecting the hydrogen bonding of the nano-structured polyamide chain fragments, the intensity of the $^{13}$C signals originating from the crystalline phase will be affected more rapidly as a function of
temperature compared to $^{13}$C signals from the amorphous domains. As an example of these iso-hexide-based polyamides, Figure 12a displays a series of VT solid-state $^{13}$C($^1$H) CP/MAS NMR spectra for diaminoisosorbide (DAIS) when incorporated into a regular polyamide structure based on sebacic acid monomers. The $^{13}$C($^1$H) CP/MAS NMR spectra exhibit well-resolved $^{13}$C signals from the C4 and C4a positions directly attached to the exo- and endo-oriented amide groups of DAIS (see Figure 12a). This suggests that the polymerization reaction does not affect the stereo configuration of the DAIS group. Moreover, the $^{13}$C resonances C5, C5a, and the amide C=O at 174.6 ppm exhibit lower intensities and become shifted to higher frequencies upon heating. The signals from C5, C5a, C6, and C6a display significant changes in their intensities close to the melting point. The coexistence of these signals close to the melting point reflects the distribution of DAIS residues over the crystalline and amorphous domains of the sample. More significant intensity changes of the C5, C6, and C4 signals are observed above 100 °C, emphasizing the distribution of DAIS residues in both phases of the semi-crystalline polymer sample.
Figure 12. (a) Variable-temperature solid-state $^{13}$C($^1$H) CP/MAS NMR spectra of a bio-based polyamide synthesized from sebacic acid and diaminoisosorbide (DAIS). (b) 2D $^{13}$C($^1$H) FSLG-HETCOR spectrum acquired using a CP time of 2.0 ms. (c) 2D $^1$H–$^1$H DQ-SQ spectrum recorded using a Back-to-Back (BaBa) recoupling/reconversion period of 67.2 μs. The dashed lines in (b) and (c) illustrate selected cross-peaks and autocorrelation peaks, including hydrogen-bonded (HB) and non-hydrogen-bonded (non-HB) amide fragments. Assignment is performed according to the scheme given in Figure 11a. The asterisk indicates the position of a spinning sideband from the carbonyl resonance. Adapted with permission from Ref. [147]. Copyright 2012 American Chemical Society.
Details about the molecular packing and hydrogen-bonding structure of the DAIS-based polyamide can be derived from 2D $^{13}$C($^{1}$H) FSLG-HETCOR and $^{1}$H–$^{1}$H DQ-SQ correlation experiments as shown in Figure 12b and c. These 2D NMR spectra show that the DAIS-based polyamide includes two different types of amide groups, which are related to hydrogen-bonded (8.3 ppm) and non-hydrogen-bonded groups (6.0 ppm), as seen in Figure 12b. The existence of these two hydrogen-bonding environments can also be identified from Figure 12a, since a doubling of the carbonyl resonance is observed. Most likely the two different hydrogen-bonding environments are related to the non-crystalline and crystalline regions of the sample; however, no clear evidence for this behavior can be derived from the VT $^{13}$C($^{1}$H) CP/MAS NMR spectra in Figure 12a, where both carbonyl signals show the same intensity decay as a function of temperature. However, the 2D $^{1}$H–$^{1}$H DQ-SQ correlation spectrum in Figure 12b shows that the hydrogen-bonding environments are spatially separated (no cross-peak detected) and that the missing autocorrelation between the hydrogen-bonded amide groups points to a chain-folded structure, where these groups are not in close proximity within the sheet-like packing of the folded polyamides chains. Thus, on the basis of temperature-dependent solid-state NMR experiments discussed above, combined with WAXD and DSC analysis, it is possible to show that the crystallinity, and thereby the physical properties of the investigated compositions, can be tailored by the content of the bicyclic diamine in the backbone of the polyamides [146-148].
5. SILKS

Silk is a fibrous protein that is produced in nature by a variety of arthropods. Natural silks are of variable mechanical strengths, largely depending on their use by the source, and are produced under relatively benign conditions with low energy costs [151]. Along with its biocompatibility, silk has routinely been highlighted as a material with high strength and toughness [152], properties that are imparted during their processing by the source [153]. To uncover the underlying reasons for these emergent properties, the structural features of a variety of silks have been the subject of much research effort. Silks are semi-crystalline at best, and are constituted of a mixture of protein secondary structures and polymorphs. Much of the earlier work on structural characterization of silks relied on diffraction methods [154], exclusively focusing on the crystalline domains of the fibroins due to inherent limitations of the techniques. In contrast, solid-state NMR provides a potential method to acquire an atomic level view of silk fibroins in their native states, without a need for special sample treatment. Hence, by utilizing established methods of isotopically enriching natural proteins and peptides, an accurate picture of the silk structure can be produced. NMR has been used to study silks from bees [155], mantises [156], hornets [157], caddisflies [158] and webspinners [159]. In this contribution, however, some of the structure elucidation efforts of silkworm and spider native silk fibroins will be focused on exclusively to highlight the utility of solid-state NMR techniques. Furthermore, since solid-state NMR is a powerful technique to study dynamics and conformational changes in materials [38], an application of this to wet spider silks undergoing “supercontraction” will also be discussed.
5.1 Protein labeling strategies

The solid-state $^1$H MAS NMR spectra of proteins usually exhibit large spectral overlap of broad signals, owing to proton’s short chemical shift range and large $^1$H-$^1$H homonuclear dipolar couplings. Protons lack the resolving power of $^{13}$C and $^{15}$N, which typically have very large chemical shift ranges. However, due to low natural abundance and weak sensitivity of these nuclei, limited information can be gleaned from isotopically unenriched samples. Hence, isotopic enrichment of proteins is essential to be able to run advanced solid-state NMR experiments to produce a highly accurate picture of their structure.

To enrich silk fibroins, different methods are used depending on the silk source. For silkworms, feeding of an artificial diet that is enriched in an isotopically enriched amino acid is typically employed [160]. The resulting enriched silks are then gathered and prepped for analysis. For spiders, since dragline silk is typically the focus of study, forced reeling is employed during which an aqueous solution of enriched amino acids [161] or sugars [162] are fed while the silk is collected.

The target amino acids are usually chosen based on an apriori knowledge of some of the relevant structural details [163]. These methods require a carefully selected labeling scheme to counteract the effects of isotope scrambling and amino acid conversion, which might randomize the isotopic label within the protein [163, 164].

5.2 Silkworm silk fibroin

Silkworm silk fibroin is composed of a crystalline motif that is made up of multiple (Alanine (Ala)-Glycine (Gly)-Serine (Ser)-Gly-Ala-Gly)$_n$ repeats, and a Tyrosine (Tyr) rich region [165]. $^{13}$C($^1$H) CP/MAS NMR has been utilized extensively to study these fibroins as $^{13}$C
chemical shifts are sensitive to the local environment, and can thus, report on the secondary structure. One of the first solid-state NMR studies of silkworm fibroin dimorphs, silk I and silk II, was undertaken by Saito et al. [160] using $^{13}$C($^1$H) CP/MAS NMR experiments. Silk I is the dried form of the fibroin produced by the middle silk gland of silkworms, while silk II is obtained after spinning. Silk I is essentially a precursor to silk II, with the structural transition from silk I to silk II only affecting the crystalline region of the silkworm silk fibroin [165]. Hence, attempts to impart crystallinity via macroscopic orientation often led to the conversion of silk I to silk II [154]. $^{13}$C($^1$H) CP/MAS NMR allowed for the interrogation of silk I without any need for extensive material transformation. They reported that the chemical shifts of the silk I amino acid residues of Ala and Gly did not match with those of model polypeptides known to be in an $\alpha$-helix structure, nor those in a $\beta$-sheet. Instead, they concluded that a loose helix best approximates the most probable structure. Asakura et al. [166] refined these findings using a combination of 2D $^{13}$C spin diffusion and $^{13}$C($^{15}$N) REDOR NMR on a model polypeptide, Poly(Ala-Gly). Note that this polypeptide lacks Ser that is present in the silk fibroin. However, Ser was known not to affect the chemical shifts of Aly and Gly residues in the fibroin [166, 167]. The 2D $^{13}$C spin diffusion NMR spectra of particular $^{13}$C labeled Ala and Gly polypeptides showed good match with simulations at $\Phi = -60^\circ$ and $\Psi = 130^\circ$ for the Ala residue, and $\Phi = 70^\circ$ and $\Psi = 10^\circ$ for the Gly residue. In combination with $^{13}$C-$^{15}$N REDOR, as well as independently performed $^{13}$C-$^2$H REDOR experiments [168], a repeated type II $\beta$-turn structure was proposed for the crystalline part of the silk I backbone structure.
In terms of the silk II secondary structure, since it is easier to handle than silk I, fiber diffraction studies had long proposed it to be mainly of an antiparallel β-sheet character [169]. Saito et al. [160], using an approach similar to what they used with silk I, agreed with the β-sheet conformer model. However, it was also recognized that some disorder existed in the crystalline Ala-Gly region [170]. To characterize the fibroin more precisely, Asakura et al. [165] performed $^{13}$C($^1$H) CP/NMR experiments on isotopically enriched native fiber and model polypeptides. The broad and asymmetric peak of the Ala C$_\beta$ around 20 ppm, the black line in Figure 13, points to the heterogeneous nature of the structure. Deconvolution of peaks from the crystalline region suggested the presence of a distorted β-turn (18%), and β-sheet A (alternating Ala residues) (25%) and B (parallel Ala residues) (13%) structures. The amorphous Tyr rich region was found to contain equal numbers of a distorted β-turn and distorted β-sheet. As noted before, these details have not been accessible from previous X-ray analyses.

Figure 13. $^{13}$C Ala C$_\beta$ peak of the $^{13}$C CP/MAS spectrum of $^{13}$C enriched silkworm fibroin fiber. Deconvolution of the peak into conformations are shown. Adapted with permission from Ref. [171]. Copyright 2013 The Royal Society of Chemistry.
5.3 Spider major ampullate dragline silk fibroin

Spiders need to produce a variety of silks for different functions [172]. Major ampullate dragline silk possesses an enviable combination of strength and elasticity [172, 173], and has particularly been the subject of sustained research. It is known that dragline silk contains a large amount of Gly and Ala residues, as well as some levels of glutamine (Glu), leucine (Leu), Ser, Tyr, asparagine (Asn) and proline (Pro) [174, 175]. Structurally, the dragline silk fibroin is composed of two protein fibers, namely MaSp1 and MaSp2 [176, 177]. The different ratios of these fibers, in part, affect the mechanical properties of dragline silk from different species [174].

MaSp1 contains numerous Leu-Gly-X-Glu (X = Ser, Gly, or Asn) throughout the fibroin, which flank the crystalline poly(Ala) and poly(Gly-Ala) sequences. The Jelinsky group provided valuable structural insight of the fibroin using solid-state $^2$H [175] and $^{13}$C-$^{15}$N REDOR NMR [164]. $^2$H solid-state NMR of the oriented silk fibers reported contributions from highly and weakly oriented fractions. It was calculated that 37% of Ala occupied the highly oriented fraction, while 63% occupied the weakly oriented fraction. The weakly oriented was speculated to effectively couple the crystalline and amorphous regions, explaining the toughness of the material. $^{13}$C-$^{15}$N REDOR NMR [164], on the other hand, showed that the Leu-Gly-X-Gln (X = Ser, Gly, or Asn) motif in the dragline silk form turn-like heterogeneous structures, allowing the fibroin to assume a very compact architecture. Other structures, such as a disordered 3$_1$-helical structure at the Gly-Gly-X motifs, have also been shown to exist by solid-state NMR methods [178].

The MaSp2 protein is characterized by Gly-Pro-Gly-X regions flanking poly(Ala) $\beta$-sheets. Interestingly, the difference in chemical shifts of Pro $C_\beta$ and $C_\gamma$ can report on the
secondary structure, due to its sensitivity to local conformation [179-181]. Jenkins et al. [174] used $^{13}$C-$^{13}$C Dipolar Assisted Rotational Resonance (DARR) NMR to characterize the secondary structure of the Pro rich region. Figure 14 shows the $^{13}$C{$^1$H} CP/MAS NMR spectrum of the dragline silk of the $^{13}$C/$^{15}$N-proline enriched Argiope aurantia spider, which is rich in MaSp2. However, extensive spectral overlap between Pro and other amino acids, with the exception of the Pro C$_\alpha$, compromises the extraction of exact chemical shift values. Hence, $^{13}$C-$^{13}$C correlation NMR with a medium 50 ms DARR recoupling period was utilized to exploit the connectivity within the Pro residue to yield precise chemical shifts. A chemical shift difference of 5.1 ppm was found, which was indicative of a type II $\beta$-turn structure. This structural assignment was further confirmed by using $^{15}$N-$^{13}$C HETCOR experiments, since the $^{15}$N chemical shift of Pro is sensitive to backbone conformations.

Figure 14. (a) $^{13}$C{$^1$H} CP/MAS NMR spectrum and (b) 2D $^{13}$C-$^{13}$C NMR correlation spectrum with a 50 ms DARR recoupling period of $^{13}$C/$^{15}$N enriched spider dragline silk. The dotted line in (b) marks the correlations experienced by the Pro C$_\alpha$. Adapted with permission from Ref. [182]. Copyright 2010 The Royal Society of Chemistry.
5.4 Dynamics in spider dragline silk probed using solid-state NMR

MaSp2 is primarily implicated in the “supercontraction” process of spider dragline silk, wherein the silk decreases in length by 60% upon wetting [172], leading to a drastic change in mechanical properties [183]. Pro residues (ubiquitous in MaSp2, but not in MaSp1) are thought to play a central role in interacting with water. This interaction leads to a plasticizing effect in the surrounding structures, which possibly changes the crystal cross-link density and hydrogen bonding network [183]. Jenkins et al. [174] examined the effect of water on a spider silk rich in MaSp2 using $^{13}$C{H} CP/MAS and direct detection (DD) MAS $^{13}$C NMR with a short 1 sec delay. While $^{13}$C{H} CP/MAS would enhance signals from rigid residues, the mobile regions will be enhanced in the rapid $^{13}$C DD/MAS NMR. Figure 15 shows the $^{13}$C{H} CP/MAS and $^{13}$C DD/MAS NMR spectra of dry and wetted spider dragline silk. The Pro residues (as well as its flanking Gly residues in the MaSp2 motif) experience a significant reduction in intensity when interrogated with $^{13}$C{H} CP/MAS NMR (Figure 15a), signifying an increase in mobility. Concomitantly, these residues experience a strong enhancement in the $^{13}$C DD/MAS spectrum (Figure 15b), confirming the Pro residue’s interaction with water in the wet, supercontracted state. Creager et al. [182] performed similar $^{13}$C CP and DD/MAS experiments on five different spider species, arriving at the same conclusion that silks high in Pro content plasticized more compared to those that did not.
Figure 15. (a) $^{13}$C($^1$H) CP/MAS NMR spectra and (b) $^{13}$C DD/MAS spectra of dry (black) and wet, supercontracted $^{13}$C/$^{15}$N enriched spider dragline silk. A CP time of 1 ms was used, and the DD experiment was performed with a 1 sec recycle delay. Adapted with permission from Ref. [174]. Copyright 2010 The Royal Society of Chemistry.

6. ORGANIC $\pi$-CONJUGATED POLYMERS

Organic $\pi$-conjugated polymers are conducting materials that possess polymer backbones with extended $\pi$-conjugation. These semi-conductors have been used to fabricate electronic devices such as solar cells [184, 185], field effect transistors [186, 187] and light emitting diodes [184, 188, 189]. Organic polymers can easily be solution processed in a number of ways [190], an attractive fabrication property, since $\pi$-conjugated polymers spontaneously self-assemble into films from solution. Due to the high level of conjugation present in the polymers, $\pi$-$\pi$ interactions between chains impart some order to the self-assembled films. This usually results in a semi-crystalline system with regions of high and low order. This presents a number of challenges when films of these materials are studied via techniques that require high order, such as X-ray diffraction. On the other hand, many X-ray scattering methods can provide valuable information on the self-assembly of the molecules, such as the chain-to-chain and $\pi$-$\pi$ stacking lengths, and ordered stack orientations relative to the substrate plane [191]. However, determining the nature of the molecular packing is still quite difficult with these techniques, since they lack resolution at
an atomic level. Due to the anisotropic nature of charge transport, molecular packing information is vital towards understanding the fundamentals of the effect of polymer molecular structure on optoelectronic properties [192]. To this end, solid-state NMR has the ability to provide critical information on the precise molecular packing. The following discussion will present some of the recent solid-state NMR work towards elucidating molecular packing in π-conjugated polymers.

6.1 Poly(3-hexyl thiophene) (P3HT): The reliable workhorse polymer

P3HT is one of the most studied organic π-conjugated semi-crystalline polymers. Its relatively simple synthesis, facile processability, and high charge mobility all add to its appeal [5, 193]. It consists of a polythiophenyl backbone with solubilizing alkyl side chains. P3HT’s crystallinity is strongly dependent on the specific tacticity with which it is synthesized, the head-to-tail configuration being the most desirable for defect-free packing [194]. Dudenko et al. [195] provided a framework to reveal the local packing of the 3D crystalline phase of P3HT using solid-state NMR to complement X-ray diffraction (XRD) and molecular modeling. Two samples were used: a high molecular weight, low regioregular P3HT (P100) and a low molecular weight, high regioregular P3HT (P200). Using XRD, a monoclinic unit cell was determined for both along with the fraction of the crystalline and amorphous phases in the samples.

To extract molecular constraints of the crystallites, a combination of $^1$H-$^1$H DQ-SQ NMR and $^{13}$C($^1$H) FSLG-HETCOR experiments were performed. Figure 16 shows the solid-state NMR spectra used in their study of annealed films of P100 and P200. The most interesting feature in the $^1$H spectrum was observed in the aromatic region, where the thiophene
signal is exclusively concentrated. A broad signal was observed resulting from the presence of two resonances centered at 6.9 ppm and 6.0 ppm. In the liquid state, in which the polymer is not aggregated, only one signal near 6.9 ppm (6.96 ppm) was observed. Hence, the peak at 6.9 ppm was assigned to the amorphous phase of the polymer. Since this phase will be too unstructured to have closely apposed chains, and the closest intramolecular thiophene protons are about 6 Å away, no autocorrelation should appear on the diagonal. This was confirmed by the \(^1\text{H}-^1\text{H}\) DQ-SQ spectra (Figure 16 a,c). Instead, an autocorrelation was only observed in the \(^1\text{H}-^1\text{H}\) DQ-SQ spectrum for the 6 ppm resonance. Coupled with the downfield shift of the peak relative to the liquid-state thiophene peak (a mark of π-π interactions), the peak at 6.0 ppm was assigned to the crystalline portion of the film.
The level of crystallinity was also observed in the $^{13}$C($^1$H) FSLG-HETCOR NMR spectra of both samples. As shown in Figure 16 (b and d), the marked crystalline regions appeared as sharp resonances, while the amorphous regions appeared as broad shoulders. As expected, the higher regioregular polymer (P200) exhibited narrower resonances compared to its low regioregular (P100) counterpart, indicating a higher level of local order.
of its polymer chains. This observation corroborated with the level of crystallinity of both samples as determined from XRD and $^1$H NMR.

Finally, the molecular constraints from the NMR experiments and the unit cell parameters from XRD were combined with Nucleus Independent Chemical Shift (NICS) calculations, to generate a model of the crystallite packing. Figure 17 shows the model that best fits with the NMR and XRD data, demonstrating the power of this strategy to gain insights into the packing of semi-crystalline polymers.

![Figure 17](image.png)

**Figure 17.** (a) Packing model and (b) its corresponding NICS map for P3HT in bulk samples after annealing that bests fit with the experimental. (c) Side and (d) top views of same model shown without the hexyl side chains for clarity. The green arrows indicate thiophene $^1$H-$^1$H distances below 4 Å, while the red arrows indicate those that are above 4 Å. Adapted with permission from Ref. [195] Copyright 2012 Wiley.
6.2 Donor-acceptor π-conjugated polymers

Polymers synthesized with a π-conjugated “donor-acceptor” (DA) architecture hold both electron rich (donor) and electron poor (acceptor) moieties within their monomeric unit. This molecular configuration offers many optoelectronic advantages, and has demonstrated the ability to facilitate very high charge mobilities [185]. Molecular packing within these polymers can be critically dependent on the DA pair. This was demonstrated by Warnan et al. [196] using two polymers synthesized with the same acceptor, a thienopyrroledione (TPD), but different donors, benzodithiophene (BDT) and benzodifuran (BDF), as shown in Figure 18. Grazing incidence X-ray scattering (GIXS) experiments of the neat polymers showed extensive π-π interactions in PBDTTTPD, as well as a preferential “face on” backbone orientation relative to the substrate. On the other hand, PBDFTP exhibited much lower π-π aggregation, coupled with diffusely distributed backbone orientations relative to the substrate.

To shed light on the backbone packing of these two polymers, 1H-1H DQ-SQ NMR experiments were employed. As shown in Figure 18a, weakly resolved resonances between the alkyl protons of the two side chains and the backbone protons of BDTTPD could be observed in the 1H-1H DQ-SQ spectrum. For BDFTPD, on the other hand, many well-resolved correlations between the sidechains and BDF groups were apparent, as shown in Figure 18b. A weak intermolecular autocorrelation peak was also observed for BDFTPD (orange dotted circle in Figure 18b), signifying the presence of closely packed BDF chains. These taken in aggregate suggested that BDF units can adopt out of plane or twisted conformations relative to the TPD acceptor, while BDT adopts planar “syn” or “anti” conformations with TPD. While the twisted conformers of PBDFTP would weaken π-π
interactions, the backbone planarity exhibited by PBDTTP would tend to promote $\pi$-$\pi$ stacking, in line with the patterns observed in the GIXS measurements. Interestingly, while a molecular packing conformation difference would be expected to influence the optoelectronic properties of PBDTTPD and PBDFTPD, Mateker et al. [197] have recently shown that photo-oxidative stability could also be strongly affected by such conformations.

Figure 18. 2D $^1$H-$^1$H DQ-SQ NMR spectrum of (a) BDTTPD and (b) BDFTP, recorded at 20.0 T using a spinning frequency of 29762 Hz. One rotor period of BaBa recoupling was used for both materials. Adapted with permission from Ref. [196]. Copyright 2014 Wiley.

7. ORGANIC SOLAR CELLS

In organic solar cells, $\pi$-conjugated polymers occupy the energy harvesting layer, the so-called “active layer”, along with an electron acceptor molecule (usually a fullerene analog). Absorption of photons by the polymer leads to the formation of an electron-hole pair, called an exciton, that is dissociated at the polymer:acceptor interface. One of the attractions of
using organic polymers to construct solar cell devices is the solution co-processability of both the polymer and acceptor into a spontaneously formed mixed blend system known as a bulk heterojunction (BHJ) [185]. The BHJ architecture is composed of an interpenetrating network of polymer and acceptor, providing a large interfacial surface between the two. An optimal tailoring of the polymer:acceptor interface in terms of domain size and molecular interaction is critically important to fabricate highly efficient solar cells [185, 198, 199]. In the following sections, solid-state NMR efforts to address both of those aspects will be discussed.

7.1 Domain size determination

The domain size of polymer and acceptors in BHJs is a critically important parameter when fabricating high efficiency solar cells. The excitons generated by the absorption of sunlight have a limited diffusion length (up to ~14 nm) before they succumb to recombination [200-202]. Hence, the ideal interpenetrating BHJ network should have domains smaller than the exciton diffusion length for optimal dissociation. Domain sizes are usually characterized by transmission electron microscopy, atomic force microscopy and X-ray scattering methods [191, 203, 204]. Solid-state NMR could also be used for this purpose as well. Domain size determinations in polymer blends have been explored via solid-state NMR for quite some time [54, 205-207]. The obvious benefit of using solid-state NMR is the determination of domain sizes on the sub-nm range, which are difficult to examine using microscopic techniques. Furthermore, NMR allows for the interrogation of the whole BHJ blend rather than simply the blend-air interface, a limitation of surface contact techniques like AFM.
Solid-state NMR techniques have been limited to examining thick films of BHJs for qualitative domain size determination due to the small quantity of film that results from popular thin film fabrication methods, like spin-coating. NMR relaxometry [208] and $^{13}\text{C}^{(1}\text{H})$ FSLG-HETCOR (Figure 8) [124] experiments on thick films can give a sense of the domain size range in the film or whether extremely mixed domains (<3-4 Å) are present, respectively. In a unique attempt, Nieuwendaal et al. [55] reported a $^1\text{H}$ spin diffusion method to measure domain sizes in thin BHJ films of P3HT: [6,6]-phenyl-C$_{61}$-butyric acid methyl ester (PC$_{61}$BM). As shown in Figure 19a, using a $^1\text{H}$ CRAMPS NMR probe, a high resolution spectrum could be obtained of a P3HT:PC$_{61}$BM blend with relatively distinct contributions from the P3HT alkyl (~2 ppm) and thiophene groups (6-7 ppm), and the PC$_{61}$BM handle (3 ppm) and phenyl groups (8 ppm). Furthermore, since thin films of P3HT:PC$_{61}$BM blends (~0.1 mg) were to be used for the experiments, background signal from exogenous protons were a concern. Hence, a specialized sample preparation protocol was developed in which deuterated reagents were exclusively used.
Figure 19. (a) $^1$H CRAMPS NMR spectrum of the slow-spin unannealed thin film P3HT:PCBM blend. Also, $^1$H CRAMPS NMR spin diffusion spectrum representing a physical P3HT-PCBM (50-50 by mass) mixture at $t_m = 2$ms (b), and that of the slow-spin unannealed thin film blend for $t_m = (c) 2$ms, (d) 30 ms, (e) 60 ms, and (f) 240 ms. All experiments were performed at 7.0 T using a spinning frequency of 2525 Hz. Adapted with permission from Ref. [55]. Copyright 2012 Wiley.

A $^1$H spin diffusion approach was taken in which a chemical shift based gradient between the P3HT and PC$_{60}$BM was established, and the magnitude of that gradient was measured as a function of the mixing time, $t_m$. The chemical shift gradient was established using an MREV8 preparation step [209], which essentially has the effect of multiplying the CRAMPS spectrum with a sine wave. Even with some spectral overlap of signals from
P3HT and PC$_{61}$BM, the majority of the P3HT signal assumes a positive integral while that of PCBM exhibits a negative integral, as shown in Figure 19b. Also, Figure 19 (c-f) shows the change in spectrum as a function of the mixing time. Note that these spectra show the effects of only intermolecular spin exchange, since intramolecular spin equilibration has been reached before $t_m=2$ ms. Figure 20 shows the $^1$H spin diffusion curves of P3HT:PC$_{61}$BM films that were spun-cast using different processing conditions. The magnitude of the magnetization gradient ($\Delta M$) was quantified by comparison of the experimental intensity to that of a physical mixture of similar P3HT and PC$_{61}$BM compositions. It was normalized so that $\Delta M = 1$ at $t_m=0$, and was appropriately corrected to remove T$_1$ effects.

An analysis framework was developed to fit the $^1$H spin diffusion data, using Equation 1 as a basis:

$$x = \frac{\varepsilon}{f_b} \sqrt{\frac{4D_{eff}}{\pi}} t_{1/2}$$

where $x$ is the domain in nm, $\varepsilon$ is either 1 (lamella) or 2 (rods-in-a-hexagonal-matrix), $f_b$ is the volume fraction of the major phase, $b$, and $D_{eff}$ is the experimentally determined spin diffusion coefficient (0.4 nm$^2$ ms$^{-1}$). The lamellar and rods-in-a-hexagonal-matrix models were both considered since not one is complete enough to describe the interpenetrating, complex morphology of the BHJ. Since the initial points of the $^1$H spin diffusion curves were not linear (an indication of the presence of many different domain sizes), an analysis method was used in which a distribution of domain sizes was considered. Using appropriate domain size dependencies for the lamellar and rods-in-a-hexagonal-matrix models, the $^1$H spin diffusion data fit was a result of the linear combination of contributions from eight different PC$_{61}$BM domain sizes. These were arbitrarily chosen and ranged from
very small (1.5 nm) to very large (i.e. too large to experience any appreciable decay). Figure 20 shows an example of a linear least-squares fit of the $^1$H spin diffusion data to the lamellar morphology model.

![Figure 20: $^1$H spin diffusion NMR curves of P3HT:PCBM thin films spun-cast using the stated processing recipes. The curves shown were fit using the lamellar model. Adapted with permission from Ref. [55]. Copyright 2012 Wiley.](image)

Figure 20. $^1$H spin diffusion NMR curves of P3HT:PCBM thin films spun-cast using the stated processing recipes. The curves shown were fit using the lamellar model. Adapted with permission from Ref. [55]. Copyright 2012 Wiley.

Figure 21 shows the domain size distributions of the P3HT:PC$_{61}$BM thin films prepared using different preparation protocols, via both the lamellar and rods-in-a-hexagonal-matrix models. It is worth noting that both models show similar qualitative trends in domain size distributions. When comparing the domain sizes resulting from the processing techniques, notable differences are seen between the fast-cast non-annealed and annealed cases, as well as the fast-cast and slow-cast cases. The fast-cast non-annealed domain distribution is heavily shifted towards the smaller (<10 nm) sizes, while the annealed samples exhibit a much broader distribution of domain sizes. Meanwhile, the slow-cast films contain domain sizes that are intermediate of the non-annealed and annealed cases of the fast-cast films. Concurrently, the slow cast films contain much smaller numbers of very large (>100 nm)
domains. Photoluminescence measurements correlate well with the domain sizes determined with this method. The fast-cast as-cast films show very low PL intensity, indicative of very good mixing (i.e. small domains), while the relatively broadly distributed films of the other preparations accordingly exhibit a higher PL intensity.

Figure 21. Domain size distributions estimated for thin P3HT:PCBM films assuming both (a-d) the lamellar, and (e-h) rods-in-a-hexagonal-matrix morphologies. Fast-cast, (a,e) non-annealed and (b, f) annealed, are shown against slow-cast, (c,g) non-annealed and (d, h) annealed preparations. The x-axis is scaled logarithmically. Mass fractions are shown on the y-axis. Adapted with permission from Ref. [55]. Copyright 2012 Wiley.

The domain size distribution can also aid in clarifying the reasons behind some of the trends in efficiency of the films in devices. For example, the fast-cast, non-annealed device exhibited the lowest efficiency amongst the processing conditions used by the authors. Since >80% of the domains are near the exciton diffusion length (<10nm), poor efficiency would have to be attributed to low mobility or excess recombination rather than lack of
interfacial contact. Meanwhile, the slow-cast, non-annealed device yielded the highest efficiency. This film exhibited a relatively good spatial homogeneity in the moderate range of domain sizes (Figure 21 c and g), indicating a way to form an efficient percolative charge transport network.

Due to the very heterogenous nature of the BHJ, this method will remain more of a qualitative measure of the range of domains present in thin films rather than a quantitative one. Also, due to the limited spectral range of $^1$H and broad peaks resulting from homonuclear dipolar coupling, the technique may find limited appeal with more complex structures, like DA polymers, which usually contain many more and types of protons than PC$_{61}$BM, leading to severe spectral overlap. However, under appropriate conditions, it remains quite powerful in exploring the existence of very small domains (<10 nm), which is quite difficult via other techniques.

7.2 Polymer/acceptor interactions in bulk heterojunctions

At the polymer/acceptor interface, the arrangement of the polymer and acceptor relative to each other can have a profound effect on charge dissociation [198, 199, 210]. The heterojunction interface complexity effectively limits the characterization techniques to those capable of providing angstrom level resolution. As mentioned before, solid-state NMR is one of the few techniques that fit this requirement.

Contributions to the study of poly-(2,5-bis(3-alkylthiophen-2-yl)thieno[3,2-b]thiophene) (PBTTT):PCBM BHJs are good examples on how solid-state NMR techniques can provide insight into the donor:acceptor interface. PBTTT-R (Figure 22) is a semicrystalline polymer which can self-assemble into large crystalline domains, exhibiting very large field-effect
mobilities [211]. It can be synthesized with a variety of solubilizing aliphatic side chains (R). PC$_{71}$BM is known to intercalate between the side chains of PBTTT, altering performance of the BHJ relative to non-intercalated blends [212]. Miller et al. [213] studied the BHJ structure using XRD, MD simulations, IR spectroscopy and 2D solid-state NMR to detail the BHJ blend at the molecular level. Solid-state NMR was employed to complement the other methods, and also provided insight into the disordered moieties of the blend, an aspect inaccessible to most techniques.

![Figure 22. Chemical structure of PBTTT-R. R is the alkyl solubilizing side chain. Only results from R= C16 (hexadecanyl-) and R = C14 (tetradecanyl-) are presented here.](image)

The 2D solid-state NMR contribution primarily consisted of $^{13}$C($^1$H) e-DUMBO-HETCOR experiments, with the aim to correlate intermolecular interactions between PBTTT-C16 and the intercalated PC$_{71}$BM. Figure 23a shows the $^{13}$C($^1$H) e-DUMBO HETCOR spectrum of the drop-casted PBTTT-C16:PCBM blend (1:1). Quite a number of signals from the PC$_{71}$BM (in blue) were found to be correlated with those from the PBTTT-C16 (in orange). In particular, PC$_{71}$BM $^{13}$C peaks from the carbonyl (172 ppm), phenyl ring (129 ppm) and the cyclopropane anchor (73 ppm) were found to be correlated with the $^1$H signals at 1.4 ppm from the C16 chain of PBTTT-C16. These correlations established the close proximity of the PC$_{71}$BM handle to the sidechains of PBTTT. Also, $^{13}$C signals from the C$_{71}$ fullerene groups (147-152 ppm) show correlations with $^1$H signals from the aliphatic side chains (1.4 ppm) and aromatic backbone (7.2 and 8.7 ppm) of PBTTT-C16, indicating the close
molecular interactions of the PC\textsubscript{71}BM cage with the polymer. Furthermore, \textsuperscript{13}C signals from the PBT TT-C16 backbone moieties (131, 135 and 140 ppm) correlated with the \textsuperscript{1}H signal from the PC\textsubscript{71}BM phenyl group (7.9 ppm), suggesting the existence of an orientation where the PC\textsubscript{71}BM handle points towards the PBT TT-C16 backbone. This is especially interesting in the light of the space-filling structure of the PBT TT-C14:PC\textsubscript{71}BM bimolecular crystal (Figure 23b), determined from XRD and \textsuperscript{1}H-\textsuperscript{1}H DQ-SQ NMR constraints. Though much of the HETCOR data bears out the details of the simulated unit cell, it differs in that the unit cell suggests that the PC\textsubscript{71}BM handles are at a 180° away from the polymer backbone. The fact that the 2D HETCOR suggests the existence of an orientation that is opposite to this, shows the ability of the technique to provide direct proof of the intrinsic local structural disorder that is present in the system. The authors suggest that this orientational disorder may result in disrupting the 1D fullerene channels, and thus, decrease the electron transport efficiency in these pathways.
In this study, the high crystallinity of the PBTTT-C16:PC71BM blend as well as a low spectral overlap between the $^{13}$C and $^1$H resonances from both units resulted in well resolved 2D solid-state NMR spectra. However, polymers with low crystallinity and more complex structures that have a spread of chemical shifts in both the aliphatic and aromatic regions, might not yield similar well-resolved spectra. For those cases, more selective NMR experiments, like the 2D MELODI-HETCOR presented in Section 3.9, would be more appropriate.
8. GRAPHENE AND RELATED MATERIALS

8.1 Graphene

For several decades, graphene has been used as an exciting theoretical model to describe various properties of carbon-based materials, and as a condensed matter analogue of (2+1)-dimensional quantum electrodynamics in physics [214]. In 2004, Novoselov et al. [215, 216] turned graphene into a reality. Graphene is a two-dimensional monolayer with the carbons being arranged in a honeycomb lattice. It is envisioned to have great potential for a variety of applications, such as in energy-storage devices [217-219] and electronic devices [220-223]. Solid-state NMR spectroscopy provides an important characterization tool for graphenes in which the number of unpaired delocalized electrons is kept to a minimum [224, 225].

A spectrum of exfoliated graphene is expected to exhibit broad peaks due to very short relaxation times originating from the strong couplings between the nuclei and the unpaired electrons. 1D $^{13}$C MAS NMR spectra acquired on exfoliated graphene and graphene oxide [226] at 16.4 T using 30 kHz MAS are displayed in Figure 24. Indeed, the signals assigned to sp$^2$-hybridized $^{13}$C nuclei at 122 ppm are very broad. The signals at 70-60 ppm for graphene oxide are assigned to sp$^3$-hybridized $^{13}$C nuclei attached to oxygen. The overall experimental time to obtain a reasonable signal-to-noise ratio for exfoliated graphene was approximately three days. In case of exfoliated graphene, a partially filled rotor was used as eddy current heating was induced in the sample due to MAS.
Figure 24. 1D $^{13}$C MAS NMR spectra of exfoliated graphene (black) and graphene oxide (red), respectively. The spectra were recorded at 16.4 T using 30 kHz MAS. In exfoliated graphene and graphene oxide, the broad signals at ca. 122 ppm are assigned $sp^2$-hybridized $^{13}$C nuclei. In graphene oxide, signals ascribed to $sp^3$-hybridized $^{13}$C nuclei attached to oxygen are observed between 70 and 60 ppm. Adapted with permission from Ref. [226]. Copyright 2014 American Chemical Society.

8.2 Graphite oxide

Turning to graphite oxide, solid-state NMR spectroscopy has been used to provide important structural insights [227]. To overcome the fact that $^{13}$C-$^{13}$C bonds exist with a probability of 0.01% in natural samples, Cai et al. prepared $^{13}$C-labelled graphite oxide, making the sample amenable to finite-pulse radio frequency-driven recoupling (fpRFDR) [228] $^{13}$C-$^{13}$C correlation spectroscopy. Figure 25A shows the 1D $^{13}$C MAS NMR spectrum which assigns the signal at 129 ppm to $sp^2$-hybridized $^{13}$C nuclei, the signal at 70 ppm to $^{13}$C-OH nuclei and the signal 60 ppm to epoxide $^{13}$C nuclei. In addition, three smaller signals are seen at 193 ppm, 169 ppm and 101 ppm, respectively.
Figure 25. (A) The 1D $^{13}$C MAS spectrum of $^{13}$C-labelled graphite oxide. The three major signals at 129 ppm, 70 ppm and 60 ppm are assigned to sp$^2$-hybridized $^{13}$C nuclei, $^{13}$C-OH nuclei and to epoxide $^{13}$C nuclei, respectively. (B) The 2D $^{13}$C-$^{13}$C fpRFDR correlation spectrum used 1.6 ms mixing time to identify mainly one- or two-bond correlations. (C) Slices are extracted to highlight the important $^{13}$C-$^{13}$C correlations. Data was acquired 9.4 T using 20 kHz MAS. Adapted with permission from Ref. [227]. Copyright 2008 Science.

The fpRFDR $^{13}$C-$^{13}$C correlation spectrum can be seen in Figure 25B. The cross correlations highlighted in green in Figure 25B signify the contact between sp$^2$-hybridized $^{13}$C nuclei and $^{13}$C-OH nuclei ($\omega_1$:133 ppm; $\omega_2$:70 ppm) and the contact between sp$^2$-hybridized $^{13}$C nuclei and epoxide $^{13}$C nuclei ($\omega_1$:130 ppm; $\omega_2$:59 ppm). The contact between $^{13}$C-OH nuclei and epoxide $^{13}$C nuclei is highlighted in red in Figure 25B. The blue correlations indicate the internal contact between sp$^2$-hybridized $^{13}$C nuclei. Of the minor signals, only the 101 ppm nuclei show weak correlations (highlighted in orange) with the $^{13}$C-OH nuclei, and to a lesser extent, with epoxide $^{13}$C nuclei. The $^{13}$C=O nuclei assigned to the resonance frequencies at 193 ppm (R-$^{13}$CO-R1) and 169 ppm ($^{13}$COOH) do not
exhibit any correlations which indicates that these nuclei are spatially separated from the rest. The findings of the study support the two structural models, the Dékány model [229] and the Lerf-Klinowski model [230], out of six models [229] of graphite oxide.

In another study on this material, $^{13}$C-labelled graphite oxide was reacted with $^{15}$N-labelled hydrazine ($^{15}$NH$_2^{15}$NH$_2$) to produce a reduced $^{13}$C- and $^{15}$N-labelled version of the molecule [231]. Figure 26a displays the 1D $^{13}$C MAS spectrum. Compared to Figure 25A, the spectrum in Figure 26a shows a shift in the main signal to ca. 118 ppm which signifies a larger sp$^2$-hybridized conjugation. The signals at ca. 70 ppm and 60 ppm assigned previously to $^{13}$C-OH nuclei and epoxide $^{13}$C nuclei, respectively, are clearly suppressed showing the effects of reduction by hydrazine. The peak at 193 ppm ascribed to ketone groups in graphite oxide is likewise much weaker, indicating that chemical changes had occurred on the edges. Some of these changes are illustrated in Figure 26d.

**Figure 26.** 1D $^{13}$C NMR MAS spectra of $^{13}$C- and $^{15}$N-labelled reduced graphite oxide (a) not subjected and (b) subjected to 1.6 ms $^{13}$C-$^{15}$N REDOR dephasing and (c) the difference of the two. The study suggests that the double signal centered at ca. 150 ppm is ascribed to pyrazole groups (aromatic five-membered rings with two adjacent N atoms). An illustration of the formation of pyrazole moieties with the COOH groups omitted for clarity (d). The data was acquired at 9.4 T using 20 kHz MAS. Adapted with permission from Ref. [231]. Copyright 2012 Nature Publishing Group.
To gain further insight into the signals at ca. 157 ppm and 140 ppm, which are overlapped by the largest signal in a normal single-pulse experiment, $^{13}$C-$^{15}$N dipolar REDOR dephasing [44] was applied. The spectrum subjected to dipolar dephasing was subtracted from the reference spectrum, thereby revealing those $^{13}$C nuclei that are at one bond or, at the most, two bonds away from $^{15}$N nuclei, cf. Figure 26c. The resonance frequencies of the $^{13}$C nuclei can in principle be related to a number of different chemical structures, however, taken together with the information from $^{15}$N NMR spectroscopy, showing a broad signal at ca. 190 ppm, the study suggests that aromatic pyrazole groups are established at edges after treatment with hydrazine.

8.3 Graphene nanoribbons

Graphene nanoribbons (GNRs) are promising candidates for the next-generation semiconductor material [232-235]. The width and the edge of GNRs define finite bandgap properties [232, 235], and hence, attract much attention from synthetic chemists. Osella et al. [236] have used time-dependent density functional theory calculations to suggest chemical designs for GNRs that are applicable to future OPV development. All computer-tested GNRs possess a finite energy bandgap and exhibit lower electron affinity than C$_{60}$. In addition, the armchair GNRs have stronger absorption in a broader and red-shifted region of the solar spectrum than one of the workhorses of OPV, P3HT, (see Section 6.1). Compared to P3HT, all GNRs demonstrate lower HOMOs and a smaller singlet-triplet energy gap, which should facilitate larger open circuit voltage. Apart from the optical aspects of OPV materials, morphology also plays an important role governing the final properties of the material. In relation to production, the GNRs should also be soluble in organic solvents and should be able to form films.
Recently, bottom-up procedures have been applied to synthesize extended (in some cases longer than 200 nm) GNRs [237, 238]. The starting material is polyphenylene with very large molecular weights prepared by AB-type Diels-Alder polymerization. Intramolecular oxidative cyclohydrogenation turns the precursors into GNRs. As an example of the importance of the width, GNRs [238] with an extended width of ca. 2 nm showed a bandgap of ca. 1.2 eV whereas GNRs [237] with a limited width of ca. 1 nm showed a bandgap of ca. 1.9 ev. A schematic representation of the latter GNR can be seen in Figure 27f. As ¹H MAS NMR spectroscopy is very sensitive to the local environment, the technique can used to probe the chemical differences between the precursor in the solid-state and the GNR sample. In Figure 27b, the 1D ¹H MAS NMR spectrum of the precursor is shown. The relatively narrow resonances of the precursor, which shares some similarity with the liquid-state spectrum in Figure 27a, indicates a flexible structure. On the other hand, the 1D ¹H MAS NMR spectrum of GNR in Figure 27c exhibits significantly broadened and shifted signals. These features indicate the presence of an extended inhomogeneous packed π-conjugated system. The opposite shift of the aromatic and aliphatic signals might be explained by the aromatic/anti-aromatic ring current effects originating from the stacking of the GNR.
Figure 27. (a) Liquid-state 1D $^1$H spectrum of precursor dissolved in CD$_2$Cl$_2$ and 1D $^1$H MAS spectra of (b) solid precursor and (c) GNR. The solid-state precursor spectrum shows relatively narrow lines indicating a flexible structure whereas the broad resonance-shifted spectrum of GNR indicates the presence of an extended inhomogeneous packed π-conjugated system. The 2D $^1$H-$^1$H DQ-SQ correlation spectra of (d) precursor and (e) GNR probe internuclear spatial proximities. The assignment scheme is seen in (f). The liquid-state spectrum was acquired at 7 T and the solid-state spectra were acquired at 16.45 T using 59524 Hz MAS. Adapted with permission from Ref. [237]. Copyright 2014 Macmillan Publishers Limited.

The 2D $^1$H-$^1$H DQ-SQ correlation spectrum of the precursor displayed in Figure 27d shows relatively narrow resonances, and a distinct cross-correlation between the aromatic and aliphatic protons. Turning to the GNR, the spectrum in Figure 27e displays broadened lines with resonance frequencies extending over a large range, and more delocalized cross-correlations. A relatively short DQ recoupling of 33.6 µs (two rotor periods using 59524 Hz MAS) in combination with cross-correlations only extending up to ca. 10 ppm
and a split ridge at higher ppm values allowed for the assignment of the high-frequency part of the split ridge to the cove protons (blue in Figure 27) and the low-frequency part to the outer protons (red in Figure 27).

9. OUTLOOK

Molecular order, site-specific dynamics, local packing and domain sizes are all important (sub)nanoscale level structural information in soft organic nanomaterials. As shown in this contribution, solid-state NMR spectroscopy provides a very powerful toolbox to precisely determine these details. To get a more complete picture of the material, NMR spectroscopy can easily be combined with complementary experimental and numerical techniques in a multi-technique approach. This approach holds much promise in the exploration of new hybrid nanomaterials, gel structures, polymer blends and graphene-related materials. Other research activities, such as studying surface interactions and defects in nanomaterials, will likewise benefit from the continuing development of solid-state NMR spectroscopy techniques. One of the recent very promising advancements in the field of NMR spectroscopy is dynamic nuclear polarization (DNP). DNP has already shown great prospect in boosting the sensitivity in NMR spectroscopy, which in combination with highly sophisticated pulse sequences, appropriate sample preparation, and ongoing hardware development, will hopefully pave the way for exciting new explorations also in the field of soft organic nanomaterials.
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