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- error-controlled estimation of mean and variance of effective parameters in stochastic homogenization
On the predictivity of pore-scale simulations: estimating uncertainties with multilevel Monte Carlo

Matteo Icardi\textsuperscript{a,c,d,*}, Gianluca Boccardo\textsuperscript{b}, Raúl Tempone\textsuperscript{a}

\textsuperscript{a}CEMSE, King Abdullah University of Science and Technology, Thuwal, Saudi Arabia
\textsuperscript{b}DISAT, Politecnico di Torino, Torino, Italy
\textsuperscript{c}ICES, The University of Texas at Austin, USA
\textsuperscript{d}Mathematics Institute, University of Warwick, UK

Abstract

A fast method with tunable accuracy is proposed to estimate errors and uncertainties in pore-scale and Digital Rock Physics (DRP) problems. The overall predictivity of these studies can be, in fact, hindered by many factors including sample heterogeneity, computational and imaging limitations, model inadequacy and not perfectly known physical parameters. The typical objective of pore-scale studies is the estimation of macroscopic effective parameters such as permeability, effective diffusivity and hydrodynamic dispersion. However, these are often non-deterministic quantities (i.e., results obtained for specific pore-scale sample and setup are not totally reproducible by another “equivalent” sample and setup). The stochastic nature can arise due to the multi-scale heterogeneity, the computational and experimental limitations in considering large samples, and the complexity of the physical models. These approximations, in fact, introduce an error that, being dependent on a large number of complex factors, can be modeled as random. We propose a general simulation tool, based on multilevel Monte Carlo, that can reduce drastically the computational cost needed for computing accurate statistics of effective parameters and other quantities of interest, under any of these random errors. This is, to our knowledge, the first attempt to include Uncertainty Quantification (UQ) in pore-scale physics and simulation. The method can also provide estimates of the discretization error and it is tested on three-dimensional transport problems in heterogeneous materials, where the sampling procedure is done by generation algorithms able to reproduce realistic consolidated and unconsolidated random sphere and ellipsoid packings and arrangements. A totally automatic workflow is developed in an open-source code [1], that include rigid body physics and random packing algorithms, unstructured mesh discretization, finite volume solvers, extrapolation and post-processing techniques. The proposed method can be efficiently used in many porous media applications for problems such as stochastic homogenization/upscaling, propagation of uncertainty from microscopic fluid and rock properties to macro-scale parameters, robust estimation of Representative Elementary Volume size for arbitrary physics.
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1. Introduction

Simulations and experiments at the pore-scale (field now also known as Digital Rock Physics, DRP) have become an important tool to understand the complex physics involved in environmental and industrial processes such as Enhanced Oil Recovery, Carbon Dioxide Storage, transport of charges in batteries and fuel cells, filtration of colloidal particles in subsurface and biological flows. In these and other fields, a big effort has been recently spent in trying to prove the predictive ability of pore-scale simulations, as alternative or complementary to experiments. While these have been proven to be effective in understanding and giving deeper insight in complex mechanisms, such as capillary trapping or anomalous transport, when more precise quantitative information such as global effective parameters have to be extracted, they can still be affected by significant errors and uncertainties [2, 3, 4, 5, 6].

First of all, real porous media show heterogeneities on a wide (or continuum) range of scales. Therefore, even in the assumption that large-scale variations can be explicitly represented and solved (provided that enough information about this variability is available), the role of sample size and sample location (or realization in the stochastic terminology) deeply affects the meaning of computing a single effective parameter, and of using it for upscaled models. If we assume that the heterogeneity of the medium shows a clear separation of scales, one may be able to find a single deterministic effective parameter (e.g., permeability. See, for example, Mostaghimi et al. [7]), by taking larger and larger sample size1. However, practically, three situations may happen: (i) the scale separation hypothesis does not hold, (ii) results on sufficiently large samples are not available (for computational, imaging, or experimental limitations), or (iii) the quantity of interest cannot be homogenized (i.e., it may be, a local quantity or a quantity involving local derivatives). In all these situations, the resulting computation of effective parameters is clearly dependent on the sample chosen and therefore, can be conveniently represented as a stochastic process.

Another very important source of error, in the case of computer simulations of pore-scale images, is the lack of knowledge in the detailed micro-scale structures (e.g., shape and roughness of the grains). Accurate imaging techniques can partially overcome this problem but segmentation uncertainties and discretization procedures (e.g., voxels or mesh decompositions) often reintroduce a high degree of uncertainty. Some of these inaccuracies are controlled by arbitrary user-defined parameters that make most of the pore-scale studies unreliable or non-reproducible. A last source of error, often overlooked, is related to insufficient resolution of the numerical simulations and to other numerical artifacts due to the discretization of the Partial Differential Equations (PDEs). If some of these errors can be

---

1It has to be noted however that the classical concept of Representative Elementary Volume (REV) is not universal but strongly depends on the desired quantity of interest (or effective parameter) under study.
negligible for certain parameters (e.g., small roughness does not affect significantly global absolute permeability), the same can have dramatically effects on others (e.g., roughness, and hence surface area, becomes crucial for surface reactions).

In this work we propose a general and efficient way to quantify the effects of statistical, parametric, and numerical uncertainties, applicable to complex simulations such as the ones encountered in pore-scale physics. Our approach, based on multilevel Monte Carlo sampling, gives a full statistical description of the desired quantities of interest (e.g., effective parameters) at a computational cost that is of the order of a few runs with a finely discretized mesh whereas many more simulation runs (depending on the variability of the quantity under study) would be necessary with the classic Monte Carlo approach. Multilevel Monte Carlo (MLMC)[8] shares the same flexibility and robustness with the classic Monte Carlo sampling but it has a much wider applicability thanks to the drastically reduced computational cost. The key idea of the method is to take advantage of the numerical and statistical properties of under-resolved cheaper simulations that are used to “precondition” the fine-scale results. MLMC has been already proposed for stochastic homogenization in the context of elliptic partial differential equations (e.g. Darcy or heat equation) with random heterogeneous diffusion coefficients [9] (for a primer about stochastic homogenization we refer to the recent review of Alexanderian [10]). Other attempts to speed up computations in stochastic homogenization have been proposed by Blanc et al. [11], by using variance reduction techniques (the same techniques at the basis of MLMC). Here we apply some of these ideas in a different context (i.e., pore-scale simulations) and we propose the method as a general uncertainty quantification tool for different sources of errors and uncertainties. In this work, the statistical analysis of porous media, made of spherical and irregular grains, is performed adaptively and automatically, starting with given statistical description of the random geometry realizations (e.g., fixing the grain/pore size distribution and the packing algorithm), geometric properties, fluid or rock parameters. The method has been implemented in a modular way to make use of existing open-source software as black-box solvers and it has been made available online [1].

The aim of this work is to show that modern uncertainty quantification and error analysis techniques can be successfully applied in pore-scale physics, providing important insights on the reproducibility and representativity of the many recent results in the field (we refer to our recent work and other reviews [12, 13, 14, 15] and references therein for a list of the important advances and results in the field). The main novelties of this work are:

- Uncertainty quantification is for the first time applied to pore-scale simulations
- A description of the role of numerical and statistical errors associated with pore-scale simulations is considered and a method to quantify the role of each them is proposed
- A fully automated algorithm to generate, solve and analyze a large number of pore-scale problems is implemented

The manuscript is organized as follows: first the models of random porous media and random materials and generation algorithms are introduced. Then, in Section 3, the MLMC
technique is introduced and proposed, for the first time, for studying the effect of random pore-scale geometries. The physical models and the respective transport and flow solvers used in this work are presented in Section 4. The last section is instead devoted to the presentation of the results obtained for three simplified test cases and a general discussion about their interpretation in the intent of addressing the general problem of the reliability and predictivity of the state-of-the-art DRP.
2. Random porous media

The choice of the geometric model to be used in the pore-scale simulations (and most importantly how to describe and represent it) is crucial to obtain realistic macro-scale correlations. In particular, when upscaled quantities and correlations are to be found, by introducing appropriate variations (randomness) in the geometry, more informative results can be obtained about the predictivity and uncertainty in the macro-scale models. While a general way to reproduce the complex variations present in natural rocks is not available, it is often possible to reproduce synthetic granular materials, given some global (mean) information and some physical constraints. Once a certain generation procedure is assumed to be representative of the real variations present in a porous medium, mean and variance of the observed effective parameters can play an important role in developing new more predictive (often stochastic) macro-scale models. It is important to notice here that, in the limit of large sample sizes, no variabilities is expected in averaged properties. However, often one is interested or limited in a finite-size sample analysis. This is the case, for example of micro-CT images or for limited computational resources. Furthermore, heterogeneities typically appear in a wide range of scales so that practically, the concept of Representative Elementary Volume does not apply. In this case, a statistical description (e.g., statistical moments)

In this work we will consider different types of porous media, differentiating mainly between random arrangements and random packings. The former describes a geometric model in which the different grains of the porous medium are arranged in a specific enclosing volume, and whose locations are usually obtained by means of a random placement procedure, avoiding or allowing a certain amount of overlap between them. These random arrangements can be created from simple purely algorithmic procedures (though sometimes they can be quite costly) and do not have a physical correspondence to reality, whereas porous media are usually the result of a sedimentation process, meaning each grain will obviously possess a set of contact points with other neighbouring grains. However, when many simulations have to be run, random arrangements allow for a much faster and extensive prototyping of different structures, and thus allow more detailed studies on a wide range of parameters (e.g.: porosity, tortuosity). In fact, with this same methodology, it is possible to simulate consolidated porous media models, simply by creating very dense (read, low-porosity) arrangements and allowing a small amount of grain-grain overlap in the algorithm.

Random packings instead, as mentioned, are the result of a settling process and as such, a pseudo-physical algorithm is needed to recreate the settling/deposition process. As a matter of fact, a choice most frequently made is to use actual porous media models, obtained experimentally through a variety of imaging techniques such as X-ray micro-computer tomography or scanning electron microscope scans. Two issues are to be evidenced with this approach. While it is undoubtedly possible in principle to obtain very precise and realistic

\[\text{For clarity, unconsolidated porous media will have “clean” contact points between the grains, where consolidated porous media will have additional volume in the contact area between the grains, i.e.: they will be partly glued together. This happens in the case of cementification of the grains due to solid matter sedimentation, for example.}\]
models, technological limitations on image discretization often introduce a relevant source of uncertainty. Moreover, many geometric properties which are of great influence in the subsequent fluid dynamic analysis are difficult or generally cumbersome to extract. Secondly, these methods would be ill-suited to be paired with the uncertainty quantification study proposed in this work, which requires a way of producing and analyzing a very high number of realizations of porous media models in order to extract relevant statistics. A more aptly chosen technique is then indeed to create these random packings approximate simulation tools in order to create a fully in-silico simulation package which can take care of both the construction of the geometric model and its analysis.

In the next sections details on the generation algorithms, both for the case of random arrangements and random packings, are described. Both methods have been developed to use generic grain shapes, defined either by analytical equations (spheres, icosahedra, ellipsoids) or by irregular closed surfaces (described by watertight triangle meshes). The results presented in this work, however, will focus on simple examples with spheres and ellipsoids only, to demonstrate the applicability of the method.

2.1. Random arrangements

Random arrangements are created by randomly picking size and shape of the grains from pre-defined grain size and grain shape distributions. Each grain is then placed randomly in the domain. To generate non-overlapping random loose packings, the placements that lead to overlapping are withdrawn and the placement algorithm continues until all the desired grain are placed. This simple algorithm can work only for very high porosity and results in non realistic disconnected porous matrix. However the study of these geometries can be relevant for other problems such as solid heterogeneous materials or multiphase dispersed flows. To recreate more realistic granular and consolidated porous media, many algorithms have been proposed (see [18, 19] and references therein). In this work an extended version of the Jodrey-Tory algorithm [20] has been used, that consists in a post-processing iterative greedy-type moves to displace overlapping or detached grains. Though the property (e.g. “entropy”) of the arrangement will depend on the details of the implementation (such as the displacement length), the result is a random arrangement with a desired minimum and maximum degree of overlapping between grains.

2.2. Random packings

As mentioned, random packings are created by reproducing the process of settling and deposition, that is, to simulate the effect of gravity on a collection of grains drawn from a certain grain size distribution. Also in this case the resulted geometry is “random”, in the sense that is the result of complex interactions that depends on the initial conditions and the subsequent collisions. In general the randomness is introduced by the initial position of the grains, their initial velocity and by additional grain manipulation that can happen before or after the settling.

\[\text{To cite a few examples, in the case of packed bed catalytic reactors: radial porosity profiles, distribution of angles of the particles and the individuation of their contact points [16, 17].}\]
The implementation of this packing algorithm has been done within the open-source software Blender [21]. More specifically, the functionality of the Bullet Physics Library (integrated into Blender) was exploited. The BPL is a large collection of codes used to simulate rigid body dynamics and more importantly, to calculate the outcome of the collisions between rigid bodies. A number of reasons brought to this choice. The first is a computational aspect, as the Blender rigid body simulation does not consider the interaction between the rigid bodies and the surrounding fluid, making the code particularly suitable for fast and real-time simulations. In order to correctly reproduce a random packing, in fact, this is not strictly needed and would just add a heavy computational overhead to the simulation. Being able to omit this calculation makes for a great improvement over other methods such as those based on Discrete Element Methods (DEM), commonly used in the simulation of granular flows.

Secondly, while other packing codes (such as those based on molecular dynamics) only offer the possibility of considering spherical objects (i.e.: spherical interaction potentials) or convex items at most [22], with Blender it is possible to manage any arbitrarily defined particle shape, even complex non-convex ones, which are the ones of most difficult treatment in rigid body simulations. As already mentioned, in this work only results concerning packing of spheres (like the one represented in Figure 1) will be presented for the sake of brevity, and mostly to serve as a supporting proof of concept for the wide applicability of the general MLMC method. Nonetheless, this methodology has also been tested with the creation of packings of arbitrary grain shape. Both in the latter case and for regular spheres, an accurate validation procedure has been carried out to ensure that the resulting geometric structure shown the same features as the real media to be reproduced. This has been done through the comparison of bulk porosity and wall porosity (in the case of constrained packings) of the in-silico packings with extensive experimental data available in literature. Moreover, the fluid dynamic behaviour of the created packing was analyzed and compared with consolidated empirical laws for the systems considered (e.g.: comparison of fluid pressure drop obtained from pore-scale simulations with Ergun’s law predictions). Much more information on the creation of this packings, and the validation procedure just described, can be found in our previous work [23].

Finally, the choice of Blender was also made due to its extensive scripting functionality. In order to connect the rigid body simulation to the code structure of the MLMC estimator, a comprehensive tool was written (in the language Python, version 3.0) allowing for an easy user specification of the test case and a fully automatic set up of the Blender simulation. Thus, the workflow of the code as it is now implemented [1] only requires the user to specify the details of the chosen grain size distribution, the number of grains to be drawn from this distribution, a container in which the solid grains will settle, and an arbitrary (convex or non-convex) grain shape (with eventually any random modifiers such as random roughness

\footnote{For example, in the creation of lab-scale column experiments, a container is filled with solid grains while there is just air inside, which does not influence the packing process in any way due to the great density difference between solid and fluid.}
or random consolidation processes).

Both the generation algorithms (random packing and random arrangements) have been then integrated with OpenFOAM solvers and wrapped into a python automatic solver that is used by the multilevel Monte Carlo algorithm. More details about the code are presented in the appendices.

Figure 1: Example of a random packing of spheres generated by a virtual settling process of spheres in a cubical container. This type of packings are studied in Section 5.3
3. Multilevel Monte Carlo

Multi-level Monte Carlo (MLMC) is based on the very simple idea of decomposing the final quantity of interest $Q$ into the sum of an initial approximation and a series of incremental corrections, i.e.

$$ Q \approx Q_0 + \sum_{\ell=1}^{L} Q_{\ell} - Q_{\ell-1} $$

where the subscripts indicate successive numerical approximations (e.g., coming from simulations with increasing levels of mesh refinement) with a certain convergence property towards the exact solution. In the usual approach, only the last “level” $L$ would be taken into account, while here having expressed it as a telescopic sum will play a crucial role in the statistical approximation. In fact, if we assume now that $Q$ is a random variable $Q = Q(\omega)$ dependent on a random event $\omega$ (omitted from now on to simplify the notation), we can exploit the linearity of the statistical moments and write, for example, its expected value as

$$ E[Q] \approx E[Q_L] = E[Q_0] + \sum_{\ell=1}^{L} E[Q_{\ell} - Q_{\ell-1}] $$

If we now replace each expectation with its respective MC estimate, we obtain the MLMC estimator

$$ A_{ML} = \frac{1}{M_0} \sum_{m=1}^{M_0} Q_0 + \sum_{\ell=1}^{L} \frac{1}{M_\ell} \sum_{m=1}^{M_\ell} Q_{\ell} - Q_{\ell-1} $$

instead of the classical MC estimator (computed with a single level $L$ correspondent to the finest solution and $M$ samples):

$$ A_{MC} = \frac{1}{M} \sum_{m=1}^{M} Q_L $$

where $M_0$ and $M_\ell$ are the number of samples taken in the first and each subsequent level, respectively. MLMC can be used not only for computing the mean (expected) value but also higher order moments or full probability distribution. In our examples we limit ourselves to the estimation of mean and variance of the quantity of interests. In Appendix A.1 some details about the estimation of the variance and higher-order moments are reported.

The biggest advantage of this simple formulation is that, under very mild assumptions, it can drastically reduce the variance of the estimator (compared to the standard Monte Carlo done on the last level only) in a “control variate” spirit. While we refer to the many theoretical works (e.g., [24, 8, 25]) for detailed proofs and derivation, here it is important to mention the asymptotical result for which MLMC, not only reduces the cost of the classical MC estimator by a constant factor, but it can change the overall computational complexity.

5 Readers may notice that, compared to the classical control variate technique, here there is no scaling constant appearing in the differences. This is important to preserve the telescopic property of the sum (e.g., cancellation of all terms but the last one). Furthermore, in MLMC, the control variate technique is applied recursively.
of the problem, canceling the effect of the computational cost of the single realizations. This means that the computational gain of MLMC compared to MC exponentially increases for increasing desired accuracies (and therefore increasing cost of the single realizations). Therefore MLMC is particularly suited for computationally expensive problems where common MC sampling can easily become unaffordable. This can be intuitively explained by the fact that (asymptotically) the cost of the estimator will be distributed mostly on the lowest levels that are computationally negligible, while the fine levels are solved only for a very small number of samples.

To achieve this optimality, the number of levels and the number of samples used have to be chosen (usually on-the-fly) according to given formula based on expected values, variances, and costs of each term in the expansion. Roughly speaking, the only assumptions requested are\(^6\)

\[
\alpha \geq \min(\beta/2, \gamma); \quad \beta > \gamma
\]

where \(\alpha, \beta, \gamma\) are respectively:

- \(\alpha\) is the weak convergence rate, e.g., the rate with which the expected value of the numerical solutions \(E[Q_\ell]\) converges to the exact solution \(E(Q)\) with respect to a certain discretization parameter (usually minimum grid size). This is, for most problems, simply the deterministic convergence rate imposed by the numerical discretization\(^7\). This property is important if we want to have a control on the numerical discretization error (that can be interpreted as statistical bias in the estimator 1). For example, if we assume a simple linear convergence rate \(\alpha = 1\), if \(Q_\ell - Q_{\ell-1} < C\), the remaining error \(Q - Q_\ell\) will be also smaller than \(C\).

- the multilevel variance rate \(\beta\) is related to a very important, but less intuitive, concept. For the MLMC estimator to work, the corrections \(Q_\ell - Q_{\ell-1}\) (differences) on the different levels should have variance \(\mathbb{V}(Q_\ell - Q_{\ell-1})\) smaller than the original variance \(\mathbb{V}(Q_0)\) and it should decay with a rate \(\beta\) with respect to the discretization parameter. This means that, the solution couples on two subsequent levels should be more and more statistically correlated, when increasing the levels. The same quantity \(\mathbb{V}(Q_\ell - Q_{\ell-1})\) is also needed to compute a sampling approximation the total variance of the estimator \(\sum_{\ell=L}^{1} \mathbb{V}(Q_\ell - Q_{\ell-1})\) and therefore its correspondent statistical error. It can be easily noticed that, since this variance is decreasing with the levels with a rate \(\beta\), one may use large number of samples at the coarsest level to counterbalance the largest contribution to the total variance while much less samples are needed in the finer levels.

- \(\gamma\) is simply the growth rate of the cost of solving a single realization problem with respect to the discretization parameter.

\(^6\)If the second condition does not hold, MLMC can still be used with very good improvements over standard MC but the computational complexity will not be independent from the cost of the single realization anymore.

\(^7\)This is not true when the convergence properties of the numerical discretization are, in some sense, dependent on the random realization in a non linear way.
These three rates are commonly measured in a logarithmic basis since, when considering grid resolution studies, grid is commonly refined by a factor of two in each level. For practical and realistic problems, however, these rates are not known exactly and sometimes are not constant. In this work we will monitor numerically the rate of these quantities (even when their rates are not constant) to build the optimal estimator (see [25] for details) and finally evaluate the computational gain of MLMC compared to MC for each test-case. It is important to notice that MLMC can work (i.e., it can reduce the total cost of computing statistics of the desired QoI), though in a non-optimal way, even when the above relations between the rates are not satisfied.

3.1. Algorithm

1. Start assuming an initial guess for the number of levels \( L \) and the number of samples \( M_\ell \) in each level \( \ell = 0, \ldots, L \).
2. For each level \( \ell \) and for each random realization \((1, \ldots, M_\ell)\), generate the geometry and solve the PDE problem with two discretization levels \( \ell \) and \( \ell - 1 \) to obtain \( Q_\ell \) and \( Q_{\ell-1} \).
3. Compute the multilevel mean \( \mathbb{E}[Q_\ell - Q_{\ell-1}] \) and variance \( \mathbb{V}(Q_\ell - Q_{\ell-1}) \) at each level.
4. Update the number of samples in each level to optimize the cost and reduce the statistical error below the desired tolerance (see, for example, [25]). Compute the additional samples needed in case \( M_\ell \) has been increased for any level.
5. Compute the statistical error (e.g., with the Central Limit Theorem provided a confidence level \( \epsilon \)) and the bias (numerical) error estimate.
6. If the bias is above the prescribed tolerance, set \( L = L + 1 \) and a first guess for the number of samples in the new level \( M_L \) and go back to step 2.
7. Otherwise, assemble the estimator Eq. 1 and compute the desired statistics with the associated error estimates.

In the above algorithm, we mentioned that, together with the desired tolerance, a prescribed confidence should be provided to the algorithm, needed to compute the statistical error. In the following results, the confidence \( \epsilon \) is always set to 0.99 meaning that the tolerance is imposed with a probability 0.99.

3.2. Generalized notion of “level”

Two aspects of MLMC have important consequences on the implementation and the extension to general problems. Firstly, the notion of “levels” is totally arbitrary. One can easily develop a MLMC strategy with any kind of hierarchical representation/discretization of the problem. The choice of grid resolution is natural for certain PDE problems as it can be studied with standard numerical analysis tools. For more complex or non-standard problems, any other discretization or approximation parameter may be used to generate a hierarchy. The intuitive requirement is only an increasing cost and accuracy with the discretization parameter. Very interesting theoretical results and applications seem to arise when more than one discretization parameter is alternately varied in a multi-dimensional hierarchy, as proposed by Haji-Ali et al. [26]. This will be subject of future works. In the
results presented here the grid resolution remains the main parameter used but it is always
coupled to other parameters to further reduce the cost of coarse samples but keeping the
correlation between levels controlled. In particular, when solving coarse levels, the whole
accuracy and precision of the numerical representation is reduced by decreasing the number
of linear and non-linear solver iterations, the tolerances of the pressure-velocity coupling in
the Navier-Stokes solver, the geometrical tolerances to generate the geometry and the grid,
the precision of the algorithm to generate random packings. It is important to notice that
it has to be checked that, coarsening all these parameters contemporarily, a high correlation
between the samples at two consecutive levels is preserved (through the analysis of the rate
$\beta$).

This brings us to the second important aspect that relates to the physical meaning of
the coarsening strategy. MLMC is built in a way (thanks to the telescopic sum) such that
it is not required that the coarse representations have any physical meaning or numerical
consistency. Even in the case where, at coarse levels, the solution looses physical meaning
or consistency (due to, for example, missed physical constraint), it is enough to check that
the finest level only is consistent and physically meaningful. In the context of UQ, all the
other levels can be though as “proxies” or “surrogate” models (that still maintain the same
stochastic nature, though). In the following examples, additional considerations about the
hierarchy and the discretization parameters will be given for each specific case.
4. Numerical solvers

Among the many physical phenomena of interest at the pore-scale in subsurface and industrial flows, in this first work we focus on the influence effective diffusivity (or equivalently heat or electrical conductivity\(^8\)) and permeability (or equivalent drag force or hydraulic conductivity). Future works will deal with the upscaling of multiphase and reactive flows.

The solvers for flow and transport used in this work are modified versions of the ones offered within the open-source OpenFOAM software. They are all based on a finite-volume discretization for use in unstructured meshes. We refer to Boccardo et al. [27], Icardi et al. [15] for more details about the grid generation and the solution of the Navier-Stokes equations. It is important to highlight here that all the pre- and post-processing steps (including geometry generation) are totally automatized to be able to be run multiple times in the MLMC estimators.

Let us consider a domain \( \Omega = [0, 1]^3 \setminus B \) where \( B \) is the volume occupied by solid grains\(^9\).

To compute the effective diffusivity we solve in \( \Omega \) the following elliptic PDE for a scalar concentration \( c \)

\[
\nabla \cdot (D_0 \nabla c) = 0
\]

with \( D_0 = 1 \) the bulk diffusivity and \( c = 1 \) at the inlet, \( c = 0 \) at the outlet, \( \mathbf{n} \cdot \nabla c = 0 \) on the surface of the grains, \( \Gamma \), and on the lateral boundaries. Being the total volume \( V = \int_{\Omega} dV = 1 \), \( \Delta x = 1 \) and \( \Delta c = 1 \), the first column of effective diffusion coefficient can be computed as an integral over the all domain

\[
D_1 = \frac{D_0 \Delta x}{V \Delta c} \int_{\Omega} \phi \nabla c = \int_{\Omega} \phi \nabla c
\]

with \( \phi \) being the porosity. Being this quantity a vector (and the effective diffusion coefficient a tensor, when we apply a concentration gradient in the other directions) we only consider the longitudinal direction \( D = D_{11} = \int_{\Omega} \phi \frac{\partial c}{\partial x} \).

The effective permeability is instead computed by solving the incompressible Navier-Stokes equations in the void space with no-slip boundary conditions on the grains, fixed pressure drop between inlet and outlet faces, and symmetry (no flow) condition on the lateral boundaries. All the simulations have been performed in a dimensionless setup with unitary imposed pressure gradient \( \Delta P \), viscosity \( \mu \) and density \( \rho \). This is equivalent to a Reynolds number dependent purely on the length scale considered. Under the assumption of fluid in the Stokes regime (thus, Darcy’s law being valid) and with the described setup the first column of the permeability can be simply computed as

\[
K_1 = \frac{\mu \Delta x}{V \Delta P} \int_{\Omega} \phi \mathbf{u} = \int_{\Omega} \phi \mathbf{u}
\]

\(^8\)The ratio between electrical conductivity of the porous material and the bulk conductivity is also called the “formation factor”

\(^9\)The operator \( \setminus \) indicates a complement operation between two sets. Thus \( \Omega \) is the fluid zone.
with \( \mathbf{u} \) being the fluid velocity. Again, we are only interested in the first component \( K = K_{11} = \int_{\Omega} \varphi u_x \).

where \( u_x \) is the \(-|\) -component of the fluid velocity. When studying random porous materials, the estimation of geometric parameters are often quantities of interest if they are not known a-priori or by a constraint in the random geometry generation. In particular, when a specific porosity is not imposed, it has to be considered as an output of the problem. Another interesting property is the specific surface area of the porous media defined as the ratio between the surface area, \( \Gamma \), and the fluid volume, \( B \). This is particularly important for the derivation of upscaled models that involves surface reactions.

4.1. Deterministic convergence

The solvers have been tested against semi-analytical and highly accurate values obtained for regular sphere arrangements in Khirevich et al. [28], Venema et al. [29] and references therein. An effective diffusion coefficient and the effective permeability have been computed from the solution of pure diffusion and Navier-Stokes equations. Different types of grids and refinements have been used and compared. Figure 2 reports the normalized value and the relative error on the effective diffusion and drag coefficients, respectively in semi-log (left) and double logarithmic (right) scales. Even if no clear convergence rate can be extrapolated, the convergence towards the reference solution is verified. Significant differences can be noticed for different grid refinements around the spheres. In all the cases it is very interesting to notice that there is always a non-monotone convergence to the reference solution (i.e., the error changes sign) as also clearly shown by Khirevich et al. [28]. This seems to be an effect of the discretization of complex curved surfaces. The slowest convergence provided by the voxelized (stair-step) meshes is counterbalanced by a clear linear convergence for highly enough resolutions, while body-fitted meshes can show more unpredictable convergence rates.

It is assumed that the convergence properties of the solver for every realization of the random geometries follow a similar behaviour. This allows us to extend these arguments to the statistical estimation of the mean (expected) value \( \mathbb{E}[Q] \). Therefore we can estimate the numerical approximation error and stop the refinement process at a certain level \( L \) that satisfy certain criteria. In this work a simple (and restrictive) stopping criterion has been implemented that consists in checking that the last difference

\[
\mathbb{E}[Q_L - Q_{L-1}] < \theta \ TOL
\]

is under the prescribed tolerance. \( \theta \) is a constant parameter (between 0 and 1) that is used to split the bias and statistical error. This criterion however may fail when a non-monotone convergence is observed, with the approximated solution that cross the exact value at a certain refinement level and then converge again towards it with a different rate. This appears as a flat or positive (growth) rate in the decay of the differences \( Q_L - Q_{L-1} \). This unfortunately happens in many practical problems when two sources of errors (e.g., bulk and boundary errors) are compensating each other. To avoid this false convergence, for every problem we obtain solutions with a very large number of levels for a single realization of the
Figure 2: Convergence of the finite-volume discretization to the references values, reported as relative errors in linear (left) and logarithmic (right) scale, for effective diffusion (top) and mean flux (middle and bottom) on regular sphere arrangements. Values are reported against increasing degrees of freedom (i.e.: mesh cell numbers) on the $x$–axis. Black triangles and red diamonds represents respectively uniformly refined and locally refined body-fitted mesh, while blue circles represent stair-step voxelized meshes.
random geometry. Whenever we observe a crossing point (a resolution at which the errors are compensating each other producing a fictitious exact solution), we inform the MLMC algorithm to perform an extra check by using the differences in adjacent levels.

More sophisticated and accurate stopping criteria can be implemented based on a better and robust statistical estimation of the convergence rate [30] or on a-priori knowledge of the convergence rates. Future development will focus on the improvement of these methods in order to give better estimates of the approximation error.

4.2. Aitken’s delta-squared method

In this work, we are focusing on stationary solutions and on specific quantities of interest rather than all scalar or vector fields for which the CFD code calculates a solution. This is what commonly happens in many applications where there is no need of complex data analysis or exploration and the quantities to be computed are identified a-priori. In this situation we can represent the non-linear iterations of the solver and the intermediate results as elements of converging series. Therefore we have implemented some series acceleration methods to extrapolate the limit of the series [31]. The most suitable for our purposes turned out to be the Aitken delta-squared method, that consists in the following non-linear transformation

\[ A(x_n) = x_n - \frac{(\Delta x_n)^2}{\Delta^2 x_n} \]  

where, \( x_n \) is the converging sequence and \( \Delta \) and \( \Delta^2 \) are the first and second order differences. The formula however is not valid for constant series or constant increments where the second order difference is zero. However this is not the case for typical convergent series (in particular the one arising from the convergence of non-linear iterations).

This turns out to be particularly important for large simulations. In fact the finer the resolution is, the more iterations are needed to solve, for example, the pressure-velocity coupling in the Navier-Stokes equation. For most of the test problems presented in the following sections, the use of this transformation allowed us to stop the simulation at much larger residuals (e.g., \( 10^{-4} \) instead of \( 10^{-8} \)) and save considerable amount of computational time.
5. Examples

Three illustrative examples are shown in this section to cover some of the possible applications of the proposed method and codes. Particular attention has been put in the computational efficiencies that will allow more complex applications in future works.

- The first example is the estimation of the formation factor (effective conductivity or diffusion) of high-porosity media at fixed sample size. For this application an extensive study has been done by varying the input tolerance of the algorithm.
- In the second example the permeability of consolidated sphere arrangements have been studied at different sample sizes with a fixed tolerance.
- The third example makes use of more realistic unconsolidated sphere packings and their permeability and porosity.

Together with the transport properties, also geometrical quantities (such as porosity and surface area) are considered as random quantities of interest. We remind that all the problems have been solved in a completely dimensionless framework. Therefore effective diffusivity and permeability will have no physical units. All the simulations have been run on a 20-cores Intel Xeon E5-2680 v2 (2.80GHz) workstation. A large amount of memory (192 GB) is required to run 40 parallel processes, each one solving a CFD problem. As explained in the appendix, further optimization has been implemented for hybrid parallelization on supercomputers and memory savings.

5.1. Effective diffusivity of heterogeneous materials

In this example we solve the pure diffusion problem of Eq. 3 with Neumann homogeneous boundary conditions at the grain walls and lateral boundaries and Dirichlet boundary conditions at the inlet (as detailed in the previous section), with an unitary diffusion coefficient in an unit box domain with random non-overlapping ellipsoidal inclusions. The ellipsoids are placed in the central part of the domain and oriented along the cartesian axes and their axes lengths are distributed along a lognormal distribution of mean $\mu = 0.1$ and $\sigma = 0.4\mu$. The placement algorithm stops when the total volume of placed ellipsoids exceeds an average density (in the packed region inside the box) equal to 0.3. Figure 3 shows two realizations of the geometry with the solution field computed on the surfaces. In this example the ellipsoids are always oriented in the axis directions but a general random transformation matrix (through random orthogonal matrices) have been also implemented to deal with arbitrary orientations. As it can be seen, a ’voxelized’, staircase discretization has been used to speed up the meshing time.

The effective diffusion coefficient of the material can be computed from the concentration field $c$ with Eq. 4, as well as other discrete geometrical quantities can be computed after the meshing step. The statistical estimation of the surface area, porosity and effective diffusion is therefore performed by the MLMC algorithm. Four different tolerances for the effective diffusivity (from 1 to 10%) has been imposed to the algorithm that is run three times for each...
of them, for total of 12 runs of the MLMC algorithm. The number of samples and number of refinement levels is adaptively chosen to satisfy the imposed tolerance. The concept of “level” in this testcase is defined by the grid resolution (using a uniform grid). However, when coarse grids are used, also lower solver tolerances and less solver iterations (not to be confused with the overall MLMC tolerance, these tolerances are related only to the finite volume solver) are used. The optimal tuning of how these parameters should be relaxed for coarse levels is a non trivial optimization problem. In our examples, preliminary studies have been run to roughly determine how the cost and the correlation between samples at different levels depend on each parameter, and choose the solver tolerances at each level as a power law on the level. As explained in Section 3.2, this helps in reducing the cost of coarse levels, keeping sufficiently high the correlation between successive levels. The idea is to balance all sources of errors so that, at each level, they are all approximately of the same magnitude. This is in practice very hard to optimize for a generic problem where different discretization parameters act in a combined way, and no theoretical convergence results can be applied.

When the algorithm is run with the largest tolerance (10%), it ends up choosing only three levels with about 20 realizations at the coarsest level and two in the finest one. For the finest tolerance (1%) five levels are needed with about 700 coarse solutions and only one fine solution. However, to compute good statistics the number of realizations per level is forced to be always larger than four. This compromises the optimality condition and the total cost but ensures robustness. Due to this constraint the overall computational savings compared to Monte Carlo at the same tolerance is in all the cases only between $2 \times$ and $50 \times$, where better savings are obtained for smaller tolerances. The comparison with standard Monte Carlo is performed considering a sampling in the finest level with a number of samples determined to have the same statistical error of the MLMC estimator. However this comparison is strongly biased in favor of MC because, for simplicity, it is assumed that (i) the variance of the QoI is the same at each level so that we can use the variance estimate provided by the coarsest
level of MLMC that has a large number of samples; (ii) no robustness constraint (forcing the number of samples to be larger than a minimum) is implemented while the cost of MLMC includes this extra cost.

The typical analysis to be done on each MLMC run is presented in Figure 4. As explained in Section 3, MLMC is based on the estimation of differences for the same random realizations on two different levels. The convergence of the mean (solid black line) and variance (dashed-dotted red line) for each level that, as expected, is growing exponentially. A fourth dashed green curve representing the distribution of the statistical errors among the different levels (their sum is equal to the final statistical error of the estimator), is also shown. This clearly shows the main idea behind MLMC: balancing costly simulations that have small variance and are sampled with few samples, with many samples of cheap simulations to “pre-condition” the problem so that the total error will be split approximately equally on the different levels. The final result of the estimator is given by the cumulative sum (integral) of the curve $E[Q_\ell - Q_{\ell-1}]$.

This analysis is reported for each of the three quantities of interest, verifying the correct implementation of the MLMC estimator and confirms, as expected, the applicability of the method (i.e., the blue dotted line representing the multilevel variance is generally decaying very fast). Being each point a statistical estimation of the mean and variances of differences between two levels, it can be provided also with error bars. Compared to the typical problems studied in MLMC (such as the diffusion equation with random coefficients) the random geometry, the possible non-linearity of the quantities of interest and the complexity of the discretization method can cause the mean, variance and cost rates to be non-constant. However it can be recognized, in agreement with the deterministic convergence properties shown in Section 4, a linear convergence rate for the mean diffusion coefficient and a second-order convergence for the porosity. These rates are visible also in the behavior of the variance. While it seems more complex the behavior of the specific surface area estimation.

As it can be seen in Figure 5, considering the different errors bars available in each estimation, all the runs agree on a mean porosity (considering also the empty region close to the walls of the box) of around 0.924, surface area per unit volume of fluid of 3.6, and effective diffusion of 0.876. As it can be noticed, all the points fall always inside the error bars of the other estimators with the same and different tolerance. This is a first consistency check that can be done when no exact solutions are available. The total CPU time needed for a MLMC estimation with 1% tolerance was about 1h with 40 parallel processes while the cost of a single fine realization requires slightly less than 1h on a single core.

---

10 The value correspondent to level zero is not a difference but simply the mean and variance at the coarsest level.

11 We remind the reader that these are all normalized and dimensionless quantities.
Figure 4: MLMC convergence rates for (i) porosity, (ii) surface area, and (iii) diffusivity estimators for the problem of Section 5.1. Computational cost (dotted red line with upper triangles), mean (solid black line with circles) and variance (dashed-dotted line with squares) of the differences, distribution of the statistical error among the different levels (dashed green with downward triangles). The black numbers between two points represent the local rates $\alpha, \beta, \gamma$ respectively for work, mean and variance.
Figure 5: Three runs of MLMC estimators (represented with different colors) for three different tolerances. The mean quantities are shown with error bars given by bias and statistical error estimates.
5.2. Permeability of consolidated sphere arrangements

This examples deals with the simulation of incompressible fluid flow in consolidated sphere arrangement. Here we simply assume a random placement of spheres followed by a Jodrey-Tory algorithm to ensure that all the spheres don’t overlap for more than 80% of their radius. As before, the sphere size is drawn from a lognormal distribution with mean $\mu = 0.1$ and $\sigma = 0.4\mu$. The packing is stopped when the density exceeds 0.5. Two random realizations with their discretization on different levels are shown in Fig. 6.

![Two realizations of the random problem described in 5.2 with refinement levels $\ell = 4$ (left) and $\ell = 3$ (right). The fluid domain is here represented, colored by the velocity magnitude, with holes representing the grains.](image)

Figure 6: Two realizations of the random problem described in 5.2 with refinement levels $\ell = 4$ (left) and $\ell = 3$ (right). The fluid domain is here represented, colored by the velocity magnitude, with holes representing the grains.

First a study for a fixed domain $2 \times 1 \times 1$ is performed to test the MLMC algorithm than a study on different sizes (starting from the domain $2 \times 1 \times 1$, keeping the aspect ratio and doubling the total volume in each step) is performed computing the sample mean and the sample variance of the effective permeability\(^\text{12}\). Also in this case the discretization parameters involved are not only related to the grid resolution (chosen again to be uniform) but also to the Navier-Stokes solver tolerances and the geometric tolerances to generate the mesh.

Figure 7 shows, for the case with fixed domain size, the typical behavior of MLMC with a second order convergence for the mean (this can be explained by the contemporary grid refinement and tolerance decrease) and a faster convergence for the variance (approximately with a rate twice as faster as the mean, as expected) and an increasing cost. In this problem a 1% tolerance has been set on the mean permeability and the MLMC algorithm stopped

\(^{12}\)To avoid confusion, it is important to notice that explicitly inserting the permeability variance in the list of QoI (i.e., defining a prescribed tolerance) has nothing to do with multilevel variances that are always computed inside the MLMC algorithm. Computing the permeability (as well as any variance) in the MLMC estimator implicitly involves fourth order moments (the variances of the variance estimator). The different approaches to compute the permeability variance are reported in the Appendix.
after computing about 12 thousands realizations at level zero, and respectively 721, 63, 7, and 2 realizations at the subsequent levels. As before the last level has been increased to 5 to increase robustness of the mean and variance estimates. However it is important to highlight that only 2 fine realizations would have been enough to compute the mean permeability with 1% accuracy. The total cost of the MLMC estimator is of 60 hours (splitter over 40 processes) and the cost of a single fine realization is of 10 hours. The overall computational savings is in this case over 400\times compared to MC.

Figure 7: MLMC convergence rates for the estimation of effective permeability in random consolidated sphere arrangements of Section 5.2. Computational cost (dotted red line with upper triangles), mean (solid black line with circles) and variance (dashed-dotted line with squares) of the differences, distribution of the statistical error among the different levels (dashed green with downward triangles). The black numbers between two points represent the local rates $\alpha, \beta, \gamma$ respectively for work, mean and variance.

What can be expected from the second setup with increasing domains sizes, is a decrease of the permeability variance with increasing volume size and a contemporary convergence of the mean permeability towards of constant value. This means that, for the quantity of interest under study (permeability in this case) there exist an homogenization limit. This is the standard study commonly performed to determine the REV size for upscaling. It is important to notice that this is not true in general for other quantities of interest of the flow. In this first work only this property is studied, but major advantages are expected for our MLMC method in the case of non-homogenizing quantities (where therefore large variations can be observed). Furthermore, all the variability observed here is purely due (like in the previous cases) to a finite-size sample and would tend to zero in the limit of large sample. This allows us to verify the consistency of our approach and illustrate a possible use of the method to control the finite-sample errors and optimize resources. However, the method might give more interesting insights when heterogeneities at larger scales are introduced in the geometry generation. This would require a well-defined description of a specific material that is beyond the scope of this work.

Figure 8 confirms this expected behavior. Two MLMC realizations (one red solid line with circles and the other dotted green line with squares) have been performed for each of
the four different domain sizes. For this problem a 5% tolerance has been used for the mean permeability while a much larger tolerance (30%) has to be used for the variance. In fact, the computation of the variance is, in general, much harder than the mean. Generally three levels are enough to compute permeability mean and variance for smaller domains. In that case, in fact, being the tolerance relative, a larger error, particularly in the variance, can be admitted. When larger domain sizes are considered, the computation of the mean becomes relatively easy because there is less variation. However, computing the variance with the same relative tolerance is harder and may require more samples and levels.

Figure 8: Two runs of MLMC estimators (represented with different colors) for four different domain sizes. The mean permeability (left) and permeability variance (right) are shown with error bars given by bias and statistical error estimates.

The overall computational savings of these estimators is between $6 \times$ and $90 \times$ compared to a single-level MC estimator at the finest level, depending on the realization and on the domain size. As it has been previously noticed, this comparison is very conservative. The total cost of this variance study is about 2 days with 38 parallel processes.
5.3. Permeability of realistic sphere packing

The third and last example is related to more physically realistic (though still simplified) materials, given by the packing algorithm described in Section 2. We started by considering the experiments performed by Moroni and Cushman [32], where a cube filled with spherical particles is used to study dispersion properties. For these types of experiments where there is no direct control on the geometry, it is important to assess the reproducibility of the results, by studying the possible variations (randomness) introduced by the random filling of the container. Here our objective is therefore to compute mean porosity, mean permeability and their variances, mimicking the same type of packing of this experiment, but reproduced arbitrary number of times in a random way. However it turned out that even a single accurate simulations of this packing would require a relatively high number of parallel processes. Furthermore, as it is expected, the variation in permeability for such homogeneous sphere packing is very small when the size of the box is large enough (here it is $16 \times$ the particle diameter). This means that the we are in a situation where only (relatively) few samples are needed but with a very high computational cost. Though this is a common situation that the proposed method is able to address (provided that supercomputing resources are available), this turned out not to be a good illustrative example for the method. Therefore, to increase the variations of the observed permeability we reduced the domain size to $5 \times$ the particle diameter. The statistical analysis of dispersion and other multiphase transport properties on the original geometries [32] will be presented in our future works. An example of the reduced geometry studied here is instead represented in Figure 1.

In this case, a non uniform refinement has been used to reduce the cost and potentially make use of a larger number of levels. Voxelized meshes are again used to reduce the meshing cost. In this case, the pre-processing (geometry generation and meshing) take a fixed and significant amount of time, no matter the discretization level used in the flow simulation. This will generate a fixed overhead cost that is generally not taken into account in the classical MLMC theory. Trying to apply the multilevel idea also on the packing algorithm seems natural but its application is cumbersome. In fact, the packing algorithm (as well as any type of molecular dynamics) can be considered as “chaotic”, in the sense that the final results can drastically change on small perturbations of the initial, operating or discretization conditions. A requisite of MLMC is that the same realization has to be computed on two levels and a natural concept of levels for the random packing algorithm is the surface resolution of the grains. However a different representation of the grains lead to different collision patterns and finally to completely different packings (due to the chaotic property of the dynamics). In the MLMC framework this means that the solutions (whether permeability or other quantities) on the two levels are not correlated and the variance of the difference does not decay. Selecting the right discretization parameters that might keep a correlation between the samples is a complicated task (it has to consider both the system dynamics and the specific quantity of interest) and will be subject of further studies. In this work a multilevel discretization of the packing algorithm has been applied only for computing geometrical quantities after the settling (such as porosity, surface area, etc). However the multilevel implementation of the flow solver, that is the most expensive
part, can still give a good accuracy to MLMC studies. A rescaling of the grains (by a factor 0.9) has also been applied to simplify the solution on coarse grids and avoid too many blocked pores caused by under resolution. This rescaling is set in an adaptive way depending on the level (e.g., $1 - 3^{-\ell}(1 - \eta)$) so that the converged solution will tend to the unscaled one.

The simulation has been run with a tolerance on 3% on the permeability and no tolerance on porosity and on the variances. Due to the effects of the wall the resulting mean porosity is about 54% while the internal porosity is about 40%. The mean permeability is found to be about $4 \cdot 10^{-4}$. While no significant variations of porosity are observed among the samples (less than 1%), the variations on the permeability are of the order of $10\%^{13}$. This is one more simple demonstration that REV (and upscaling sample size) are to be defined depending on the quantity of interest under study. The results of the MLMC estimators for mean and variance of permeability, porosity and surface area are reported in Figure 9. The permeability has been rescaled by a factor 1000 to avoid numerical cancellation effects in its variance. Four levels have been found sufficient to reach the desired tolerance with about 1000 samples on the coarse level and 9 in the finest one. The total computational cost is of about 4 hours with 40 parallel processes and the overall computational savings compared to MC is, in this case, about $10\times$ but, as before, a much larger savings are gained when lower tolerances are used or when a larger variability is present in the random geometry.

\[\text{\footnotesize\textsuperscript{13}Since only a tolerance for the mean permeability has been set, the variances (and therefore the percentage standard deviation reported) have a large error bar of about 150\% that is however not so significant when considering a variance. This means that the actual variations of porosity might be between 0.66\% and 1.5\% and the permeability fluctuations between 6\% and 15\%.}\]
Figure 9: MLMC convergence rates for the estimation of effective permeability (left), porosity (center) and surface area (right) in random sphere packings of Section 5.3. Computation of mean (top) and variance (bottom). Computational cost (dotted red line with upper triangles), mean (solid black line with circles) and variance (dashed-dotted line with squares) of the differences, distribution of the statistical error among the different levels (dashed green with downward triangles). The black numbers between two points represent the local rates $\alpha, \beta, \gamma$ respectively for work, mean and variance.
6. Conclusions

We have proposed a general method to estimate numerical, parametric and sampling errors in pore-scale simulations, based on multilevel Monte Carlo (MLMC). This is achieved by a tolerance-based dynamic estimation of statistics (e.g., mean and variance) of effective parameters of porous media samples. MLMC can explicitly control that the bias (i.e., discretization error) and the statistical error (i.e., the error due to the randomness of the samples) fall below a certain user-defined tolerance.

The method has been tested for the analysis of the variabilities in averaged geometric properties and effective permeability and diffusivity with finite sample size but it is applicable to a wide range of problems, as far as a parametrization (explicit or implicit) of the input uncertainty is available. This includes, for example, pre-defined parameter probability distributions (e.g., for fluid or surface properties such as surface tension and contact angle in multiphase flows), or pre-defined procedures to generate random materials that are comparable to the real material under study. The verification of this requirement (that the random parameters or geometry is an actual realizable event in the real system under study) is crucial to the final interpretation and meaning of the statistical estimation performed by our method. For example, to study the effect of large-scale heterogeneity, detailed information about statistical distribution and correlation function of the input random parameters are needed. This will be addressed in future works from an inverse problem perspective. This can make use of the same multilevel structure and Monte Carlo estimation, with the recently proposed Markov Chain Multilevel Monte Carlo [33]. In this context, for example, pore-scale geometrical properties could be inferred from available experimental data.

Considering that the scalability of MLMC (similarly to classical Monte Carlo) comes at almost no cost (by parallelizing on the numbers of fine and coarse realizations, while the scalability of single pore-scale flow simulations is often limited to hundreds of cores), this demonstrates the high potential and feasibility of this uncertainty studies. The parallelization can also be hybridized with fine realizations solved on a number of cores dependent on the refinement levels and multiple realizations solved simultaneously. As such, with this method is possible to take full advantage of the ever growing availability of HPC resources.

A possible limitation of the method is due to the fact that MLMC (as well as other methods used here, like the Aitken extrapolation) is practically applicable only for studying scalar or low-dimensional vector quantities. This limitation is the price to be paid for having detailed statistical information and it is a general aspect of many UQ studies that, by definition, focus on quantitative study of specific quantities of interest (QoI) and need a preliminary well-defined parametrization and definition of the problem. After the numerous works in recent literature in pore-scale physics devoted to the description and definition of computational (or experimental) procedure to compute specific quantities (e.g., effective parameters or more complex quantities such as capillary pressure curves or description of other non-linear effects), it is our opinion that these standard upscaling procedures (to pass from an infinite dimensional representation to a few upscaled representative quantities) have to be benchmarked, validated and applied in a systematic way for a wide range of pore geometries and physical regimes to understand their robustness, predictivity, and general applicability.
Within this objective, the proposed approach is, to our knowledge, the first practically applicable method for general Uncertainty Quantification (UQ) studies of problems arising in Digital Rock Physics, where the cost of a naïve sensitivity analysis is still prohibitive. To some extent and with a few precautions, the method can also be applied for a faster and cheaper estimation of parameters on experimental images, when a high number of samples can be extracted at different resolutions but only a limited amount of them can be performed in high-resolution.

The method has been implemented [1] on top of existing open-source software and is to be released open-source together with the full setup of the simulations presented in this work. Future efforts will be directed towards the computation of the full Probability Density Functions (PDF) of effective parameters, following the recent work of Giles et al. [34], and the coupling with other solvers to include more physics (e.g. multiphase and reactive flows) and more type of random materials (fractures and explicit heterogeneity definitions), extending the range of possible analysis to more complex and non-linear properties such as relative permeabilities, effective reaction rates, filtration efficiencies, just to name a few. One of the most interesting and straightforward extension that will be considered is the estimation of hydrodynamical dispersion parameter. Though in principle equivalent to the effective parameters studied here, some theoretical and implementation issues have to be addressed. For example, this requires the solution of two separate equations (flow and transport) and each of them will have different convergence properties, making the optimization of the method more challenging. A unified error analysis (such as the one proposed by Charrier [35]) should be first considered. Furthermore, the study of physically more important (and complex) parameters would require an adequate characterization of the input variabilities and uncertainties to be able to obtain physically meaningful results (e.g. the random geometry generation process should be tuned to reproduce specific porous media).
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 Appendix A. Multilevel Monte Carlo details

Appendix A.1.

Three possible way of estimating variances, standard deviations and central higher order
moments have been implemented:

- **Single-pass estimation.** For simulations where many quantities of interests and a very
large number of realization are needed (or for communication limitations due to paral-
lelization), one may want to estimate both the mean and the variance at one time. In
this case, the variance \( \text{Var}(Q) \) can be rewritten as \( \text{E}[Q^2] - \text{E}[Q]^2 \) and the two moments
 can be estimated separately (by defining a QoI vector \( (Q, Q^2) \)). In this case, the error
estimation performed on the QoI is no more valid for the variance. However it is easy
to proof a new error bound for the variance

\[
\epsilon_{\text{VAR}} \leq \epsilon_2 + 2\epsilon_1(\text{E}[Q] + \epsilon_1)
\]

where \( \epsilon_1 \) represents the error in the mean, \( \epsilon_2 \) the error in the second order moment
and the terms where the error appears in power larger than one can be neglected. If
one is interested in the standard deviation, the Taylor expansion (valid for small error
\( \epsilon \))

\[
\sqrt{\text{Var}(Q) + \epsilon_{\text{VAR}} } \approx \sqrt{\text{Var}(Q)} + \frac{\epsilon_{\text{VAR}}}{2\sqrt{\text{Var}(Q) + \epsilon_{\text{VAR}}}}
\]

can be performed to link the error in the variance to the error in the standard deviation. Or a more rigorous and stringent
bound can be derived as

\[
\epsilon_{\text{STD}} \leq \frac{\epsilon_{\text{VAR}}}{\text{Var}(Q)}
\]

where the tilde operator denotes the estimated variance, provided that it preserves
positivity of the square root. It is not possible however to implement directly this
method in the MLMC adaptive algorithm that requires error estimates at each level.

- **Two-pass estimation.** A very similar approach is to first compute an estimation of the
first order moment (mean) and then modify all the realizations by shifting them against
the computed mean and computing the second order (central) moments. In this case,
assuming that the mean value estimator is independent from the single realization (true only for large number of samples), the standard MLMC adaptive algorithm can be used to adaptively choose number of levels and samples for a certain tolerance. A drawback is that the algorithm must store all the realizations and this may create memory storage issues. Furthermore, since the mean used to shift the data has a certain error, an additional bias term appears. This is however practically very small in practical situations where one is interested in having a very precise mean and a rough estimate of the variance, setting therefore a very low tolerance for the mean and a much larger one for the variance.

- The most appropriate way to compute the variance, as shown by Bierig and Chernov [36] is instead to compute, at each level, the sample variance and compute the differences between the two estimators at the different levels. Compared to the previous method, instead of using a single mean (given by the MLMC estimator), a mean at each level is computed and subtracted to each result at that level. The memory requirement are similar (but only 2 levels at a time have to be stored) but no bias is introduced and the same adaptive algorithm can be used.
Appendix B. Flowchart, implementation and parallelization details

Schematic charts of the code [1] are presented in Figures B.10-B.11. In the first figure, the overall MLMC code is explained. As it can be seen the code is split in three main parts: the statistical estimation, the geometry creation and the solver. Each of them can refer to different sub-modules to be able to approach different problems effectively. For example different PDEs can be solved by finite volumes with OpenFOAM or by finite elements with FEnics or GetDP. Geometries can be built either with random arrangements (randomgeo) or with random packing (bsand). Finally statistical study can be done with MLMC, with standard MC or with deterministic ad-hoc sampling strategies. The process of solving a single realization is instead schematized in Figure B.11. This includes three main steps (pre-processing, packing algorithm, solution), performed respectively by a Python code (called BSand) and its wrappers and by OpenFOAM. Each step is characterized by various possible randomness or uncertainties. The purely deterministic steps are written in italic letters and are only related to the analysis and the finite volume solver while many parameters can possibly be set as random or uncertain in all the other steps.

Figure B.10: Structure of the code.

Since three-dimensional flow problems can easily take a few days of CPU time at a reasonably good resolution, an appropriate parallelization strategy is needed to address complex applications. Monte Carlo simulations are inherently embarrassingly parallel since each sample is independent from the other. However two difficulties appears. First the multilevel estimator adaptively compute the multilevel variances and mean so that a certain communication between the processors must be preserved, and the number of samples to run cannot be known in advance. For this reason the code has been first parallelized with
dynamic parallel data structures (*Queues*) using the module *rpyc* to handle the communication between nodes and between processes. A second difficulty is that finer simulations need to be parallelized themselves. This second level of parallelism has been implemented using the intrinsic capabilities of the forward solvers (either OpenFOAM or other solvers), with standard *OpenMPI* and domain decomposition techniques.
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