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Abstract—In this paper, we promote the use of multihop networking in the context of large-scale Internet of Things (IoT). Recognizing concerns related to the scalability of classical multihop routing and medium access techniques, we advocate the use of blind cooperation in conjunction with multihop communications. However, we show that blind cooperation is actually inefficient unless power control is applied. Inefficiency in this paper is projected in terms of the transport rate normalized to energy consumption. To that end, we propose an uncoordinated power control mechanism whereby each device in a blind cooperative cluster randomly adjusts its transmit power level. We derive an upper bound on the mean transmit power that must be observed at each device. We also devise a practical mechanism for each device to infer about the size of its neighborhood: a requirement necessary for the operation of the power control scheme. Finally, we assess the performance of the developed power control mechanism and demonstrate how it consistently outperforms the point-to-point case.

I. INTRODUCTION

A. Motivation

The Internet-of-Things (IoT) is emerging as one of the major trends shaping the development of technologies in the Information and Communications Technology (ICT) sector at large [1]. The Internet paradigm is being reshaped to encompass smart objects in addition to human end-devices [2]. As such, the IoT is clearly providing a convergence space for many applications verticals [3], particularly wireless sensor networks (WSN) and machine-to-machine (M2M) communication networks.

The IoT is expected to be large in scale along multiple dimensions particularly in terms of span as well as density and number of interconnected devices [2]. A recent report from ABI Research predicts that 75% of the growth in wireless connections between today and the end of the decade will come from non-hub devices: sensor nodes and accessories [4]. A research report from International Data Corporation (IDC) expects the installed base of the IoT to be approximately 212 billion "things" globally by the end of 2020 [5]. As such, a large-scale IoT indeed mandates scalable communications and networking protocols. Yet, it is one that is sensitive to form factor and energy consumption [6]. Since we perceive WSN and M2M applications as precursors to the IoT [7], it is then inevitable to apply what we have learned there in terms of scalability under energy constraints.

To that end, multihop networking has been often advocated as a viable tool meeting the design objectives. Examples include smart utility/grid [8] and vehicle-to-vehicle networks [9] whereby multihop networking has been incorporated into a standardized protocol stack. As a matter of fact, an industry-leading work-group, THREAD, has recently released a wireless mesh (multihop) networking protocol tailored for the IoT of the future [10].

However, the extension of multihop networking protocols for use in large-scale IoT seems to be a debatable issue. Some researchers have voiced concerns that the IoT setup pushes the envelope of scalability to an extent that discourages the use of multihop networking [2]. This may have been motivated by the fact that the routing and medium access protocols overhead builds up quite rapidly as the network grows in scale [11]. This is particularly true for dynamic networks whose topologies undergo frequent changes due to mobility and/or uncoordinated sleep schedules [12]. Indeed, the utilization of multihop networking for large-scale IoT must first address the concerns raised above. In specific, for the network to scale we need to tackle the challenge of protocol overhead [13].

Undoubtedly, there could exist a few approaches at various protocol layers to address that issue. One direction which we believe is quite promising, yet still poorly investigated is the use of “blind cooperative relaying”. In [14], blind cooperative relaying was formally introduced for the first time. The relaying mechanism was actually dubbed there as “randomized distributed cooperative transmission”. In essence, blind cooperative relaying entails the forwarding of packets while not reverting to any relay selection or election process.

The term blind mainly stems from the fact that devices within a cooperative cluster are actually unaware of each other [15]. This in itself is quite valuable from the perspective of protocol overhead minimization. As a bonus, blind cooperative relaying also offers two types of link gains: array (power) and diversity gains [16]. The value of blind cooperation becomes clear when contrasted to classical cooperative techniques. The latter typically require cooperative devices to align or coordinate their transmit space-time coding (STC) matrices. Indeed, such coordination entails a substantial number of messaging and transactions between cooperative devices. Consequently, the resulting overhead can not be ignored and only grows with increasing device density. Blind cooperation instead calls for randomization of STC matrices at each device. The result is an array gain in the order of $\mathcal{O}(N)$, where $N$ is the number of cooperative devices. The diversity gain surely depends on the underlying precoding STC matrix structure. Broadly speaking, a diversity gain of at least 3 dB is attained, whenever $N \geq 2$. 
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Despite being a promising area of research, the study of blind cooperative relaying in the context of large-scale networks, i.e. IoT, has not picked up pace yet. Albeit some follow-up work on asynchronous transmissions [17] and distributed medium access [18], the performance of blind cooperative relaying is yet to be properly addressed. One of the key performance metrics to consider for large-scale IoT is the transport rate. This is defined as the “average number of bits that can be communicated over distance per unit time” [19].

The seminality of the transport rate as a performance metric has been identified early on in [19] and others followed through (see for example [20], [21]). In an IoT setup however, energy is definitely a precious commodity. Hence, in this paper we normalize it by the aggregate energy consumption. Having said that, it is paramount when employing blind cooperative relaying to have some means to control the aggregate transmit power. In other words, there must be a power control mechanism in place. Otherwise, the performance in terms of normalized transport rate (NTR) will be obviously very poor. As a matter of fact, we show in this paper that the NTR in case of point-to-point transmission is generally higher than the case of blind cooperative transmission without power control.

Based on the above, the motivation for devising transmit power control becomes evident. Any mechanism to be devised has to be localized, i.e. each device within a cluster locally decides on an appropriate power level. Clearly, there is no room here for cross-device coordination or exchange of information as this will defy the original virtue of coordination-free relaying.

B. Approach

To address the power control requirement, a viable mechanism must be developed; which is the core contribution of this work. Such a mechanism features uncoordinated localized power control at each device within a cooperative cluster. For $N$ cooperative devices the transport rate $T$ is given by:

$$T = \frac{R}{\sum_{n=1}^{N} P_n}, \quad P_n \leq P_{max}$$

(1)

where $R$ is the maximum communication range, and $P_n$ is the transmit power of the $n$th cooperative device under a peak power constraint of $P_{max}$. This is true assuming fixed frame duration and link rate, hence they are dropped in the subsequent analysis for convenience.

In this work, we do not treat this power control problem from an optimization point of view. In other words, we do not simply seek to maximize the NTR over transmit power distributions (like for instance the approach adopted in [22], [23]). While such an approach is quite valid and intriguing when dealing with throughput as a performance metric, it is not quite the case from the perspective of NTR. As a matter of fact, attempting to maximize NTR only over transmit power leads to trivial solutions. This is best argued by means of the following example. One such problem formulation is to solve for

$$\arg \max_{\{P_n\}_{n=1}^{N}} T \quad \text{s.t.} \quad R \geq R_1,$$

where $R_1$ could be the expected distance to the closest neighbor [22]. The optimization constraint on $R$ is equivalent to placing a lower bound on $\sum_{n=1}^{N} P_n$. We will show in the next section that NTR is a negative monotone in $\sum_{n=1}^{N} P_n$. Consequently, the problem

$$\arg \max_{\{P_n\}_{n=1}^{N}} T \quad \text{s.t.} \quad R \geq R_1,$$

is simply solved by placing $\sum_{n=1}^{N} P_n$ at its lower bound.

Our approach in this paper is rather to benchmark the power control mechanism we develop against the elementary case of point-to-point transmission, that is the case of $N = 1$. To state our goal in this paper in more explicit terms: it is to devise a power control mechanism such that the NTR of blind cooperative transmission is higher (in the average sense) than the simple case of point-to-point transmission.

C. Contributions

Uncoordinated power control has been studied before in literature [22], [23], [24], [25]. Nonetheless, our work here is differentiated in the following manner:

1) Performance in [24], [25] is evaluated only in terms of outage probability. In [22], [23] the outage probability analysis is taken further to evaluate throughput performance. In our work, we rather consider the normalized transport rate (NTR). The rationale behind the choice of NTR as a key performance metric is intimately related to the large-scale nature of a multihop IoT. In contrast to the throughput metric, NTR also captures hop distance (which eventually affects end-to-end delay) as well as energy consumption.

2) More specifically, the work in [23] studies optimal power control strategies over point-to-point links for noise-limited scenarios. The fundamental assumption is that a single transmission can span multiple trials before success. In the context of large-scale blind cooperative relaying, this is indeed a luxury that we cannot afford.

3) It is assumed in [22], [23], [24], [25] that the receiver or at least the distance to the receiver is already known to the transmitter. More specifically, it is assumed in [22] that the link is established to the nearest neighbor. This does not lend itself to effective blind cooperation since cooperative devices neither have knowledge of the cooperative cluster members nor about the receiver(s). Moreover, routing to the nearest neighbor [22] seems to be impractical taking into consideration that routing protocols in large-scale are generally designed to maximize the link distance (i.e. transmit to the furthest neighbor) [26].

4) In [22], the criterion for a successful link is represented using the outage probability. This in itself does not account for link availability. To reflect the link availability onto the success criterion, we condition the outage probability to be larger than a minimum acceptable availability threshold.

5) Other works attempt to devise power control strategies for a set of distinct packet transmissions. Here, we rather focus on power control within a cluster of devices concurrently engaged in the same packet transmission. We actually see these two lines of work as complementary or tangential to each other.
Another major contribution of this paper is the development of an online learning mechanism for the sake of estimating the size of the cooperative cluster. It is a two-step process based on an orthogonal frequency division multiplexing (OFDM) physical (PHY) layer. The mechanism enables each cooperative device to locally scale its own transmit power based on an estimate of the number of neighboring cooperative devices. We also show that typical IoT deployment modes drive the network to be noise-limited due to penetration losses. We develop a structured methodology to qualify whether a specific IoT setup tends to be noise-limited or not.

The rest of the paper is organized as follows. Section II offers an extensive discussion of the link and network models. It also provides an analytical and numerical evidence for adopting a noise-limited scenario for the IoT. The problem formulation is also developed in detail in the same section. In Section III the online learning process is developed. The performance of the power control mechanism is assessed in Section IV and then paper is concluded in Section V.

II. PROBLEM SETUP

A. Network Model

We assume that the source $S$ is scheduled to send $y = 1 \ldots Y$ consecutive frames to destination $D$ in a multihop fashion, over a network of stationary or moderately mobile IoT devices. A transmission of an ensemble of $Y$ frames may correspond to frame fragmentation imposed by higher-layer convergence protocols such as 6LoWPAN [30]. An IoT device is assumed to have the localized ability to distinguish whether it makes positive progress towards the sink or not. In one of our previous works we have devised two different mechanisms to accomplish that mission [31]. Hence, relaying and routing in the context of this paper become two interchangeable terms.

Each cluster is assumed to be confined to an annular sector with angle $\theta$ and radii $r_1, r_2, r_1 < r_2$ [32], [33]. The origin of the annular sector lies at the receiver (Fig. 1 in [33]). It was shown in [33] that a cluster of $N$ devices can be equivalently represented by one virtual device located at a radial distance of $r_1$, and whose transmit power is $P = K \sum_{n=1}^{N} P_n$, where $P_n$ is the transmit power of node $n$. Here, $K$ is a scaling factor that absorbs the spatial distribution of cooperative devices and is derived in the next subsection.

Generally, there exists $I+1$ concurrent transmissions (each carrying a distinct packet) on the same radio channel. Each packet transmission $i \in \{0, \ldots I\}$ is carried out by a cluster of $N_i$ blind cooperative devices. The wanted transmission is that designated by $i=0$. The equivalent transmit power of a cooperative cluster is denoted by $\phi_i, i=0\ldots I$.

B. Link model

The communication range $R$ for the wanted transmission is dictated by the outage probability, link availability criterion $\tau$, target detection threshold $\gamma_t$, the diversity gain $\gamma_d$, and the noise floor $W$. The diversity gain depends upon the underlying randomized cooperation scheme. In [14], it was shown that with Alamouti coding, $\gamma_d = 0$ dB for $N=1$, and $\gamma_d = 3$ dB for $N \geq 2$. The received signal strength is denoted by $s_i, i=0\ldots I$. The distance between the $i$th interferer and the receiver of the wanted transmission is denoted by $D_i$.

Block Rayleigh fading is assumed such that $\{s_i\}_{i=1}^{I}$ are independent exponentially with probability density function (pdf) $f_s(s_i) = e^{\gamma_s} / \gamma_s, s_i > 0$. Nonetheless, IoT devices are assumed to suffer from various penetration losses. Denoting the probability of suffering from penetration loss $l$ as $f_l(l)$, then the average received power is expressed as $\bar{s}_l = \phi_l^{\alpha}(\frac{\lambda}{4 \pi x})^\alpha, x \in \{R, D_i\}$ (2)

where $l = \sum_l f_l(l)$. An IoT device may be placed virtually anywhere: deep indoors inside a building or on its facade, in a vehicle or on top of it, outdoors on a sidewalk or a street, etc. This is a direct corollary of the IoT hosting a multitude of device types such as a smart utility meter, a smart grid sensor, a smart object or sensor in a vehicle, a human-wearable device, and so on. The IoT device in each case will suffer from a different penetration loss. It will be shown later in this section that taking into consideration the disparity of penetration losses is paramount to determine whether an IoT scenario is interference- or noise-limited.

The successful link condition is derived in [34]. Accounting for a link availability threshold $\tau$, a successful link is established if

$$\tau e^{\gamma_s W/\gamma_s} \prod_{i=1}^{I} \left(1 + \frac{\gamma_s \bar{s}_l}{\gamma_d l^\alpha} \right) \geq 1$$ (3)

If the interference distances $\{D_i\}_{i=1}^{I}$ are given, then the communication range $R$ is computed by substituting (2) into (3). It is worthwhile mentioning that $D_i$ is measured to the location of the virtual point representing the $i$th interfering cooperative cluster.

For noise-limited scenarios, the link condition in (3) reduces to $\tau e^{\gamma_s W/\gamma_s} \geq 1$. Under such circumstances the from (2) we obtain:

$$R = \frac{\lambda}{4 \pi} \left(\frac{-\gamma_d \phi_i l \ln \tau}{W \gamma_t} \right)^{1/\alpha}$$ (4)

C. Noise-limited IoT scenarios

We define an IoT application scenario to be noise-limited if

$$P \left[ \sum_{i=1}^{I} s_i < W \right] > \eta$$ (5)

where $0 < \eta < 1$. In other words, if $\eta$ is large enough, then an IoT deployment scenario can be comfortably described to be noise-limited.

One can argue that the condition in (5) is not sufficient in practice to qualify that a scenario is noise-limited. This is true since very small communication ranges will still satisfy the condition. To make the noise-limited condition in (5) more meaningful we place a lower bound on the interference-free communication range given by (4) such that $R \geq R_o$.

We define $S_I = \sum_i s_i$. It can be shown then that the probability density function $f_{S_I}(S_I)$ is given by [35]

$$f_{S_I}(S_I) = \sum_{i=1}^{I} a_i f_s(S_I), a_i = \prod_{j=1, j \neq i}^{I} \frac{1}{1 - s_j / s_i}$$ (6)
number of concurrent packet transmissions
peak transmit power, [10-20] dBm
comm. range of wanted transmission
received signal power
path-loss exponent, \( \alpha \in [2.7 - 3.5] \)
transmit diversity gain, \( \gamma_d = 3\mathrm{dBi} \) when \( N_0 \geq 2 \)
area confining cluster of cooperative devices
normalized transport rate
average spatial node density
wavelength
transmit power of node \( n \)
equivalent transmit power of coop. cluster \( i \)
link availability threshold, \( \tau = 90\% \)
angle of the annular sector confining coop. devices inner and outer radii of the annular sector noise-limited scenario threshold, \( \eta = 80\% \)
desired SINR threshold, \( \gamma_t = 3 \mathrm{dB} \) for BPSK-\frac{1}{2}
penetration loss, \( l = 7, 15, 20\mathrm{dB} \) for vehicle, in-building, and deep indoor
frame index, \( y = 1 \ldots \infty \)
feed-forward set of subcarriers, \( |B| = M_B = 32 \)
set of coop. devices at hop \( c \)
spatial absorption factor in virtual node representation
number of coop. nodes transmitting packet \( i \)
interference distance, \( i = 1 \ldots I \)

<table>
<thead>
<tr>
<th>( I )</th>
<th>( P_{\text{max}} )</th>
<th>( N_i )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( R )</td>
<td>( R_{\text{t}} )</td>
<td>( D_i )</td>
</tr>
<tr>
<td>( s_i )</td>
<td>( D_t )</td>
<td>( \lambda )</td>
</tr>
<tr>
<td>( \alpha )</td>
<td>( \phi_i )</td>
<td>( \tau )</td>
</tr>
<tr>
<td>( \gamma_d )</td>
<td>( \theta )</td>
<td>( \gamma_t )</td>
</tr>
<tr>
<td>= ( 80% )</td>
<td>( \eta )</td>
<td>( \eta = 80% )</td>
</tr>
</tbody>
</table>

Subsequently, the cumulative density function is given by:

\[
F_{S_i}(S_i) = \sum_{i=1}^{I} \frac{a_i}{S_i} \int_0^{S_i} e^{-S_i/S_0} dS_i
= \sum_{i=1}^{I} a_i \left( 1 - e^{-S_i/S_0} \right)
\tag{7}
\]

It follows that a scenario is qualified as being noise-limited if the following condition is satisfied:

\[
\sum_{i=1}^{I} a_i \left( 1 - e^{-W/S_0} \right) > \eta, \quad \text{and} \quad R \geq R_{\alpha} \tag{8}
\]

To put things into context, we have evaluated the noise-limited condition of (8) for what we believe is a typical IoT deployment scenario. We have selected \( R_{\alpha} = 30 \) meters, which is the typical separation between two neighboring residential or mid-size buildings. We also know from [36] that the path loss exponent \( \alpha \) has a profound impact on the wireless link. As such, we run the computation for \( \alpha \in [2.7 - 3.5] \) which is a typical range for urban environments [37]. Taking \( I = 4, \eta = 80\% \), and \( \max D_i - \min D_i \leq 50 \) meters, we search for realizations of \( \{D_i\}_{i=1}^{I} \) satisfying (8) for the given value of \( \alpha \). We also consider \( P_{\text{max}} \in [10 - 20] \) dBm. The rest of the parameter values are provided in Table I.

Results are provided in Figure 1. Two scenarios have been studied depending on the breakdown of penetration losses. The first one features a larger inclination towards outdoor deployment of IoT devices, and thus is expected to be more sensitive to co-channel interference. The second scenario features a uniform distribution of devices over all four modes: outdoors, in-vehicle, in-building, and deep indoors. As evident from Figure 1, the average interferer’s distance driving an IoT setup to be noise-limited can be as low as 120 meters for large values of the path loss exponent, \( \alpha \). For smaller values of \( \alpha \) and under dominant outdoor deployment (scenario 2), the average interference distance is no more than 220 meters. The results above strongly suggest that IoT may be comfortably regarded as being noise-limited.

To further back up such an argument, we also benchmarked the results obtained above against the spatial (area) throughput density expected from an IoT. Although there does not exist yet empirical data to consult with, but we can draw parallels from the world of smart utility networks (SUN). A few SUN usage and traffic patterns were reported in [38]. One of the most traffic-intense patterns is the Adaptive Metering Infrastructure (AMI) with a typical message size of 10 kbits and an update frequency of 5 s^{-1}. Assuming a building density of 900 m^{-2}, and 10 smart meters per building, then the total throughput density is 22.2 Mbps/km^{-2}. The minimum throughput density featured in Figure 1 corresponds to \( I = 5 \), link rate of 1.2 Mbps, and \( D_i = 217\text{m} \), which yields 40 Mbps/km^{-2}, hence reinforces the conclusion that IoT setups may be generally considered to be noise-limited.

D. Virtual Node

The radial distance \( R_n \) away from a receiver has a pdf (see Eq. 12 in [39]):

\[
f_{R_n}(R_n) = \frac{2R_n}{v_2^2 - v_1^2}, \quad R_n \in [v_1, v_2]
\tag{9}
\]
where we recall that \( v_1, v_2 \) are the radii of the annular sector confining the cooperative devices. The angle of each node \( n \) within the cluster is also assumed to be uniformly distributed over the range \([-\frac{\theta}{2}, \theta]\). As such we have

\[
\mathbb{E}[R_n] = \frac{1}{2\alpha} \left( \frac{v_2^{2-\alpha} - v_1^{2-\alpha}}{v_2^{\alpha} - v_1^{\alpha}} \right)
\]

(10)

From (2), we can express

\[
\overline{\alpha} = \left( \frac{\lambda}{4\pi v_1} \right) \alpha K \sum_{n=1}^{N} P_n
\]

(11)

Therefore, we obtain an expression for the spatial absorption factor \( K \):

\[
K = v_1^\alpha \mathbb{E}[R_n] = \frac{2\theta}{2-\alpha} \left( \frac{v_1}{v_2} \right)^\alpha \left( \frac{1}{\alpha} - \frac{1}{1-(v_1/v_2)^{2-\alpha}} \right)
\]

(12)

It can be straightforwardly shown that \( \lim_{v_2 \to v_1} K = \theta \). Moreover, assuming a typical operational range of \( v_1/v_2 \in [0.8, 1] \), then Figure 2 numerically shows that \( K = \theta \) is an acceptable approximation. This is true independent of the path loss exponent \( \alpha \) as shown in the figure.

E. Problem Formulation

So far, we have established the conclusion that the IoT is mostly noise-limited. Subsequently, we can now focus the power control mechanism within the confines of one cooperative cluster; that of the wanted packet transmission. As such, in the subsequent analysis we will drop the index corresponding to the wanted transmission. We recall that blind cooperation eliminates the need for coordination among cooperative devices. Consequently, a device within the cooperative cluster is unaware of \( N \), i.e., the number of cooperative devices. A device will have to locally set its transmit power level, \( P_n \).

Now to further motivate the need for power control, we address the following question: what if all devices within a cluster transmit at \( P_n = P_{\text{max}} \) such that \( \phi = KN P_{\text{max}} \)? We are about to demonstrate that this will render cooperation less efficient compared to the simple point-to-point case, i.e., with \( N = 1 \).

From (4) and (1), we can express the ratio of NTR between both cases as:

\[
\frac{T_{(N=2)}}{T_{(N=1)}} = (2\theta)^{1/\alpha} \left( \frac{\sum_{n=1}^{N} P_n}{P_{\text{max}}} \right)^{\frac{\alpha}{\alpha-1}}
\]

(13)

Our goal is for blind cooperation to enjoy better NTR compared to the point-to-point case in the average sense, i.e., \( \mathbb{E}[T_{(N=2)}/T_{(N=1)}] \geq 1 \). Since \( T_{(N=2)}/T_{(N=1)} \) is convex, then by means of Jensen’s inequality as, our target becomes to satisfy:

\[
(2\theta)^{1/\alpha} \left( \frac{\sum_{n=1}^{N} P_n}{P_{\text{max}}} \right)^{\frac{1-\alpha}{\alpha}} \geq 1
\]

(14)

The degree of convexity in \( T_{(N=2)}/T_{(N=1)} \) increases as \( N \) increases. This is due to the fact that \( \sum_{n=1}^{N} P_n \) is a positive monotone in \( N \). Thus, the Jensen’s inequality use in (14) becomes less tight and subsequently less accurate with increasing \( N \). To compensate for that, we introduce a scaling coefficient \( \beta \) which is a negative monotone in \( N \) such that (14) is adjusted to

\[
\overline{P_n} \leq \frac{P_{\text{max}}}{\beta N}
\]

(15)

Without power control, \( P_n = P_{\text{max}}, \forall n \). As such, the condition in (15) is satisfied for \( \overline{N} \leq (2\theta)^{\frac{1}{2-\alpha}} \). However, we can easily shown by means of a numerical example that it is quite challenging to meet this condition. Practically, we expect \( \theta \) to belong to an interval\(^1\) centered around \( \frac{1}{4} \). Subsequently, we need to have \( \overline{N} \in [1.2, 1.3] \). This is indeed highly unlikely in a large-scale dense IoT setup. For instance if \( v_1 = 50m \) and \( v_2 = 75m \), then \( \overline{N} = \rho_2 (v_2^2 - v_1^2) = 2.7 \).

Based on the above, it is now evident that blind cooperation at the peak transmit power is very unlikely to have better NTR compared to the simple point-to-point case! Immediately we deduce that there is a need to decrease the transmit power level, but obviously in a randomized uncoordinated manner.

III. POWER CONTROL MECHANISM

The result above suggests that for randomized cooperation to be more efficient, devices need to scale down their transmit power levels. This can be only done in a randomized distributed manner since cooperative devices are unaware of each other. For an arbitrary choice of the pdf of \( P_n \), it has to be constructed such that the condition in (15) is satisfied. Looking back at (15), it is clear that an IoT device needs to acquire a reasonably accurate estimate \( \overline{N} \) in order to achieve acceptable NTR results.

To that end, we have developed a mechanism whereby each device can learn about its own cluster size in an online fashion. The proposed mechanism is built upon the assumption of an orthogonal frequency division multiplexing (OFDM) physical layer (PHY). Considering an OFDM PHY is a trend which has recently picked up and gained traction. For instance, the IEEE 802.15.4g standard group (which is working on developing technology for smart utility networks) includes a provision for an OFDM-based PHY [40]. The adoption of OFDM (also often referred to as multi-carrier modulation) is mainly motivated by its ability to conveniently accommodate

\(^1\)We are not aware of practical studies on the expected topologies and network geometries for the IoT. Nevertheless, this is indeed going to be function of the building clutter geometry as well as the typical communication ranges. In any case, the conclusions provided above hold true for a very wide range of values of \( \theta \).
larger channel bandwidths while featuring less susceptibility to common radio channel impairments [41].

The proposed mechanism designates one OFDM random access symbol (RAS) which contains two sets of subcarriers. The first is a “feed-forward” set, F whereby devices in cluster $\Omega_c$ declare their presence to cooperative devices of hop $c+1$, i.e. $\Omega_{c+1}$. The latter is a “feed-back” set, B which is used by $\Omega_{c+1}$ to convey the estimated size of $\Omega_c$ back to $\Omega_c$ itself.

The power control mechanism is further illustrated in Figure 3. At hop $c$, each cooperative device in $\Omega_c$ randomly picks one of the $M_F$ subcarriers composing the set F and modulates it with a predefined waveform. Noting that $|\Omega_c| = N(c)$, then F is represented as

$$F = \{f_m\}_{m=1}^{M_F}$$

such that

$$f_m \in \{0, \ldots, N(c)\}, \sum_{m=1}^{M_F} f_m = N(c)$$

With a certain probability, the number of modulated subcarriers (i.e. non-zero elements) in the F set will be equal to $|\Omega_c| = N(c)$. This is the case when each device picks unique subcarrier. It can be shown that this occurs with a probability of

$$p_z = \left( \frac{M_F - N(c)}{M_F} \right)^{N(c)(N(c)-1)/2}$$

Assuming the underlying PHY is based on 128 FFT, and $M_F = 96$, then the probability $p_z$ is greater than 80% for $N(c) \leq 5$. In other words, for cluster sizes up to $N(c) = 5$, it is highly likely that each devices selects a unique RAS subcarrier.

At hop $c+1$, a receiving device will examine the subcarrier set F. It will then apply a threshold test at each of the $M_F$ subcarriers. A receiving device obtains an estimate of $N(c)$, denoted here $\hat{N}(c)$, by simply counting the subcarriers passing the threshold test. It is worthy to note that even without the occurrence of a collision, it is still possible for $\hat{N}(c) \neq N(c)$ due to fading. The receiving device will then modulate a specific subcarrier within the feedback set, B. The index of that subcarrier is equal to $\hat{N}(c)$. The same procedure is locally applied by all other cooperative devices in $\Omega_{c+1}$.

The feedback set which composed of $M_B$ subcarriers can be represented as:

$$B = \{b_m\}_{m=1}^{M_B}$$

such that

$$b_m \in \{0, \ldots, N(c) - 1, N(c), N(c) + 1 \ldots\}$$

Ideally, the number of zero elements in B equals $M_B - 1$. In other words, all $N(c)+1$ devices in $\Omega_{c+1}$ modulate the same subcarrier index (that, which is equal to the estimate $\hat{N}(c)$). The converse case, i.e. a subset of devices modulating different subcarrier indices is analyzed next. This is related to the inability of devices in $\Omega_{c+1}$ to detect all modulated subcarriers in the set F. One or more devices may fail to detect all subcarriers that have been modulated by devices in $\Omega_c$. Subsequently, these less fortunate devices will acquire an estimate $\hat{N}(c)$ that is smaller than that obtained by the rest of the devices in $\Omega_{c+1}$. The set B will now contain two (or more) modulated subcarrier indices, contrary to the ideal case of having only one non-zero element. Now, when devices of hop $c$ inspect the set B they will detect more than one modulated subcarrier. In this case, the maximum likelihood estimate is

$$\hat{N}(c) = \arg \max_m \{s(m)\}_{m=1}^{M_B}$$

where $s(m)$ is the signal strength at subcarrier $m$. Assuming that no collisions occur when F is constructed, then the probability of estimation error, $p_e$, is represented by

$$p_e = P\left[|\hat{N}(c) - N(c)| > 0\right] = P\left[\exists m \neq N(c) : s(m) > s(N(c))\right]$$

The feedback set B in the $(c+1)$th transmission is processed by $\Omega_c$. Again, a threshold test is applied to each individual subcarrier. Now, devices in $\Omega_c$ will be able to acquire an insight into the size of their own neighborhood. In other words, they obtain an estimate of the size of $\Omega_c$, which is $\hat{N}(c)$ in (19). For the sake of more clarity, the operation of the scheme is modeled in Figure 4.

So what is this estimate good for? When the next frame $(y + 1)$ traverses the network, each device will apply the estimate it obtained for the size of the cooperative cluster, $\hat{N}(c)$ to tune the pdf of $P_n$. In other words, the random realization of transmit power will be governed by the estimate learned by the device.

IV. PERFORMANCE ASSESSMENT

In practice, there are a few possible sources of error causing $\hat{N}(c) \neq N(c)$. Two causes have been already highlighted in the previous section, namely: 1) collision on the random access subcarrier set F, and 2) the mismatch between the feed-forward and feedback sets (i.e. $\hat{N}(c) \neq N(c)$) due to radio channel anomalies. Furthermore, the estimate $\hat{N}(c)$ which is obtained using frame $y$ is actually used to tune the transmit power of frame $y+1$. Indeed, we expect the channel fading coefficients to be independent from one frame to the next. We recall that
we assumed a block Rayleigh fading model. Consequently, the channel realization from one frame to the next is independent. We also recall that an IoT setup is expected to employ uncoordinated sleep schedules. Both factors above make us expect that $N^c(y) \neq N^c(y+1)$ is generally the norm. As such, even with a perfect estimate $\tilde{N}^c$, there is still room for error.

Taking into consideration the various causes of error and mismatch outlined above, we simulated the power control mechanism to assess its performance. In light of Figure 4, a discrete-event system simulation was structured in MATLAB. Each node comprises an independent unit in the discrete-event system simulation, and the simulation was reinforced by looking at the normalized standard deviation of NTR versus $\overline{N}$ in Figure 5. Clearly, as $\overline{N}$ increases the results obtained are less likely to fluctuate, i.e. the power control mechanism offers a more stable NTR performance.

V. CONCLUSIONS

In this paper, we have made a case for using multihop networking in the context of large-scale IoT. Using blind cooperative transmission in conjunction with multihop networking minimizes underlying protocol overhead, and therefore allows for scalability. We have also shown that large-scale IoT setups tend to be generally noise-limited. Accordingly, we derived an upper bound for the mean transmit power level which must be observed at each device in a cooperative cluster. The bound is derived as function of the size of the cluster, i.e. number of devices. As such, we devised a mechanism for devices to learn the size of their neighborhood without reverting to any exchange of messages with each other; thus maintaining the "blind" property of the system.

The mechanism was assessed in terms of normalized transport rate by means of simulation. The devised mechanism was shown to consistently outperform the simple point-to-point case. Although the convergence of the power mechanism to the desired NTR region is pretty rapid for all device deployment densities, the performance observed for higher densities was more stable.
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