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Abstract—In this work, efficient protocols are studied for full-duplex relaying (FDR) with loopback interference over Nakagami-$m$ block fading channels. Recently, a selective decode-and-forward (DF) protocol was proposed for FDR, and was shown to outperform existing protocols in terms of outage over Rayleigh-fading channels. In this work, we propose an incremental selective DF protocol that offers additional power savings, yet yields the same outage performance. We evaluate their outage performance over independent non-identically distributed Nakagami-$m$ fading links, and study their relative performance in terms of the signal-to-noise ratio cumulative distribution function via closed-form expressions. The offered diversity gain is also derived. In addition, we study their performance relative to their half-duplex counterparts, as well as known non-selective FDR protocols. We corroborate our theoretical results with simulation, and confirm that selective cooperation protocols outperform the known non-selective protocols in terms of outage. Finally, we show that depending on the loopback interference level, the proposed protocols can outperform their half-duplex counterparts when high spectral efficiencies are targeted.
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I. INTRODUCTION

SIGNIFICANT research efforts have been directed to multi-hop communications since Van Der Meulen’s seminal work on three-terminal communication channels [1] and their capacity theorems due to Cover and El Gamal [2]. This is owing to their offered gains in terms of throughput enhancement and coverage extension. In multi-hop communications, intermediate relay nodes assist the communication of a source-destination pair by listening to the source transmissions and then forwarding the captured signal to the destination after the necessary processing. A cooperative relay can adopt one of two operation modes depending on how it regulates the simultaneity of its listening and forwarding phases, namely, half-duplex relaying (HDR) or full-duplex relaying (FDR). In HDR, relay listening and forwarding take place in two time-orthogonal phases, thus introducing a spectral-efficiency loss when compared to direct transmission. On the other hand, FDR supports simultaneous listening/forwarding phases over the same channel resource, and hence it avoids the spectral-efficiency loss in HDR.

A. Related Work

Although FDR eliminates the known prelog factor from the capacity expressions of relay channels [3], performance can be significantly degraded in practice from a different perspective. Indeed, since the relay transmits and receives over the same channel, an interference link, called loopback or echo interference link, is introduced from the relay transmitter to its receiver. Currently, all isolation and cancellation techniques for FDR, see [4]–[9] and the references therein, cannot perfectly prevent relay transmissions from leaking towards its receiver and causing undesirable interference. As a result, a level of residual self-interference (RSI) persists and adversely affects the effective signal-to-noise ratio (SNR) inside the capacity logarithm. Thus, increasing the relay power does not necessarily boost the end-to-end performance, which defines one challenge in FDR. Another challenge in FDR lies in leveraging the existing cooperative diversity due to the message replicas received at the destination from the source and the relay(s).

Recent work on FDR with RSI adopted instant decoding at the destination under Rayleigh [7]–[9] and Nakagami-$m$ [10], [11] block fading, where each received codeword is separately processed. Since the relay forwards a delayed version of the source signal, this decoding approach could not exploit the available diversity, and the direct source transmissions were treated as noise to the stronger relay signal. In an attempt to exploit this channel diversity, the effect of RSI was introduced in [12], [13] to the block Markov superposition coding protocol in [14], and the outage performance was evaluated for Rayleigh and Nakagami-$m$ fading scenarios, respectively. However, since the RSI can severely degrade the performance over the source-to-destination multi-hop path, fixed relaying based on superposition coding can still fall short in attaining the best outage performance in FDR channels with RSI.

In an attempt to simultaneously tackle the above challenges, cooperative protocols that were proposed earlier in the HDR literature are revisited. In [15], Laneman et al. proposed several HDR protocols and studied their outage performance. Among these protocols is the selective decode-and-forward (SDF) protocol in which the relay assists only when the source-relay link is not in outage. Thus, SDF avoids as much as possible forwarding mere interference to the destination, giving the latter a chance to recover the message from the direct link. Also proposed in [15] is the incremental decode-and-forward (IDF) protocol where the relay only assists upon
the reception of a one-bit feedback from the destination declaring an outage in the direct source-destination link. This protocol was proposed to primarily alleviate the inherent rate loss in HDR by allowing the destination to solely rely on the direct link as long as it is in a good condition, and hence it avoids the dedication of a time slot for relay forwarding.

In recent work [16], SDF was proposed for employment in FDR where it was shown to outperform existing schemes in terms of outage in block Rayleigh-fading environments. Since relay transmissions directly affect the channel outage state in decode-and-forward relaying, selecting when to cooperate is crucial for the end-to-end performance. Specifically, when the relay finds the source-relay link in outage due to its transmissions, it is better to go into non-cooperative mode. This helps in two directions, namely, saving the relay power, and giving a chance for the destination to attempt decoding from the direct source signal without unnecessary relay interference. In [12], the HDR versions of SDF and ID cooperation were also compared to non-selective FDR protocols over Rayleigh-fading channels, and it was shown that selective and incremental HDR protocols can outperform non-selective FDR. This further motivates our study to investigate the relative performance of selective FDR protocols to their HDR counterparts.

B. Contribution

Our contribution in this work can be summarized as follows:

- The outage analysis of SDF-FDR is generalized to Nakagami-m fading with integer \( m \) parameters, subsuming the Rayleigh-fading result in [16] as a special case.
- Motivated by the ID protocol in [15], we propose a novel FDR protocol which we call incremental selective decode-and-forward FDR (ISDF-FDR). In addition to the condition on the source-relay link outage, ISDF-FDR demands a one-bit feedback from the destination declaring an outage in the direct link to proceed with cooperation. This protocol offers the same outage performance of SDF-FDR, yet yields higher relay power savings.\(^1\)
- To capture the performance difference between SDF-FDR and ISDF-FDR, we derive closed-form expressions for the cumulative distribution function (CDF) of their end-to-end SNR.
- Moreover, we study the performance of these two protocols relative to their HDR counterparts, in addition to other known non-selective FDR schemes.
- We derive and compare the diversity order of the selective cooperative protocols under consideration to their non-selective counterparts under Rayleigh fading. We show that the studied selective protocols get around the known error floor phenomenon in FDR by providing an additional diversity via exploiting the direct source-destination link.

\(^1\)While this work was in progress, preliminary results for the Rayleigh-fading scenario were accepted for presentation in IEEE GLOBECOM '13 [17]. The currently presented work reports the full results for general Nakagami-\( m \) fading with integer \( m \) parameters which subsumes the results in [17] as a special case when \( m = 1 \). The presented simulation results and comparisons are also novel, where recently analyzed FDR protocols as well as their HDR counterparts are compared to the proposed ones.

C. Paper Outline

The rest of the paper is organized as follows. In Section II, we explain the system model and the main notations adopted in the paper. We introduce the cooperation policies of the two selective relaying protocols under study in Section III, and analyze their outage performance in closed-form. In section IV, we derive closed-form expressions for the CDF of the end-to-end SNR for both protocols to capture their relative performance. A summary of the FDR and HDR cooperation protocols that are considered for performance comparison is discussed in Section V. Numerical simulations are performed and their results are reported in Section VI to validate our analytical results. Finally, we conclude our findings in Section VII. Relevant proofs are deferred to the appendices.

II. System Model

A. Channel Model

We consider the relay channel depicted in Fig. 1, where a source (S) communicates with a destination (D) through a direct link with a possibly non-negligible gain. A relay (R) can assist the S-D communication via a regenerative decode-and-forward (DF) approach. We denote the channel between node \( i \in \{s, r\} \) and node \( j \in \{r, d\} \) by \( h_{ij} \), and assume that there exists a one-to-one mapping \( G(m_i, \theta_i) \) which we use the shorthand notation \( G(m, \theta) \). It should be noted that for a Gamma RV \( X \sim \Gamma(m, \theta) \), its probability density function (PDF) and CDF are respectively given by

\[
f_X(x; m, \theta) = \frac{x^{m-1}e^{-\frac{x}{\theta}}}{\Gamma(m)\theta^m} \quad \text{and} \quad F_X(x; m, \theta) = \frac{\gamma(m, \frac{x}{\theta})}{\Gamma(m)}, \quad (1)
\]

where \( \gamma(a, b) = \int_0^b t^{a-1}e^{-t}dt \) denotes the lower incomplete Gamma function, while \( \Gamma(a) \) denotes the Gamma function [20]. The Nakagami-\( m \) fading model spans a wide range of fading scenarios that subsumes Rayleigh fading as a special case when \( m = 1 \). Also, for \( m > 1 \), a one-to-one mapping exists between its \( m \) parameter and the Rician \( K \) factor, which allows it to closely approximate the Rician distribution and accordingly capture line-of-sight effects [19]. For notational convenience, we assume that \( h_{rr} \) denotes the RSI channel.
after undergoing all known practical isolation and cancellation techniques (see [5]–[9] and the references therein). Also, without loss of generality, all additive white Gaussian noise components are assumed of unit variance.

### B. Notation

Throughout the rest of the paper, we use $x$, $x$ and $X$ to respectively denote a scalar quantity, a column vector, and a matrix. Also, we use $(.)^T$ to denote a transposition operation, while $(.)^H$ denotes transposition with complex conjugation. The determinant of a matrix $X$ is denoted by $\det \{ X \}$. We use $\mathbb{P}\{ A \}$ to denote the probability of occurrence of an event $A$, while $\mathbb{E}\{ \} \}$ is used to denote the statistical expectation. We use $\Gamma_{ij}$ to denote the random variable of the received SNR via the link $h_{ij}$ taking transmit power into account, with $\gamma_{ij}$ being a specific realization of it. Also, $f_{ij}(x), F_{ij}(x)$ and $\mathbb{P}_{ij}(x)$ are used to respectively denote the PDF, CDF and complementary cumulative distribution function (CCDF) of $\Gamma_{ij}$. Moreover, $f_{ij}(x|A), F_{ij}(x|A)$ and $\mathbb{P}_{ij}(x|A)$ respectively denote its PDF, CDF and CCDF conditioned on the occurrence of event $A$. Assuming Gaussian channel inputs and unit bandwidth, $C_{ij}$ is used to denote the information capacity in bits per channel use (bpcu) for the link $h_{ij}$, i.e., $\log_2(1 + \Gamma_{ij})$, while $\mathbb{O}_{ij}$ and $\bar{\mathbb{O}}_{ij}$ respectively denote its outage event, i.e., $C_{ij} < R$ or equivalently $\Gamma_{ij} < \gamma_{th} = 2^{-R} - 1$, and its complement.

Also, $\mathbb{P}_{ij}$ denotes the outage probability in the link $h_{ij}$, i.e., $\mathbb{P}_{ij} = \mathbb{P}\{ \mathbb{O}_{ij} \} = F_{ij}(\gamma_{th})$, while $\bar{\mathbb{P}}_{ij} = 1 - \mathbb{P}_{ij}$.

### C. Signal Model

We consider the block transmission scheme in Fig. 2. As shown, communication takes place over one super-block, which is composed of $L + D$ blocks. All channel gains are assumed to remain constant over the entire super-block. Defining $R$ as the fixed transmission rate and $n$ as the block size, the source node $S$ intends to convey, at block $t \in \{1,2,\ldots,L\}$, a message $W[t] \in \mathcal{M} = \{1,2,\ldots,2^{nR}\}$ to the destination node $D$. At the source, an encoding function $\mathcal{E}$ is applied to the message $W[t]$ to yield an $n$-dimensional codeword $x[t] \in \mathcal{C}$, where $\mathcal{C}$ is the source codebook with cardinality $|\mathcal{C}| = |\mathcal{M}| = 2^{nR}$ and whose rate $R$ is expressed in terms of SNR parameter, $\gamma_{th}$, as $\log_2(1 + \gamma_{th})$. Note that each block spans $n$ symbol durations due to the transmission of $n$-dimensional codewords. We assume that $n$ is fairly large, thereby validating the use of information theoretic tools.

It is assumed that the outage event dominates the error event. Thus, for a node to be able to attempt decoding the source message, its received SNR should exceed the threshold $\gamma_{th} = 2^{-R} - 1$. In the considered selective relaying protocols, certain channel conditions should be satisfied in order to trigger the relay to cooperate. These conditions should at least guarantee that no outage occurs in the S-R link. That is, when the relay enters the cooperative mode, it regenerates the successfully decoded source message taking its processing delay into account. In what follows, we discuss the signal model with and without relay assistance.

1) Cooperative Mode: Taking the relay processing delay of $D$ blocks into account, the relay simultaneously forwards $x[t-D]$, which imposes self-interference. Thus, the $n$-dimensional received signal at node $R$ at block $t$ is given by

$$y_r[t] = h_{sr}x[t] + h_{rr}x[t-D] + n_r[t],$$

where $n_r[t] \in \mathbb{C}^{n \times 1}$ denotes the relay noise. Without loss of generality, we assume that each symbol in $x[t]$ has an average power of unity, and that the transmit powers of the source and the relay are absorbed into the channel coefficients for ease of notation. It should be noted that, if a Gamma RV $X \sim G(\alpha,\theta)$ is scaled by a constant $\alpha$, then $Y = \alpha X \sim G(\alpha\theta,\theta)$. Thus, transmit power will only affect the scale parameter of the Gamma distributed channel gain. Hence, the received signal at the destination is given by

$$y_d[t] = h_{sd}x[t] + h_{rd}x[t-D] + n_d[t],$$

where $n_d[t] \in \mathbb{C}^{n \times 1}$ denotes the destination noise at block $t$. We rewrite (3) in vector form to jointly account for the $L + D$ signals received over the entire super-block as

$$y_d = H_{L+D}x + n_d,$$  


$$H = h_{sd} \left[ I_{nL} | 0_{nD \times nL} \right] + h_{rd} \left[ 0_{nD \times nL} | I_{nL} \right].$$

2) Non-Cooperative Mode: In this case, the relay does not assist. Thus, the received signal at the destination is given by

$$y_d[t] = h_{sd}x[t] + n_d[t].$$

For large $\frac{R}{D}$, in order to keep the same block structure adopted in the no-outage case, it is equivalent to use the vector form in (4) with the value of $\theta_{rd}$ set to zero.

### D. Instantaneous Link Capacities

To analyze the end-to-end channel outage, the instantaneous capacities of the individual links need to be first provided. Assuming complex Gaussian channel inputs and unit bandwidth, the information capacity of link $h_{ij}$ is given by $C_{ij} = \log_2(1 + \Gamma_{ij})$ bpcu, where $\Gamma_{sd} = |h_{sd}|^2$ and $\Gamma_{rd} = |h_{rd}|^2$, while $\Gamma_{sr} = \frac{|h_{sr}|^2}{|h_{sd}|^2 |h_{rd}|^2}$ denotes the signal-to-interference-plus-noise ratio (SINR) in the S-R link with the RSI effect taken into account as an additional noise term.

At the destination, we use $C_{(S,r)\rightarrow D}$ to denote the information capacity per super-block in the virtual multiple-input single-output (MISO) channel formed by $S$ and $R$ as the transmitter side and by $D$ as the receiver side. It is worth mentioning that no channel state information is assumed at the transmitter side, and hence, no power or rate adaptation is necessary.
possible. Again, assuming complex Gaussian inputs and unit bandwidth, it is readily given by

$$C_{(s,r) \rightarrow d} = \log_2 \det \left( I_{nL} + H^H H \right) = \log_2 \prod_{i=1}^{nL} (1 + \lambda_i), \quad (7)$$

where

$$H^H H = \alpha I_{nL} + \beta B_{k,nL} \Gamma_{nD} + \beta^* F_{k,nL}, \quad (8)$$

with $\alpha = |h_{sd}|^2 + |h_{rd}|^2 = \Gamma_{sd} + \Gamma_{rd}$ and $\beta = h_{sd} h_{rd}$, while $B_k$ ($F_k$) denotes a square backward (forward) shift matrix of size $k$, with ones only on the first subdiagonal (superdiagonal) and zeros elsewhere. Also, $\{\lambda_i\}_{i=1}^{nL}$ denote the $nL$ eigenvalues of $H^H H$. For the special case of $D = n = 1$, $H^H H$ is an $L \times L$ tridiagonal Toeplitz matrix, whose $L$ eigenvalues are known in closed-form, [21, pp. 80], as

$$\lambda_i = \alpha + 2|\beta|\cos \frac{i\pi}{L+1}, \quad i \in \{1, 2, \cdots, L\}. \quad (9)$$

We show in Appendix A that for $L = kD$ with $k \in \mathbb{Z}^+$, and for general $n \in \mathbb{Z}^+$, the $nL$ eigenvalues are generalized to:

$$\lambda_{nD(i-1)+1:nD} = \alpha + 2|\beta|\cos \frac{i\pi}{L+D}, \quad i \in \{1, 2, \cdots, k\}. \quad (10)$$

where $\lambda_{i;j}$ denotes the $i$th eigenvalue of matrix $\{\lambda_1, \lambda_{i+1}, \cdots, \lambda_j\}$.

### III. Outage Probability

Before we proceed further, and since functions of Gamma RVs will be frequently incurred, it is convenient to start with stating two remarks about the distribution of such functions which will be used throughout the analysis to follow.

**Remark 1 (CDF of $S = X_1 + X_2$):** For two independent Gamma RVs, $X_1 \sim \mathcal{G}(m_1, \theta_1)$ and $X_2 \sim \mathcal{G}(m_2, \theta_2)$, with integer shape parameters and possibly distinct scale parameters, $S = X_1 + X_2$ has the following CDF [22]:

$$F_S (s; p) = \frac{\gamma(m_2, \frac{p}{\theta_2})}{\Gamma(m_2)} - \sum_{k=0}^{m_1-1} \frac{A}{\Gamma(v)} \sum_{i=0}^{k} \binom{k}{i} F_1 (u; v; w), \quad (11)$$

where $p = (m_1, \theta_1, m_2, \theta_2)$ is a vector holding the shape and scale parameters, $A = \sum_{k=0}^{m_2} \exp \left( -\frac{u}{\theta_1} \right)$, $u = k + 1$, $v = m_2 + k + 1$, $w = \frac{\theta_1 - \theta_2}{\theta_1 \theta_2}$, and $F_1 (u; v; w)$ is the Kummer’s confluent hypergeometric function [20, Eq. 13.1.2].

**Remark 2 (CDF of $Z = \frac{X_1}{X_1 + X_2}$):** For two independent Gamma RVs, $X_1 \sim \mathcal{G}(m_1, \theta_1)$ and $X_2 \sim \mathcal{G}(m_2, \theta_2)$, with integer shape parameters and possibly distinct scale parameters, $Z = \frac{X_1}{X_1 + X_2}$ has the following CDF [10, 13]:

$$F_Z (z; p) = \frac{\gamma(m_1, \frac{b}{\theta_1})}{\Gamma(m_1)} + B \sum_{k=0}^{m_2-1} \frac{1}{\theta_2} W_{a,b}[c], \quad (12)$$

where $W_{a,b}[c]$ is the Whittaker function [20, Eq. 13.1.33],

$$a = \frac{m_1 - k - 1}{2}, \quad b = \frac{m_2 - k}{2}, \quad c = \frac{1}{\theta_1} + \frac{1}{\theta_2}, \quad d = \frac{m_1 + k + 1}{2}$$

and

$$B = \frac{\exp \left( -\frac{1}{2} \left( \frac{z}{\theta_1} - \frac{1}{\theta_2} \right) \left( \frac{z}{\theta_1} \right)^{m_1} \right)}{\Gamma(m_1)}. \quad (13)$$

Since the SNRs $\Gamma_{sd}$ and $\Gamma_{rd}$ are respectively $\mathcal{G}(m_{sd}, \theta_{sd})$ and $\mathcal{G}(m_{rd}, \theta_{rd})$ distributed, it follows from (1) that for $i \in \{s, r\}$ the SNR CDF is given by

$$F_{id}(\gamma_{id}) = F_X (\gamma_{id}; m_{id}, \theta_{id}). \quad (14)$$

Also, since $\Gamma_{sr} = \frac{|h_{sr}|^2}{\sigma_{sr}^2}$, it follows from (12) that the CDF of the received SNR via the S-R link is given by

$$F_{sr}(\gamma_{sr}) = F_Z (\gamma_{sr}; p_1). \quad (15)$$

with $p_1 = (m_{sr}, \theta_{sr}, m_{rr}, \theta_{rr})$. In what follows, we proceed with the cooperation protocols and their outage performance.

### A. Selective DF-FDR (SDF-FDR) Cooperation

We briefly explain the cooperation policy of SDF-FDR as proposed in [16], and generalize its outage performance to Nakagami-m fading. In SDF-FDR, cooperation takes place only when the S-R link is not in outage. An outage is declared when one of two events occurs: 1) the S-R link is in outage, hence no cooperation takes place, while the S-D link goes into an outage state, or 2) the S-R link is not in outage, thus relay assistance is available, but an outage occurs in the MISO channel. This is more formally defined as given in [16] by

$$P_{sd} = P_{sr} P_{sd} + P_{sr} P_{(s,r) \rightarrow d}. \quad (16)$$

where $P_{sd}$ is nothing but the SNR CDF of the S-D link evaluated at $\gamma_{th}$, i.e.,

$$P_{sd} = P \{ \Gamma_{sd} < \gamma_{th} \} = F_{sd}(\gamma_{th}). \quad (17)$$

Similarly,

$$P_{sr} = P \{ \Gamma_{sr} < \gamma_{th} \} = F_{sr}(\gamma_{th}). \quad (18)$$

In (16), $P_{(s,r) \rightarrow d}$ is the probability of outage in the virtual MISO channel formed by S and R as the transmitter side and by D as the receiver side. Noting that $C_{(s,r) \rightarrow d}$ denotes the information capacity per super-block, $P_{(s,r) \rightarrow d}$ is defined as

$$P_{(s,r) \rightarrow d} = P \left\{ \frac{C_{(s,r) \rightarrow d}}{nL(n+D)} < \frac{nL}{nL+R} \right\}. \quad (19)$$

where the factor $\frac{nL}{nL+R}$ accounts for the fact that the source only transmits in $L$ out of $L+D$ blocks. In [16], it was shown using (7)-(10) to be well-approximated by

$$P_{sr} \approx P \{ \alpha \leq \gamma_{th} \}. \quad (20)$$

Since $\Gamma_{sd}$ and $\Gamma_{rd}$ are independent and respectively distributed as $\mathcal{G}(m_{sd}, \theta_{sd})$ and $\mathcal{G}(m_{rd}, \theta_{rd})$, $P_{(s,r) \rightarrow d}$ is then given for the Nakagami-m fading scenario via (11) as

$$P_{(s,r) \rightarrow d} \approx F_S (\gamma_{th}; p_2), \quad (21)$$

with $p_2 = (m_{rd}, \theta_{rd}, m_{sd}, \theta_{sd})$. More generally, it follows from [16] and (11) that the CDF of the SNR in the MISO channel, denoted as $F_{(s,r) \rightarrow d}(\gamma)$, is approximately given as

$$F_{(s,r) \rightarrow d}(\gamma) \approx P \{ \alpha \leq \gamma \} = F_S (\gamma; p_2). \quad (22)$$

This interesting result means that the MISO channel can be equivalently viewed as a point-to-point single-antenna channel with an effective SNR $\Gamma_{eff} \approx \alpha = \Gamma_{sd} + \Gamma_{rd}$. Therefore, according to the SDF-FDR cooperation policy, the effective SNR at the destination node, denoted by $\Gamma$, can be approximately given by

$$\Gamma \approx \begin{cases} \Gamma_{sd}, & \Gamma_{sd} + \Gamma_{rd}, & \mathcal{O}_{sr}, \mathcal{O}_{sr}. \end{cases} \quad (23)$$

### B. Incremental Selective DF-FDR (ISDF-FDR) Cooperation

Here, we propose another protocol that seeks further relay power savings. We call this protocol as incremental selective DF-FDR (ISDF-FDR). The selective part comes from the same relay selectivity in forwarding the source message depending on the outage state of the S-R link. However, when outage performance is our main concern, the relay does not need to
always forward when it successfully decodes. Instead, relay assistance becomes necessary only upon the reception of a one-bit feedback from the destination at the beginning of the super-block declaring an outage and asking for assistance. Therefore, an outage occurs in the channel under consideration when one of two events occurs: 1) the S-D link goes in outage, while the S-R link is in outage. In this case, the relay is unable to assist and outage occurs with probability \( P_{sd} \) due to the independence of channel fading coefficients, or 2) the S-D link goes in outage while the S-R link is not in outage, but the cooperative MISO channel is in outage. The latter outage event represents an intersection of three events. We know that the event of no outage in the S-R link is independent of the S-D and the MISO channel outage events. Also, we know that cooperation cannot decrease the mutual information, and thus, the outage capacity of the MISO channel is at least equal to that of the S-D link. Hence, the intersection of the outage events in the S-D and the MISO channel is the outage event in the MISO channel itself. Therefore, the probability of this event is equal to \( P_{sd} P_{sr} P_{sd} \). As such, the outage probability in the channel under consideration is given by

\[
P_{ISDF} = P_{sd} P_{sr} + P_{sd} P_{sr} P_{sd},
\]

while the received SNR profile is approximately given by

\[
\Gamma \approx \left\{ \begin{array}{ll}
\Gamma_{sd}, & \Omega_{sd} \cap \Omega_{sr} \\
\Gamma_{sd} + \Gamma_{rd}, & \Omega_{sr} \cap \Omega_{sd}
\end{array} \right.
\]

Clearly, (24) is exactly equal to that of the SDF protocol given in (16). Although SDF and ISDF have different cooperation policies, and accordingly different SNR profiles as given in (23) and (25), they do have exactly the same outage events, and hence their outage performance overlaps. In other words, as it can be noticed from (23) and (25), the SDF protocol offers extra relay cooperation in the particular non-outage event of \( \Omega_{sr} \cap \Omega_{sd} \) that does not matter in terms of the outage performance. Since we can easily expect that SDF can offer higher performance beyond the outage metric due to the more cooperation it offers, outage analysis does not suffice to capture and distinguish the relative performance of both protocols.

IV. SNR PERFORMANCE

Due to the selective nature of the adopted cooperation policies, the received SNR at the destination and its probability distribution varies depending on the channel outage states. Now, we analyze the end-to-end SNR performance of each of the two protocols.

A. ISDF-FDR

Let \( \{ A_i \}_{i=1}^4 \) denote the intersection of outage events which are defined, along with their probabilities, as follows:

\[
A_1 \triangleq \Omega_{sr} \cap \Omega_{sd}, \quad P\{ A_1 \} = P_{sr} P_{sd}, \\
A_2 \triangleq \Omega_{sr} \cap \Omega_{sd}, \quad P\{ A_2 \} = P_{sr} P_{sd}, \\
A_3 \triangleq \Omega_{sr} \cap \Omega_{sd}, \quad P\{ A_3 \} = P_{sr} P_{sd}, \\
A_4 \triangleq \Omega_{sr} \cap \Omega_{sd}, \quad P\{ A_4 \} = P_{sr} P_{sd}.
\]

Clearly, \( \{ A_i \}_{i=1}^4 \) are mutually exclusive events that jointly span the whole sample space, and hence, they form a partitioned space. Therefore, we can use the total probability theorem to get the distribution of the end-to-end SNR \( \Gamma \):

\[
F_{ISDF}(\gamma) = \sum_{i=1}^{4} F(\gamma|A_i) P\{ A_i \},
\]

where

\[
F(\gamma|A_1) = \left\{ \begin{array}{ll}
\frac{F_{sd}(\gamma)}{P_{sd}}, & 0 < \gamma < \gamma_{th} \\
1, & \gamma_{th} \leq \gamma
\end{array} \right.
\]

\[
F(\gamma|A_3) = F(\gamma|A_4) = \left\{ \begin{array}{ll}
\frac{F_{sd}(\gamma) - P_{sd}}{1 - P_{sd}}, & \gamma_{th} < \gamma < \infty \\
0, & \gamma \leq \gamma_{th}
\end{array} \right.
\]

B. SDF-FDR

In SDF-FDR, the relay cooperates regardless of the outage state of the S-D link. Thus, the CDF of the end-to-end SNR can be expressed as:

\[
F_{SDF}(\gamma) = F(\gamma|\Omega_{sr}) P_{sr} + F(\gamma|\Omega_{sd}) P_{sd} = F_{sd}(\gamma) P_{sr} + F_{sd}(\gamma) P_{sd}.
\]

By substituting (14), (18) and (22) in (33) we get \( F_{SDF}(\gamma) \).

As shown in the last section, both SDF and ISDF yield the same outage performance. However, as shown in this section, SDF has a higher end-to-end SNR profile when compared to ISDF due to the more relay cooperation SDF offers. To motivate their inherent performance difference in light of the above, consider the following illustrative variable-rate scenario where the end-to-end communication has \( R \) as a lower acceptable rate limit below which an outage is defined and declared. However, when the channel is not in outage with respect to this lower limit, the source is now allowed to freely increase its rate to only approach the verge of outage without falling into it. In this scenario, it is clear that the outage performance will remain the same for both SDF and ISDF since the outage threshold is exactly the same. However,
it also becomes clear that the protocol which offers a higher end-to-end SNR profile will attain higher rates. Thus, as it will be shown in the subsequent numerical evaluations, ISDF offers additional power savings when compared to SDF while maintaining the same outage performance at the only expense of a one-bit feedback provided that a fixed-rate transmission is adopted. When variable-rate transmission is allowed, assuming channel state information is provided to the transmitters, this power saving can come at an additional expense of a lower end-to-end throughput.

V. EXISTING COOPERATIVE PROTOCOLS

A. Assumptions

Before we proceed with protocol comparisons, we first highlight a few assumptions that have been made.

- We only consider time-orthogonal HDR with non-overlapping and equal source/relay transmission durations. Non-orthogonal HDR protocols like those in [23] would be still interesting to investigate in the future.
- When comparing settings with different number of transmitters, it is often debatable whether individual or sum transmit power constraints should be imposed, with both approaches being plausible in different scenarios of practical interest. Here, we adopt the individual power constraint scenario which agrees with the distributed nature of cooperative channels in which power budgets cannot be freely exchanged especially when mobility becomes involved, as in uplink communications for instance when the source is a mobile device. This implies that the power of a transmitter is kept fixed regardless of being in a cooperative or non-cooperative scenario.
- When a transmitter experiences intermittent transmission, either power or energy normalization can be adopted. In energy-normalization, a fixed energy budget is allocated for each transmitter regardless of its transmission duration. In agreement with recent studies on the topic [8], we alternatively adopt power-normalization where the energy per time (power) is constrained. This appears more plausible in the sense that radio-frequency (RF) front-ends should stick to the same emission regulations regardless of their transmission durations.
- While comparing FDR to HDR, it is also often questionable how many antennas/RF chains should be allocated for each. In a recent study for multiple-antenna channels [24], two approaches were suggested; namely, antenna conserved versus RF chain conserved. In agreement with recent studies on the topic [8], we adopt herein the RF chain conserved approach where the relay is equipped with the same number of RF chains (one for transmission and another one for reception). This approach neglects the fact that HDR is basically equipped with a single antenna for both transmission and reception as opposed to two antennas in FDR, one for each task, as long as they have the same number of RF chains.

B. Summary of Protocols

We summarize the protocols considered for comparison in Section VI, taking the direct transmission (DT) as a baseline with rate $R$ bits/s/Hz. The protocols are classified under three main categories; namely, 1) multi-hop protocols in which the desired information is only distilled from the multi-hop path while the direct link is neglected/treated as interference, 2) combining protocols where both the multi-hop and direct paths are non-selectively combined, and finally, 3) selective relaying protocols in which combining is applied only when the relay performs successful decoding, while the direct link is solely leveraged otherwise. The considered protocols and their end-to-end outage probability are summarized in Table I, with $\eta_1 = 2^R - 1$, $\eta_2 = 2^{2R} - 1$, $\eta_3 = 2^{3R} - 1$ and $\eta_4 = 2^{R(L+D)/L} - 1$. We start by specifying the HDR protocols and their inherent differences in the following progressive way.

a) Multi-hop DF-HDR (MHDF-HDR): Direct source transmissions are totally ignored. An outage is declared unless the S-R and R-D links are simultaneously outage-free, as in Table I.

b) Maximum-Ratio Combining HDR (MRC-HDR) [15]: It allows combining of the direct signal with that arriving via the multi-hop path. Yet, combining might still cause undesirable loss of performance due to the occasional interference from the multi-hop path when an outage occurs in the S-R link. The end-to-end outage is given in [8], [15] by $\Gamma = \min\{\Gamma_{sr}, \Gamma_{rd} + \Gamma_{sd}\}$, which can be easily shown to yield the outage probability in Table I.

c) Selective DF-HDR (SDF-HDR) [12], [15]: It overcomes the previous drawback in MRC-HDR by allowing the relay to forward only when the S-R link is not in outage, thereby improving the combining step. However, when the relay does not forward, about half of the time becomes unutilized due to the orthogonal nature of source/relay transmissions. The expression in Table I follows from [15] for Nakagami-$m$ fading and taking power normalization into account.

Due to the rate penalty of 1/2 which all the previous HDR protocols suffer, the transmitters need to signal with a rate of $2R$ to maintain the same rate adopted by the DT baseline.

d) Incremental DF-HDR (IDF-HDR) [12], [15]: To solve the under-utilization problem in SDF-HDR, the source continues its transmission over the previously dedicated time for relay forwarding as long as the S-D link is not in outage. Hence, IDF-HDR is a hybrid scheme that switches between DT and HDR based on the S-D link outage state. In [15], the source transmits with a constant rate, $R_1$, regardless of the S-D link state. The effective rate with rate penalties taken into account is equal to $R_1 \times (1 - P_{sd}) + R_1 \times \frac{1}{2} \times P_{sd}$, with $P_{sd}$ now calculated for the source rate $R_1$. Taking DT as a baseline, this should be equal to $R$. Hence, $R_1$ can be calculated by numerically solving the nonlinear equation:

$$R_1: (1 - F_X (2^{R_1} - 1; m_{sd}, \theta_{sd}) / 2) R_1 = R.$$  

(34)

It is clear that $R \leq R_1 \leq 2R$ with the lower and upper limits attained at zero and almost sure direct link outage, respectively.

Next, we discuss the FDR protocols. Although FDR versions of the above-listed protocols now exist, their effect on performance is quite different due to two main reasons; the non-orthogonal source/relay transmission in FDR, and the loopback interference link that affects the first hop.

e) Multi-hop DF-FDR (MHDF-FDR) [7]–[10]: The multi-
A summary of theoretical outage probability for the different protocols under consideration.

<table>
<thead>
<tr>
<th>Mode</th>
<th>Protocol</th>
<th>Source Rate</th>
<th>Theoretic Outage Probability</th>
</tr>
</thead>
<tbody>
<tr>
<td>HDR</td>
<td>MHDF</td>
<td>2R</td>
<td>$1 - (1 - F_X (\eta_2; m_{sd}, \theta_{sd})) (1 - F_X (\eta_2; m_{sd}, \theta_{sd}))$</td>
</tr>
<tr>
<td></td>
<td>MRC</td>
<td>2R</td>
<td>$1 - (1 - F_X (\eta_2; m_{sd}, \theta_{sd})) (1 - F_S (\eta_2; p_2))$</td>
</tr>
<tr>
<td></td>
<td>SDF</td>
<td>2R</td>
<td>$F_X (\eta_2; m_{sr}, \theta_{sr}) F_S (\eta_2; p_2)$</td>
</tr>
<tr>
<td></td>
<td>IDF</td>
<td>$R_1 (34)$</td>
<td>$F_X (\eta_3; m_{sd}, \theta_{sd}) + (1 - F_X (\eta_3; m_{sd}, \theta_{sr})) F_S (\eta_2; p_2)$</td>
</tr>
<tr>
<td></td>
<td>FDR</td>
<td>MHDF</td>
<td>$1 - (1 - F_Z (\eta_4; p_1)) (1 - F_Z (\eta_4; p_2))$</td>
</tr>
<tr>
<td></td>
<td></td>
<td>BM</td>
<td>$R(L + D)/L$ (13, Eq. (5), (7), and (11)-(15) taking $\rho = 0.2$)</td>
</tr>
<tr>
<td></td>
<td>SDF/ISDF</td>
<td>$R(L + D)/L$</td>
<td>$F_S (\eta_4; p_2)$</td>
</tr>
</tbody>
</table>

hop approach in FDR now imposes undesirable source interference at the destination via the direct link. This comes in addition to the inherent drawback of FDR where a higher outage probability is incurred in the multi-hop path due to the RSI affecting the S-R link. Except for the small delay between source/relay transmissions to maintain causality, MHDF-FDR does not incur a rate penalty in comparison to DT due to its codeword-by-codeword decoding at the destination.

### Block Markov FDR (BM-FDR) [12], [13]:
This protocol was recently applied and analyzed for FDR with RSI in [12], [13]) over Rayleigh and Nakagami-m fading channels. Among fixed DF protocols, block Markov superposition encoding [14], and the references therein) attains the best known achievable rates. However, due to its nonselective relaying nature, it falls to some degree under the category of combining protocols which suffer from undesirable loss of performance due to possibly superimposing mere interference from the multi-hop path when S-R link outage occurs. Also, since BM-FDR adopts a block transmission scheme, it incurs a rate penalty of $L/(L + D)$ as in SDF-FDR and ISDF-FDR.

### Selective/Incremental Selective DF-FDR (SDF-FDR/ISDF-FDR):
SDF does not suffer from resource under-utilization anymore since the source almost transmits all the time for large $L/D$, yet its selective nature in the S-R link alleviates the RSI adverse effect on the end-to-end performance. Nonetheless, we modify its rate to $R(L + D)/L$ to account for the rate penalty it incurs due to the delay in block transmission. It is worth mentioning that the simple repetition-based selective cooperation protocols considered herein are only meant to show the effect of selective relaying on the end-to-end performance. Selective cooperation versions of higher rate protocols such as block Markov superposition encoding can be still adopted where it is straightforward to expect their superior performance to their nonselective versions.

### Diversity Order

In Appendix C, we analytically derive and compare the diversity order of SDF-FDR/ISDF-FDR to the widely used MHDF-FDR protocol. It is shown that the proposed selective FDR schemes get around the error floor phenomenon in MHDF-FDR and offers a noticeable diversity gain. It is also shown that with proper loopback isolation/cancellation techniques, the diversity order of FDR can approach that offered by selective HDR protocols. Further insights about all the considered full-duplex and half-duplex schemes are discussed in the following section.

### VI. NUMERICAL RESULTS

#### A. Simulation Setup

We generate $10^7$ sets of channel realizations according to the channel model described in previous sections for $L = 20$ blocks per super-block and $D = 2$ blocks, i.e., $k = 10$. In each set of channel realizations, we exactly calculate $C_{(s,r)\rightarrow d}$ for SDF/ISDF-FDR as given in (7) without undergoing any approximations. We define the effective end-to-end SNR per symbol in the equivalent single-antenna channel as

$$\Gamma_{eff} = 2^{\frac{C_{(s,r)\rightarrow d}}{nL}} - 1.$$  

This comes from the equivalence we mentioned earlier between the actual virtual MISO channel and another point-to-point single-antenna channel that can be carefully explained as follows. In the virtual MISO channel, noting that $C_{(s,r)\rightarrow d}$ denotes the exact mutual information per super-block, the mutual information per symbol time can be clearly obtained as $\frac{1}{nL} C_{(s,r)\rightarrow d}$ since the transmission of $L$ codewords actually spans $L + D$ blocks. On the other hand, a prelog factor of $\frac{1}{n(L + D)}$ is accordingly introduced in the equivalent single-antenna channel due to the inactivity of the source over the last $D$ blocks, and hence the mutual information per symbol time is given in terms of $\Gamma_{eff}$ as

$$\frac{1}{n(L + D)} C_{(s,r)\rightarrow d} = \frac{nL}{n(L + D)} \log_2 (1 + \Gamma_{eff}),$$

which yields the expression in (35). We compare the empirical probability distribution of this $\Gamma_{eff}$ with those theoretical results obtained in previous sections. For all the figures we present, we include all used simulation parameters in their caption. We start by evaluating the relative performance of SDF/ISDF-FDR.

#### B. SDF/ISDF-FDR SNR Performance

1) CDF: In Fig. 3, we compare the empirical CDF of the end-to-end SNR with that obtained from the derived expressions for three schemes; namely, (i) DT, (ii) ISDF and (iii) SDF. As depicted in Fig. 3, the CDF of ISDF lies between DT and SDF, and the degree of proximity from either DT or SDF performance is found to depend on the average direct link gain. Specifically, as the direct link gain increases, the ISDF performance gets closer to that of DT due to limited
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<table>
<thead>
<tr>
<th>Mode</th>
<th>Protocol</th>
<th>Source Rate</th>
<th>Theoretic Outage Probability</th>
</tr>
</thead>
<tbody>
<tr>
<td>HDR</td>
<td>MHDF</td>
<td>2R</td>
<td>$1 - (1 - F_X (\eta_2; m_{sd}, \theta_{sd})) (1 - F_X (\eta_2; m_{sd}, \theta_{sd}))$</td>
</tr>
<tr>
<td></td>
<td>MRC</td>
<td>2R</td>
<td>$1 - (1 - F_X (\eta_2; m_{sd}, \theta_{sd})) (1 - F_S (\eta_2; p_2))$</td>
</tr>
<tr>
<td></td>
<td>SDF</td>
<td>2R</td>
<td>$F_X (\eta_2; m_{sr}, \theta_{sr}) F_S (\eta_2; p_2)$</td>
</tr>
<tr>
<td></td>
<td>IDF</td>
<td>$R_1 (34)$</td>
<td>$F_X (\eta_3; m_{sd}, \theta_{sd}) + (1 - F_X (\eta_3; m_{sd}, \theta_{sr})) F_S (\eta_2; p_2)$</td>
</tr>
<tr>
<td></td>
<td>FDR</td>
<td>MHDF</td>
<td>$1 - (1 - F_Z (\eta_4; p_1)) (1 - F_Z (\eta_4; p_2))$</td>
</tr>
<tr>
<td></td>
<td></td>
<td>BM</td>
<td>$R(L + D)/L$ (13, Eq. (5), (7), and (11)-(15) taking $\rho = 0.2$)</td>
</tr>
<tr>
<td></td>
<td>SDF/ISDF</td>
<td>$R(L + D)/L$</td>
<td>$F_S (\eta_4; p_2)$</td>
</tr>
</tbody>
</table>
cooperation as in Fig. 3(a). This happens for the reason that ISDF does not activate the relay for cooperation as long as the destination can retrieve the source message by solely relying on the direct link. On the other hand, as the direct link gain becomes weaker, the performance of ISDF approaches that of SDF due to the unreliability of the direct link as for instance in Fig. 3(b). This is due to the fact that the destination cannot decode from the source directly, leading to always triggering the relay to cooperate whenever it can decode, which is basically what SDF does. We can also notice that the curves of SDF and ISDF overlap till reaching $\gamma_{th} = 10 \log_10((R(L-D))/(L-1))$ dB. This confirms what was reached earlier in the outage analysis section that both protocols yield the same outage performance. In Fig. 3(a), we kept $m_{sd} = 1$ which is reasonable for the direct S-D link, while evaluating the performance for $m_{sr} = m_{rr} = m_{rd} = m \in \{1, 3\}$. We can notice that as $m$ increases, the SNR probability distribution shifts to higher values indicating an improvement in performance. However, in contrast to increasing either $m_{sr}$ or $m_{sd}$, which naturally boosts the performance due to decreasing the severity of fading over the multi-hop path, one would expect that increasing $m_{rr}$ should cause a performance degradation due to the introduction of line-of-sight effects to the RSI component. We study this effect in particular in Fig. 3(b) by fixing $m_{sr} = m_{sd} = m_{rd} = 1$ and plotting for $m_{rr} \in \{1, 4\}$. We found that the effect of increasing $m_{rr}$ for the same set of average channel gains in Fig. 3(a) could not be distinguished. In order to distinguish the said effect, we had to significantly magnify the effect of the RSI channel on the end-to-end performance as shown in Fig. 3(b) by simultaneously decreasing the direct link gain to $\pi_{sd} = 0$ dB and considerably increasing the RSI link gain to $\pi_{rr} = 20$ dB. From the shown results, we conclude that the impact of $m_{rr}$ can be negligible as long as $\pi_{rr}$ has a reasonable value that is well below $\pi_{sr}$.

2) Relative Relay Power Expenditure: In Fig. 4, we plot the percentage of relay power expenditure/relay cooperation obtained via simulation for the SDF/ISDF-FDR protocols. We also compare them with their theoretic values of $(1 - P_{sr}) \times 100\%$ and $(1 - P_{sr})P_{sd} \times 100\%$ for SDF and ISDF, respectively. As observed from the figure, relay power expenditure in SDF steadily decreases with the increase in the attempted source rate. The reason is that, as the source increases its information rate, the relay ability of properly decoding the source message decreases since S-R link outage occurs more frequently. Thus, less cooperation takes place as the rate increases, and hence, the destination gradually proceeds towards relying more on direct source transmissions. On the other hand, ISDF gives a different performance trend, in which the expended relay power increases starting from zero. After some point, it starts its decreasing trend and meets that of SDF until both reach zero power again at high rates. This is due to the fact that, at very low rates, the destination can anyway decode when solely receiving via the direct link. As the rate increases, the direct link starts to fail more frequently, thereby activating the relay cooperation when no outage occurs in the S-R link. As we further increase the rate, outage in the S-R link takes place with higher probability and the relay becomes unable to assist regardless of the direct link’s outage state.

In summary, in Fig. 4, there exists at lower rates a non-negligible probability that the S-D link does not fall into outage, i.e., $1 - P_{sd}$ has a non-negligible value. Hence, relay cooperation is less needed which favors ISDF over SDF since it yields the same outage performance at a lower power consumption. This clearly comes at the expense of a lower SNR profile in the no-outage events for ISDF when compared to SDF, and consequently a lower capacity if a variable rate transmission was allowed. For high rates, the direct link falls into outage with very high probability, i.e., $P_{sd} \approx 1$. Hence, the relay assists in both protocols whenever it can successfully decode, yielding similar performance for SDF and ISDF as shown.
C. Outage Performance

In the following figures, we compare the relative outage performance of the FDR and HDR protocols summarized in the previous section. Connected lines with unfilled plot marks of different shapes are dedicated to the theoretical outage probability for each of the protocols, while filled marks of the same respective shape represent the values obtained via simulations. Thus, an appropriately filled mark reflects the quality of matching between theoretical and simulation results. Also, since SDF-FDR and ISDF-FDR yield the same outage performance, we only plot one curve for both to which we refer as SDF-FDR.

1) Outage vs. Spectral Efficiency: In Fig. 5, we plot the outage performance versus the source rate of the DT baseline, denoted by $R$, which also represents the attempted level of spectral efficiency. As shown in Fig. 5(a), SDF-FDR indeed offers better outage performance than all existing schemes for reasonable RSI levels and low direct link gains. As the direct link gain increases, we start to notice in Fig. 5(b) that the performance of IDF-HDR is enhanced. This is due to the fact that its rate/spectral efficiency is significantly enhanced and approaches that of DT as the direct link outage probability decreases, yet it does not suffer from any RSI in the events of direct link outage. Thus, its performance curve shifts down as well as to the right as we increase the direct link gain, and we find that IDF-HDR becomes more desirable for low attempted rates while SDF-FDR remains of better performance for higher rates.

2) Outage vs. Loopback Interference Level: We further clarify the aforementioned observation from a different perspective in Fig. 6, where we plot the outage probability versus $\pi_{rr}$. It can be easily expected that the performance of all HDR protocols remains unchanged as no simultaneous source/relay transmission occurs, while that of FDR protocols suffers gradual deterioration and intersects with the different HDR protocols at different $\pi_{rr}$ levels for any given set of channel parameters. This is obviously caused by the deterioration of the multi-hop path due to the increased level of self-interference.

3) Outage vs. First and Second Hop Gains: In Fig. 7 and Fig. 8, the outage probability is plotted versus $\pi_{sr}$ and $\pi_{rd}$, respectively. The general trend is as shown where the performance is enhanced till reaching the bottleneck of the multi-hop path defined by the other hop, set to 20 dB in both figures. We noticed however that the relative performance of the incremental/selective HDR and FDR schemes heavily depends on the direct link gain and the targeted spectral efficiency level as previously discussed in Fig. 5. Specifically, the IDF-HDR scheme is significantly improved as the direct link gain increases since its rate $R_I$ approaches that of the DT. It is also improved as the spectral efficiency level, $R$, decreases. On the other hand, the SDF-FDR/ISDF-FDR scheme offer superior performance as the spectral efficiency level decreases.

D. Diversity Order

In Fig. 9, we plot the outage probability versus the transmit SNR level at the source and the relay, with both set to $P$, in order to evaluate the diversity order of the different schemes. In Fig. 9(a), we neglect the RSI link for all FDR schemes. As shown, even in the absence of the loopback interference,
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E. Discussion

In the following, we mention some concluding remarks regarding the studied protocols.

- When comparing the outage performance of HDR protocols, we can easily notice as expected that MRC-HDR uniformly dominates MHDF-HDR owing to leveraging the redundant information that arrives via the direct path. Further, SDF-HDR by its turn also uniformly dominates MRC-HDR since it still enjoys the benefits of signal diversity via combining, yet it further eliminates unnecessary interference components from the combining stage when the S-R link falls into an outage state. IDF-HDR offers further performance enhancements by simultaneously eliminating the resource under-utilization in SDF-HDR and adjusting its source rate to meet the same level of attempted information rate. Since \( R_I \) is upper bounded by \( 2R \), IDF-HDR replaces \( \eta_2 \) in the outage expression of SDF-HDR by \( \eta_3 \leq \eta_2 \), and hence, it yields lower outage probability. Indeed, it is worth mentioning that besides the rate adjustment which IDF-HDR offers, it simultaneously captures the gain of selective relaying in SDF-HDR too. This is due to the fact that, due to the incremental nature of IDF-HDR, an event where the multi-hop path disturbs a possibly outage-free direct path can never occur.

- On the other hand, FDR protocols demand about half the source rate of their HDR counterparts to communicate the same amount of information, which should yield a lower outage probability in ideal conditions. Nonetheless, RSI jumps into the picture as an additional challenge that draws the S-R link, and consequently the multi-hop path, into outage more frequently than its HDR counterpart. Thus, an efficient FDR protocol is desirable in which two requirements are simultaneously attained, namely, a) mitigation of the multi-hop path adverse effect on the end-to-end performance in the event of S-R link outage, and b) leveraging of the channel diversity elsewhere. From the shown results, we can notice that both requirements are not met in MHDF-FDR, only the second is met in BM-FDR regardless of the S-R link state, while both are attained by SDF/ISDF-FDR.

- In comparing HDR and FDR protocols, the additionally introduced RSI level in FDR plays a pivotal role in whose gain scales linearly with the relay transmit power. We can notice that diversity order of the full-duplex schemes dropped by 1, i.e., BM-FDR experiences an error floor while the SDF-FDR/ISDF-FDR schemes have a unity diversity order which agrees with the results shown in Appendix C. However, as discussed in the Appendix, the performance of the FDR schemes can be significantly enhanced if the loopback interference isolation and cancellation techniques can control its growth to be rather sublinear with an exponent \( 0 < \delta < 1 \), i.e., scales with \( P^\delta \). In this case, the diversity order of the SDF-FDR/ISDF-FDR schemes becomes equal to \( 2 - \delta \). Even in this case of linearly scaling loopback interference link, the FDR schemes can still offer better performance than that offered by the HDR schemes at practical transmit power values as shown in previous figures.

the MHDF-FDR scheme suffers an error floor as discussed in Appendix C due to the existence of a nonzero direct link gain. The non-selective HDR schemes, MHDF-HDR and MRC-HDR, in addition to the BM-FDR scheme have the same slope of the DT scheme indicating a unity diversity order. This is due to the fact that the three previous schemes have the S-R link as a single-point of failure. When only the S-R link goes into outage, all these three schemes drop into outage as can be noticed from their analytical expressions. On the other hand, the incremental/selective HDR and FDR schemes all enjoy a diversity of order 2. This agrees with the results from Appendix C, where the multi-hop and direct paths should both fall into outage for an end-to-end outage to occur. It can be seen also that SDF-FDR/ISDF-FDR further outperform the selective/incremental HDR at low-to-modate (practical) transmit power values.

In Fig. 9(b), we account for the loopback interference link...
determining which of the two modes might be preferable over the other, which comes in agreement with recent studies [8]. Indeed, in the absence of RSI, SDF/ISDF-FDR outperform all existing HDR and FDR protocols in terms of outage for all possible channel parameters. Yet, depending on the level of RSI, the performance of IDF-HDR gradually improves and can outperform all FDR protocols as we increase the direct link gain or by increasing the source power.

VII. CONCLUSION

Efficient cooperative protocols were studied for the full-duplex relay channel with loopback interference over Nakagami-\(m\) fading channels with integer shape parameters. We proposed an incremental selective decode-and-forward protocol that offers additional power savings to the recently proposed selective decode-and-forward full-duplex cooperation, yet yields the same outage performance which we derived in closed-form. To capture their inherent performance difference, we derived closed-form expressions for the end-to-end signal-to-noise ratio cumulative distribution function for the two protocols, and showed their well-matching behavior with the results obtained via simulation. Also, we compared these protocols to their half-duplex relaying counterparts, as well as existing non-selective full-duplex cooperation protocols in the literature. Our results show that the selective full-duplex protocols outperform their non-selective counterparts, as well as all half-duplex protocols only when self-interference is negligible. On the other hand, with finite levels of self-interference in full-duplex cooperation, there exist regions of spectral efficiency/direct link gain where either full-duplex or half-duplex cooperation might be favored over the other.

APPENDIX A

EIGENVALUES OF \( HH^T \)

Let \( \ell = kd \), \( k \in \mathbb{Z}^+ \), and consider a family of square matrices \( A(\alpha; \beta; \ell; d) = (a_{ij}) \) of the form:

\[
A(\alpha; \beta; \ell; d) = \alpha I_\ell + \beta B_\ell + \beta^* F_\ell,
\]

where \( \alpha \in \mathbb{R}^+, \beta \in \mathbb{C} \), while \( B_\ell (F_\ell) \) denotes a square backward (forward) shift matrix of size \( \ell \), with ones only on the first subdiagonal (superdiagonal) and zeros elsewhere. Consider the eigenvalue problem:

\[
Au = \lambda u.
\]

It can be noticed that the nonzero elements of \( A \) are limited to positions on the form \((id+j, i)\), \( j \in \{1, \ldots, \ell\}, i \in \{-1, 0, 1\}, \) and \( 1 \leq id+j \leq \ell. \) This makes a column linearly dependent only on its two neighboring \( d \)-spaced columns and orthogonal on all others. Motivated by this special structure, we can split \( A \) as the sum of \( d \) matrices with orthogonal column spaces:

\[
A = \sum_{j=1}^d A_j,
\]

where the matrix \( A_j \) holds only \( k \) nonzero columns corresponding to the \( k \) \( d \)-spaced columns of \( A \) with shift \( j \), i.e., \( \{a_{i(j-1)d+j}\} \) at their respective positions, while the remaining columns are all zeros. Similarly, let us project the \( \ell \times 1 \) eigenvector \( u = (u[1], \ldots, u[\ell])^T \) onto \( d \) orthogonal subspaces, such that:

\[
u = \sum_{j=1}^d u_j,
\]

where the vector \( u_j \) holds only \( k \) nonzero elements corresponding to the \( k \) \( d \)-spaced elements of \( u \) with shift \( j \), i.e., \( \{u[(i-1)d+j]\} \) at their respective positions, while the remaining elements are all zeros. Thus, the eigenvalue problem can be rewritten as

\[
\sum_{j=1}^d A_j \sum_{j=1}^d u_j = \lambda \sum_{j=1}^d u_j,
\]

It is clear that \( u_i \) lies in the nullspace of \( A_j \) \( \forall i \neq j \). Hence, due to orthogonality, the eigenvalue problem can be split into \( d \) eigenvalue problems:

\[
A_j u_j = \lambda u_j, \quad \forall j \in \{1, \ldots, d\}.
\]

Since the \( \ell \times \ell \) matrix \( A_j \) has zero rows and columns corresponding to the zero elements of \( u_j \), we can eliminate them and alternatively solve the reduced \( k \)-dimensional eigenvalue problem:

\[
\tilde{A}_j \tilde{u}_j = \lambda \tilde{u}_j, \quad \forall j \in \{1, \ldots, d\},
\]

where \( \tilde{A}_j \) and \( \tilde{u}_j \) are \( k \times k \) and \( k \times 1 \), respectively. We can easily notice that \( A_j = \tilde{A}_j (\alpha; \beta; \ell; 1) \), \( \forall j \in \{1, \ldots, d\} \), which is a tridiagonal Toeplitz matrix with known \( k \) eigenvalues as given in (9). Thus, \( A(\alpha; \beta; \ell; d) \) has the \( k \) eigenvalues of \( A(\alpha; \beta; \ell; 1) \), each with multiplicity \( d \), i.e.,

\[
\lambda_{d(i-1)+1} = \alpha + 2|\beta| \cos \frac{\pi i}{d}, \quad i \in \{1, 2, \ldots, k\}.
\]

Accordingly, its determinant is that of \( A(\alpha; \beta; \ell; 1) \) raised to the \( d \)-th power. For \( n \in \mathbb{Z}^+ \), substituting with \( \ell = nL \) and \( d = nD \) in (43) gives the expression in (10).

APPENDIX B

DERIVATION OF \( F(\gamma|A_2) \)

Given \( A_2, \Gamma_{sd} \) is confined to the range \( 0 < \gamma_{sd} < \gamma_{th} \), thus having the distribution:

\[
f(\gamma_{sd}|A_2) = \begin{cases} \int_{\gamma_{sd}}^{\gamma_{th}} f_{sd}(\gamma_{sd}) \frac{d\gamma_{sd}}{\Gamma_{rd}}, & 0 < \gamma_{sd} < \gamma_{th}, \\ 0, & \text{elsewhere}, \end{cases}
\]

while \( \Gamma_{rd} \) remains as \( \gamma_{rd}(m_{rd}, \theta_{rd}) \) RV due to independence. Thus, with the regions of integration depicted in Fig. 10, the CDF of \( \gamma \) conditioned on \( A_2 \) is given by:

\[
F(\gamma|A_2) \approx \begin{cases} F_1(\gamma), & 0 < \gamma < \gamma_{th}, \\ F_2(\gamma), & \gamma_{th} \leq \gamma < \infty, \end{cases}
\]
where

\[
F_1(\gamma) = \int_{\gamma \leq 0} f(\gamma, \delta | A_2) F_{rd}(\gamma - \gamma_d) d\gamma_d, \quad (46)
\]

and

\[
F_2(\gamma) = \int_{\gamma \leq 0} f(\gamma, \delta | A_2) F_{rd}(\gamma - \gamma_d) d\gamma_d. \quad (47)
\]

Substituting (1) and (44) in (46) we get

\[
F_1(\gamma) = \int_{\gamma \geq 0} \gamma_{m_d} e^{-\gamma_{sd} F_{rd}}(\gamma_{m_d} e^{-\gamma_{sd} F_{rd}}) d\gamma_d. \quad (48)
\]

For integer \( m_{rd} \), we can use the following series expansion of the lower incomplete Gamma function [25, Eq. 8.352.1]

\[
\Gamma(m + 1, \gamma) = 1 - e^{-\gamma} \sum_{m=0}^{\infty} \frac{(\gamma - m - 1)}{\Gamma(m + 1)}. \quad (49)
\]

Substituting (49) in (48), and by the Riemann-Liouville integral form in [25, Eq. 3.838.1] we get

\[
F_1(\gamma) = \frac{I_{11} - I_{12}}{P_{sd} \theta_{sd} m_{rd} \Gamma(m_{rd})}, \quad (50)
\]

where

\[
I_{11} = \int_{\gamma \leq 0} \gamma^{m_{rd} - 1} e^{-\gamma_{sd} F_{rd}} d\gamma_d = B(1, m_{sd}) \gamma^{m_{sd} - 1} F_1(m_{sd}; m_{sd} + 1 + \gamma_{sd}) \quad (51)
\]

and

\[
I_{12} = \int_{\gamma \geq 0} \gamma^{m_{rd} - 1} e^{-\gamma_{sd} F_{rd}} \sum_{m=0}^{\infty} \frac{(\gamma - m - 1)}{\Gamma(m + 1)} d\gamma_d \quad (52)
\]

with

\[
\frac{B(x, y)}{\Gamma(x + y)} = \frac{\Gamma(x) \Gamma(y)}{\Gamma(x + y)} \quad (53)
\]

denoting the beta function [25, Eq. 8.384.1]. Substituting (51) and (52) in (50) we obtain (31). Similarly,

\[
F_2(\gamma) = \frac{I_{21} - I_{22}}{P_{sd} \theta_{sd} m_{rd} \Gamma(m_{sd})}, \quad (54)
\]

where

\[
I_{21} = B(1, m_{sd}) \gamma_{th}^{m_{sd} - 1} F_1(m_{sd}; m_{sd} + 1 + \gamma_{th}) \quad (55)
\]

and

\[
I_{22} = \sum_{m=0}^{m_{rd} - 1} \int_{\gamma \geq 0} \gamma^{m_{rd} - 1} e^{-\gamma_{sd} F_{rd}} (1 + \gamma_{th})^{m_{rd} - m - 1} \frac{e^{-\gamma_{sd} F_{rd}}}{\Gamma(m_{sd} + m)} d\gamma_d \quad (56)
\]

\[
= \sum_{m=0}^{m_{rd} - 1} \sum_{k=0}^{m_{sd} - 1} \frac{\Gamma(m_{sd} - m - k)}{\Gamma(k + 1) \Gamma(m_{sd} + m + k)} \gamma_{sd}^{m_{sd} - m - k} \frac{e^{-\gamma_{sd} F_{rd}}}{\Gamma(m_{sd} + m + k)} \quad (57)
\]

In (56), we replaced \((\gamma - \gamma_{sd})\) by \([\gamma - \gamma_{th}] + (\gamma_{th} - \gamma_{sd})\)

and then used the binomial theorem to put the integral on the Riemann-Liouville form in [25, Eq. 3.838.1]. With the substitution of (55) and (56) in (54) and after some manipulations, we get (32). In the first term of (31) and (32), we used the relation between the confluent hypergeometric function and the lower incomplete gamma function in [20, Eq. 6.5.12]. Also, in (32) we used [20, Eq. 13.1.27] to put it on the form (11).

**APPENDIX C**

**DIVERSITY ORDER ANALYSIS**

**A. MHDF**

We assume Rayleigh-fading links for ease of notation, i.e., \( m_{ij} = 1 \) for \( i \in \{ s, r \} \) and \( j \in \{ r, d \} \). By explicitly accounting for the transmit power of the source and the relay with both equal to \( P \), the end-to-end outage probability is given from Table I by

\[
P_{MH} = 1 - \left(1 + \frac{\gamma_{sd}}{\theta_{sd}}\right) \left(1 + \frac{\gamma_{sd}}{\theta_{sd}}\right) \left(1 + \frac{\gamma_{sd}}{\theta_{sd}}\right) \quad (58)
\]

\[
= 1 - \alpha_1 \exp \left(-\frac{\gamma}{\theta_{sd}}\right) \quad (59)
\]

where \( \alpha_1 = \frac{\gamma_{sd}}{\theta_{sd}} \), \( z_1 = z_{sr} + z_{rd} \), and \( \alpha_1 = \frac{1}{1 + z_{sr} + z_{rd}} \). It is clear that \( 0 < \alpha_1 \leq 1 \) due to the nonnegativity of the channel variances, with \( \alpha_1 = 1 \) only if \( \pi_{rr} = \pi_{sd} = 0 \). The diversity order [15] is then given by

\[
D_{MH} = \lim_{P \to \infty} \frac{\log (P_{MH})}{\log (P)} = 1. \quad (60)
\]

We can well-approximate \(1 - \exp (-\frac{\gamma}{\theta_{sd}})\) as \( \frac{\gamma}{\theta_{sd}} \) as \( P \) increases, as in [15]. Thus, for \( \alpha_1 = 1 \),

\[
D_{MH} = \lim_{P \to \infty} \frac{\log (P) - \log (1 + z_1)}{\log (P)} = 1. \quad (61)
\]

For \( \alpha_1 \neq 1 \), and also for large \( P \), we can write \( P_{MH} \) using the aforementioned approximation as

\[
1 - \alpha_1 \exp \left(-\frac{\gamma}{\theta_{sd}}\right) = 1 - \alpha_1 + \alpha_1 \left(1 - \exp \left(-\frac{\gamma}{\theta_{sd}}\right)\right) \approx (1 - \alpha_1) \frac{\gamma}{\theta_{sd}} \quad (62)
\]

Thus, we get

\[
D_{MH} = \lim_{P \to \infty} \frac{\log (P) - \log (1 + z_1)}{\log (P)} = 1. \quad (63)
\]

Taking the limit as \( P \to \infty \), the second term in the numerator goes to \( \log (1) = 0 \) for \( \alpha_1 \neq 1 \), while \( \log (P) \) goes to \( \infty \). Hence, the diversity order \( D_{MH} = 0 \) for \( 0 < \alpha_1 < 1 \). It could have been directly observed earlier from (58) that there exists an error floor of \( 1 - \alpha_1 \) for \( \alpha_1 \neq 1 \) as \( P \to \infty \), and thus we readily get \( D_{MH} = 0 \) for \( 0 < \alpha_1 < 1 \). This error floor result agrees with recent results in the amplify-and-forward FDR literature [26]. Therefore,

\[
D_{MH} = \begin{cases} 
0, & \text{if } 0 < \alpha_1 < 1, \\
1, & \text{if } \alpha_1 = 1.
\end{cases} \quad (64)
\]

Hence, for any nonzero value of \( \pi_{sd} \) or \( \pi_{rr} \), the diversity drops to zero in MHDF.
B. SDF/ISDF

In SDF, and under Rayleigh fading, the outage probability is approximately given in [16] by

\[
P_{SDF} \approx 1 - \exp\left(\frac{-\pi_{sd}}{P}\right) \frac{\exp\left(-\frac{\pi_{sd}}{P}\right)}{1 + \frac{\alpha_{2}}{\pi_{rr}}} \left(1 - \frac{\alpha_{2}}{1 + \frac{\alpha_{2}}{\pi_{rr}}}\right)
\]

\[
= 1 - \exp\left(\frac{-\pi_{sd}}{P}\right) - \alpha_{2} \exp\left(-\frac{\pi_{sd}}{P}\right) A(P),
\]

where \(\alpha_{2} = \frac{1}{1 + \frac{\alpha_{2}}{\pi_{rr}}}\).

It can be easily shown that \(A(P)\) is always positive since the numerator and denominator change their sign simultaneously around the point \(\pi_{sd} = \pi_{rd}\). Also, \(0 < \alpha_{2} \leq 1\), with \(\alpha_{2} = 1\) only if \(\pi_{rr} = 0\), i.e., no self-interference at the full-duplex relay. It can be noticed that \(1 - \exp\left(-\frac{\pi_{sd}}{P}\right)\) and \(A(P)\) vanish as \(P\) increases for nonzero direct link gain regardless of \(\alpha_{2}\), leading to a vanishing \(P_{SDF}\) as \(P \to \infty\). Thus, it is guaranteed that SDF has a nonzero diversity order, which gets around the error floor phenomenon in MHDF even in the presence of self-interference. Now, we quantify the exact diversity order of the SDF scheme. As \(P\) increases, we can well-approximate \(1 - \exp\left(-\frac{\pi_{sd}}{P}\right)\) as \(\frac{\pi_{sd}}{P}\). Hence,

\[
D_{SDF} \approx \lim_{P \to \infty} - \frac{\log \left(1 - \exp\left(-\frac{\pi_{sd}}{P}\right)\right)}{\log \left(1 - \alpha_{2} \exp\left(-\frac{\pi_{sd}}{P}\right)\right)}
\]

where \(A(P) \approx \frac{\pi_{sd}}{1 - \frac{\alpha_{2}}{\pi_{sd}}} = \frac{\pi_{sd}}{P}\). Hence,

\[
D_{SDF} = 1 + \lim_{P \to \infty} - \frac{\log \left(1 - \alpha_{2} \exp\left(-\frac{\pi_{sd}}{P}\right)\right)}{\log \left(1 - \frac{\pi_{sd}}{P}\right)}.
\]

The second term in (65) can be obtained similar to the analysis for the MHDF scheme. Specifically, it is equal to zero when \(\alpha_{2} \neq 1\), and equal to 1 when \(\alpha_{2} = 1\), i.e., \(\pi_{rr} = 0\). Therefore,

\[
D_{SDF} = \begin{cases} 
1, & \text{if } 0 < \alpha_{2} < 1, \\
2, & \text{if } \alpha_{2} = 1.
\end{cases}
\]

It is thereby shown that the SDF scheme can at least maintain a unity diversity order even in the presence of a self-interference link with a gain that scales linearly with the relay power, while it can achieve a diversity of order 2 when the self-interference vanishes (or has a constant value that does not grow with the relay power). In general, if we assume that the RSI link scales sublinearly with the relay power as \(P^{\delta}\pi_{rr}\) instead of \(P\pi_{rr}\) with \(0 \leq \delta \leq 1\), it can be verified using the same previous procedure that the diversity order is equal to \(2 - \delta\). Hence, the diversity heavily depends on the quality of the adopted loopback isolation and cancellation techniques.
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