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Cooperative AF Relaying in Spectrum-Sharing Systems:
Performance Analysis under Average Interference Power

Constraints and Nakagami-𝑚 Fading
Minghua Xia and Sonia Aı̈ssa, Senior Member, IEEE

Abstract—Since the electromagnetic spectrum resource be-
comes more and more scarce, improving spectral efficiency is
extremely important for the sustainable development of wireless
communication systems and services. Integrating cooperative re-
laying techniques into spectrum-sharing cognitive radio systems
sheds new light on higher spectral efficiency. In this paper, we
analyze the end-to-end performance of cooperative amplify-and-
forward (AF) relaying in spectrum-sharing systems. In order to
achieve the optimal end-to-end performance, the transmit powers
of the secondary source and the relays are optimized with respect
to average interference power constraints at primary users and
Nakagami-𝑚 fading parameters of interference channels (for
mathematical tractability, the desired channels from secondary
source to relay and from relay to secondary destination are
assumed to be subject to Rayleigh fading). Also, both partial and
opportunistic relay-selection strategies are exploited to further
enhance system performance. Based on the exact distribution
functions of the end-to-end signal-to-noise ratio (SNR) obtained
herein, the outage probability, average symbol error probabil-
ity, diversity order, and ergodic capacity of the system under
study are analytically investigated. Our results show that system
performance is dominated by the resource constraints and it
improves slowly with increasing average SNR. Furthermore,
larger Nakagami-𝑚 fading parameter on interference channels
deteriorates system performance slightly. On the other hand,
when interference power constraints are stringent, opportunistic
relay selection can be exploited to improve system performance
significantly. All analytical results are corroborated by simulation
results and they are shown to be efficient tools for exact evaluation
of system performance.

Index Terms—Cognitive radio spectrum sharing, cooperative
amplify-and-forward (AF) relaying, interference power con-
straints, performance analysis, relay selection.

I. INTRODUCTION

AS the applications of wireless communications continue
to spread and get more and more diverse, the indispens-

able electromagnetic spectrum resource becomes more and
more scarce and, thus, improving spectrum usage and trans-
mission efficiency is becoming an extremely important topic
both in academia and industry. Unlike exclusive utilization of
spectrum, spectrum-sharing cognitive radio benefits improving
spectral efficiency by sharing spectrum among different users
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and thus it is appealing in practice [1]. Specifically, from
the licensee’s point of view, primary users originally licensed
with spectrum resource can work together with secondary
users without explicitly assigned spectrum by sharing the
spectrum as long as the interference power from secondary
users remains below a tolerable threshold. In general, the
interference power threshold can be defined by means of the
peak interference power or average interference power or both
[2]. The peak interference power constraint is appropriate for
real-time traffic, and it requires the instantaneous channel gains
of interference channels (i.e., the channels from secondary
transmitter to primary receivers) to determine the transmit
power of secondary users, yielding high feedback overhead in
practical systems. On the other hand, the average interference-
power constraint is applicable to non-real time traffic where the
quality-of-service (QoS) depends on the average output signal-
to-noise ratio (SNR), and it results in less feedback overhead.

Since the transmit power of secondary users is strictly
limited in spectrum-sharing systems, cooperative relaying
techniques can be further exploited to extend wireless coverage
and enhance system performance. Generally, there are two
protocols to implement relaying: one is decode-and-forward
(DF) protocol and the other is amplify-and-forward (AF) pro-
tocol [3]. DF relay decodes the received signal, re-encodes and
forwards it to the destination. In other words, the consecutive
hops in DF relaying systems are separated by the decoding
operation and system performance is dominated by the worst
hop. On the other hand, AF relay amplifies the received
signal and forwards it to the destination such that each hop
contributes to system performance.

Integrating cooperative relaying techniques into spectrum-
sharing systems sheds new light on higher spectral efficiency.
With this regard, the maximum delay-constrained throughput
of cooperative DF relaying in spectrum-sharing systems is
studied in [4], [5]. The ergodic capacity and outage probability
of cooperative DF relaying in spectrum-sharing systems with
peak interference power constraint are evaluated in [6], [7],
respectively. The end-to-end performance of cooperative DF
relaying in spectrum-sharing systems is investigated in [8], [9].
A visible drawback of DF relay in spectrum-sharing systems
is that system performance is dominated by the worst hop
between source-relay and relay-destination hops. Therefore,
it is usually assumed that the DF relaying node is deployed
approximately in the middle between the secondary source
and its destination node [2], [7], which is not necessarily
the case in practice since the users in real systems are
generally randomly distributed in geography. Moreover, for
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the DF technique, when there are multiple relaying nodes,
only partial relay selection can be applied. That is, relay
selection can only be performed at either the source-relay hop
or the relay-destination hop. Clearly, the chosen “best” relay
at one hop cannot guarantee the quality of channel at the other
hop. Therefore, partial relay selection is suboptimal when the
end-to-end (i.e., from secondary source to its destination via
intermediate relay) performance is considered.

In this paper, we investigate the end-to-end performance
of cooperative AF relaying in spectrum-sharing systems. In
the system, secondary users and intermediate relays share the
spectrum originally licensed to primary users, and the transmit
powers of secondary source and relays are strictly limited by
the average tolerable interference powers at primary users.
In order to study the effect of interference channels on the
end-to-end performance, interference channels are assumed to
be subject to Nakagami-𝑚 fading, while Rayleigh fading is
extensively supposed in the literature [5], [9]. Therefore, the
transmit powers of secondary source and relays are optimized
with respect to the average interference power constraints
at primary users and the Nakagami-𝑚 fading parameters of
interference channels (for mathematical tractability, the desired
channels from secondary source to relay and from relay to
secondary destination are assumed to be subject to Rayleigh
fading). Moreover, two relay-selection strategies including
partial relay selection and opportunistic relay selection are
exploited to further enhance system performance. Based on
optimal transmit power allocation and relay selection, exact
expressions for the end-to-end SNR are explicitly derived.
Subsequently, system performance is investigated considering
important performance metrics, namely, outage probability,
average symbol error probability, diversity order, and ergodic
capacity. Our results show that system performance is dom-
inated by the average interference power constraints and it
improves slowly with increasing average SNR. Furthermore,
larger Nakagami-𝑚 fading parameter of interference channels
deteriorates system performance slightly. On the other hand,
when the average tolerable interference powers are stringent,
the opportunistic relay-selection strategy can be exploited to
improve system performance significantly.

The rest of this paper is organized as follows. Section II
details the system model. Section III discusses the criteria for
optimal power allocation and relay selection. The distribution
functions of the end-to-end SNR are derived in Section IV. The
performance analysis is conducted in Section V and, finally,
some concluding remarks are provided in Section VI.

II. SYSTEM MODEL

We consider a spectrum-sharing cooperative AF relaying
system as shown in Fig. 1, where two secondary users (SU1

and SU2) are located in the vicinity of two primary users
(PU1 and PU2), respectively. The secondary source SU1

sends data to the destination SU2 with the help of multiple
intermediate relaying nodes (R1, R2, ⋅ ⋅ ⋅ , R𝑁 ). The transmit
powers of SU1 and the relays are strictly limited by the average
tolerable interference powers at PU1 and PU2, respectively.
This model can be extensively applied in cellular systems

PU1 

PU2 

R1 

R2 

RN

h0 

f1 

h1 

fN 

f2 g2 

g1 

gN SU1 
SU2 

h2 

hN 

Fig. 1. System model of spectrum-sharing cooperative relaying with 𝑁 AF
relays, where the red arrow lines refer to the interference channels and the
black arrow lines stand for the desired channels.

where the base stations at two adjacent cells constitute the
access points of primary users, and secondary users in each
cell attempt to use the spectrum resources originally licensed
to primary users in an opportunistic way through the help
of other secondary nodes serving as relays in a cooperative
fashion. For convenience, the base stations are also referred
to as primary users. In future cellular systems, the secondary
users cannot only communicate with other secondary users in
the same cell but also those in adjacent cells with the help of
some secondary users serving as relays. Moreover, all nodes
in the system shown in Fig. 1 are equipped with single half-
duplex antennas.

Unlike conventional cooperative relaying systems where the
transmit power of any transmitter is generally limited by its
own maximum output power, in spectrum-sharing cooperative
relaying systems, secondary users can communicate with each
other only when the interference power at primary users
remains below tolerable levels. Hence, the transmit powers
of SU1 and the relays are not only related to the desired
channels (SU1 − R𝑖 and R𝑖 − SU2, 𝑖 = 1, ⋅ ⋅ ⋅ , 𝑁 ) but
also to the interference channels (SU1 −PU1 and R𝑖 −PU2,
𝑖 = 1, ⋅ ⋅ ⋅ , 𝑁 ).

The desired channels and interference channels are sup-
posed to be independent with each other, and they are subject
to block fading and remain invariant during each data trans-
mission. The dual-hop data transmission from SU1 to SU2 are
assisted by 𝑁 AF relays, assuming that there is no direct link
between SU1 and SU2 because of deep fading. Furthermore,
the data transmission between SU1 and SU2 is performed
in two consecutive phases. During the first-hop phase, SU1

transmits signal 𝑥 with power 𝑃1 to all relays. Accordingly,
the received signal at the 𝑖th relay (R𝑖) is given by

𝑦𝑖 =
√
𝑃1 𝑓𝑖𝑥+ 𝑛𝑖, (1)

where 𝑓𝑖 denotes the complex channel coefficient between
SU1 and R𝑖, and 𝑛𝑖 is the additive white Gaussian noise
(AWGN) at relay R𝑖 with zero mean and variance 𝜎2

𝑖 . For
ease of notation and without loss of generality, it is assumed
throughout the rest of the paper that the AWGNs at all relays,
and at PU1, PU2, and SU2 have the same variance 𝜎2.

During the second-hop phase, the relay R𝑖 amplifies its
received signal with power gain 𝛽𝑖 and forwards it to the
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secondary user SU2. Accordingly, the received signal at SU2

is given by

𝑦 =
√
𝑃2 𝑔𝑖𝛽𝑖

(√
𝑃1𝑓𝑖𝑥+ 𝑛𝑖

)
+ 𝑛, (2)

where 𝑃2 denotes the transmit power at node R𝑖, 𝑔𝑖 is the
complex channel coefficient between R𝑖 and SU2, and 𝑛 stands
for the AWGN at SU2 with zero mean and variance 𝜎2. For
mathematical tractability, the relay gain is set to 𝛽𝑖 =

1√
𝑃1 𝑓𝑖

[10], and substituting it into (2) yields

𝑦 =
√
𝑃2 𝑔𝑖𝑥+

√
𝑃2 𝑔𝑖√
𝑃1 𝑓𝑖

𝑛𝑖 + 𝑛. (3)

Consequently, the end-to-end SNR from SU1 to SU2 via the
relay R𝑖 is given by

𝛾𝑖 =
𝑃2∣𝑔𝑖∣2

𝑃2∣𝑔𝑖∣2
𝑃1∣𝑓𝑖∣2𝜎

2 + 𝜎2
=

𝛾1𝑖𝛾2𝑖
𝛾1𝑖 + 𝛾2𝑖

, (4)

where the symbol ∣𝑥∣ stands for the amplitude of 𝑥, and where
𝛾1𝑖 ≜ 𝑃1

𝜎2 ∣𝑓𝑖∣2 and 𝛾2𝑖 ≜ 𝑃2

𝜎2 ∣𝑔𝑖∣2 denote the SNRs at the first
hop (SU1−R𝑖) and at the second hop (R𝑖−SU2), respectively.

III. CRITERIA FOR POWER ALLOCATION AND RELAY
SELECTION

In this section, the criteria for optimal transmit power
allocation (at either the secondary source SU1 or the relaying
node R𝑖) and relay selection are established.

A. Criteria for Power Allocation

Assume that the average tolerable interference power at
PU1 is 𝑊1. In order to achieve the channel capacity 𝐶1 at
the SU1 − R𝑖 link, the optimal transmit power 𝑃1 at SU1 is
determined as the solution to the optimization problem:

𝐶1 = max
𝑃1≥0

ℰ𝑃1, 𝑓𝑖

{
log2

(
1 +

𝑃1∣𝑓𝑖∣2
𝜎2

)}
(5a)

s.t. ℰ𝑃1, ℎ0

{
𝑃1∣ℎ0∣2

} ≤ 𝑊1. (5b)

where the operator ℰ{ . } denotes the mathematical expec-
tation, ℎ0 stands for the complex channel coefficient of the
interference channel from SU1 to PU1. Clearly, the transmit
power 𝑃1 at SU1 is a function of 𝑓𝑖, ℎ0, 𝑊1, and 𝜎2.

Applying the Lagrangian optimization technique, it is
straightforward to show that the optimal transmit power at
SU1 for the relay R𝑖 is given by

𝑃1 =

[
𝜆1

∣ℎ0∣2 − 𝜎2

∣𝑓𝑖∣2
]+

, (5c)

where the operator [𝑥]+ ≜ max(0, 𝑥) and the parameter 𝜆1

is determined by the average interference power constraint
satisfying the equality in (5b), such that

ℰℎ0, 𝑓𝑖

{[
𝜆1 − ∣ℎ0∣2

∣𝑓𝑖∣2 𝜎
2

]+}
= 𝑊1. (5d)

Notice that the optimal power allocation in (5c) behaves like
the well-known water-filling power allocation algorithm con-
strained by the maximum transmit power [11]. The parameter

𝜆1 corresponds to the so-called water-level and it varies from
one fading block to another. The operator [𝑥]+ implies that the
transmit power 𝑃1 is zero if the strength of the desired channel
∣𝑓𝑖∣2 ≤ ∣ℎ0∣2

𝜆1
𝜎2, i.e., no data will be transmitted in this case.

In other words, only when ∣𝑓𝑖∣2 > ∣ℎ0∣2
𝜆1

𝜎2 can SU1 transmit
to all relays, where the lower bound of ∣𝑓𝑖∣2 is proportional
to the strength of the interference channel ∣ℎ0∣2 and inversely
proportional to the power allocation parameter 𝜆1.

During the second-hop phase, the relay R𝑖 that is chosen
out of the 𝑁 relays forwards the received signal with optimal
power 𝑃2 (the relay-selection criteria will be discussed in the
next subsection), such that it achieves the channel capacity at
the R𝑖 − SU2 link while constrained by the average tolerable
interference power 𝑊2 at the primary user PU2. That is, 𝑃2

satisfies the optimization problem:

𝐶2 = max
𝑃2≥0

ℰ𝑃2, 𝑔𝑖

{
log2

(
1 +

𝑃2∣𝑔𝑖∣2
𝜎2

)}
(6a)

s.t. ℰ𝑃2, ℎ𝑖

{
𝑃2∣ℎ𝑖∣2

} ≤ 𝑊2, (6b)

where ℎ𝑖 denotes the complex channel coefficient of the
interference channel from R𝑖 to PU2.

Using a similar approach as in the fist-hop phase, 𝑃2 is
found to be given by

𝑃2 =

[
𝜆2

∣ℎ𝑖∣2 − 𝜎2

∣𝑔𝑖∣2
]+

, (6c)

where the parameter 𝜆2 is determined by

ℰℎ𝑖, 𝑔𝑖

{[
𝜆2 − ∣ℎ𝑖∣2

∣𝑔𝑖∣2 𝜎
2

]+}
= 𝑊2. (6d)

B. Criteria for Relay Selection

When there are multiple relaying nodes available to assist
the communication process between secondary source and
destination (i.e., the number of relays 𝑁 > 1), the relays need
to transmit on orthogonal channels so as to avoid interference
with each other. Furthermore, multi-relay transmission incurs
severe interference at the primary user PU2. Therefore, the
technique of relay selection is promising in practical systems
to leverage multi-user diversity gain. That is, the “best” relay is
chosen to cooperate between SU1 and SU2 while the other re-
lays keep silent. In general, there are two main relay-selection
strategies [12], [13]. One is partial relay selection, which is
based on the single-hop SNRs. The other is opportunistic
relay selection, which is based on the end-to-end SNRs. For
more details on implementation issues of relay selection, the
interested reader is referred to [12].

1) Partial Relay Selection: Partial relay selection consists
in choosing the relay that achieves the maximum SNR either
at the first hop or at the second hop. Since the end-to-end
SNR is given by 𝛾𝑖 =

𝛾1𝑖𝛾2𝑖

𝛾1𝑖+ 𝛾2𝑖
as shown in (4), the effects of

the first-hop SNR 𝛾1𝑖 and the second-hop SNR 𝛾2𝑖 on 𝛾𝑖 are
symmetric. Therefore, taking the relay selection at the first hop
as an instance, the index �̂� of the chosen relay is determined
by

�̂� = arg max
𝑖=1, ⋅⋅⋅ , 𝑁

{𝛾1𝑖}. (7)
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2) Opportunistic Relay Selection: In this technique, the
relay achieving the highest end-to-end SNR from SU1 to SU2

is chosen. Therefore, the index �̂� of the chosen relay is given
by

�̂� = arg max
𝑖=1, ⋅⋅⋅ , 𝑁

{𝛾𝑖}. (8)

Clearly, opportunistic relay selection outperforms partial
relay selection in terms of the end-to-end performance because
selecting a relay based on a single hop cannot guarantee
the quality of channel at the other hop. More performance
comparisons between these two relay-selection strategies will
be illustrated in Section V-A, and their fundamental difference
on diversity order will be analyzed in Section V-C.

IV. END-TO-END SNR ANALYSIS

In this section, we analyze the end-to-end SNR from the
source SU1 to its destination SU2 via the relay R𝑖, with the
average interference power constrained by 𝑊1 at PU1 and by
𝑊2 at PU2. The parameters 𝜆1 in (5d) and 𝜆2 in (6d) for
optimal transmit power allocation are first established and,
then, the distribution functions of the end-to-end SNR are
derived.

Apart from the average interference power constraints at
primary users, we study the effect of interference channels
on the end-to-end performance of data transmission between
secondary users. To this end, it is assumed that the interference
channels SU1−PU1 with complex channel coefficient ℎ0 and
R𝑖−PU2 with channel coefficient ℎ𝑖 are subject to Nakagami-
𝑚 fading with fading parameters 𝑚0 and 𝑚𝑖, respectively. The
desired channels SU1 − R𝑖 with channel coefficient 𝑓𝑖 and
R𝑖−SU2 with channel coefficient 𝑔𝑖 are assumed to experience
Rayleigh fading.

A. Power Allocation

According to (5d), in order to determine the optimal power
allocation parameter 𝜆1 at the first hop, we derive the probabil-
ity density function (PDF) of 𝑉1𝑖 ≜ ∣ℎ0∣2

∣𝑓𝑖∣2 . Since ℎ0 is subject
to Nakagami fading with parameter 𝑚0, the PDF of ∣ℎ0∣2 is
given by

𝑓∣ℎ0∣2(𝑥) =
𝑚𝑚0

0

Γ(𝑚0)𝛾𝑚0
𝑥𝑚0−1 exp

(
−𝑚0

𝛾
𝑥

)
, (9)

where Γ( . ) is the Gamma function and 𝛾 ≜ ℰ{∣ℎ0∣2}𝐸𝑆

𝜎2 .
Without loss of generality, assuming ℰ{∣ℎ0∣2} = 1 yields 𝛾 =
𝐸𝑆

𝜎2 which denotes the average SNR at SU1 − PU1 link. On
the other hand, the channel SU1 − R𝑖 with complex channel
coefficient 𝑓𝑖 is supposed to be Rayleigh fading with the same
average SNR 𝛾. Accordingly, the PDF of ∣𝑓𝑖∣2 is given by

𝑓∣𝑓𝑖∣2(𝑦) =
1

𝛾
exp

(
−𝑦

𝛾

)
. (10)

Conditioning on ∣𝑓𝑖∣2, the PDF of 𝑉1𝑖 can be given by

𝑓𝑉1𝑖(𝑥) =

∫ ∞

0

𝑓𝑉1𝑖∣∣𝑓𝑖∣2 (𝑥∣𝑦)𝑓∣𝑓𝑖∣2(𝑦) d𝑦

=
𝑚𝑚0

0

Γ(𝑚0)𝛾𝑚0+1
𝑥𝑚0−1

×
∫ ∞

0

𝑦𝑚0 exp

[
− 1

𝛾
(𝑚0𝑥+ 1) 𝑦

]
d𝑦

= 𝑥𝑚0−1

(
𝑥+

1

𝑚0

)−𝑚0−1

, (11)

where [14, Eq.(3.351.3)] was used to derive (11).
Then, substituting (11) into (5d), the power allocation

parameter 𝜆1 can be determined by (12) at the top of next
page, where we used [14, Eq.(3.194.1)] to derive (12), with
2𝐹1(𝑎, 𝑏; 𝑐, ;𝑥) being the Gaussian hypergeometric function
[14, Eq.(9.100)].

For the second hop, using a similar methodology as above,
we can show that the power allocation parameter 𝜆2 at the
relay R𝑖 is determined by (13) at the top of next page.

Although 𝜆1 and 𝜆2 cannot be expressed in closed-form,
they can be easily obtained via (12) and (13) in numerical way
since Gaussian hypergeometric function is a built-in function
in popular mathematical softwares, such as Mathematica. With
the resultant 𝜆1 and 𝜆2, the optimal transmit powers in (5c)
and (6c) are readily determined, respectively. Consequently,
we derive the distribution functions of the end-to-end SNR in
the next subsection.

B. End-to-end SNR Analysis

Substituting (5c) into the definition of 𝛾1𝑖 in (4), the SNR
pertaining to the first hop can be given by

𝛾1𝑖 =

[
𝜆1

𝜎2

∣𝑓𝑖∣2
∣ℎ0∣2 − 1

]+
=

[
𝜆1

𝜎2
𝑉 ′
1𝑖 − 1

]+
, (14)

where 𝑉 ′
1𝑖 ≜ ∣𝑓𝑖∣2

∣ℎ0∣2 = 1
𝑉1𝑖

. Similar to the derivation of (11),
the PDF of 𝑉 ′

1𝑖 can be expressed as

𝑓𝑉 ′
1𝑖
(𝑥) =

(
1 +

1

𝑚0
𝑥

)−𝑚0−1

. (15)

Substituting (15) into (14) and performing some algebraic
manipulations yields the PDF of 𝛾1𝑖, given by

𝑓𝛾
1𝑖
(𝛾) = 𝑚0𝑐1 (1 + 𝑐1𝛾)

−𝑚0−1
, 𝛾 ≥ 0 (16)

where 𝑐1 ≜ 𝜎2

𝑚0𝜆1
. Then, performing Laplace transform over

(16), we obtain the moment generation function (MGF) of 1
𝛾
1𝑖

:

𝑀 1
𝛾
1𝑖

(𝑠) = 𝑚0𝑐1

∫ ∞

0

exp

(
− 𝑠

𝛾

)
(1 + 𝑐1𝛾)

−𝑚0−1
d𝛾

= 𝑚0𝑐1

∫ ∞

0

𝛾𝑚0−1

(𝛾 + 𝑐1)
𝑚0+1 exp (−𝑠𝛾) d𝛾

= Γ(𝑚0 + 1)Ψ (𝑚0, 0; 𝑐1𝑠) , (17)

where we exploited [15, vol.1, Eq.(2.3.6.9)] to derive (17)
with Ψ(𝑎, 𝑏; 𝑥) being the Tricomi confluent hypergeometric
function [14, Eq.(9.210.2)]. The MGF of 1

𝛾
2𝑖

can be derived
in a similar way and it is given by:

𝑀 1
𝛾
2𝑖

(𝑠) = Γ(𝑚𝑖 + 1)Ψ (𝑚𝑖, 0; 𝑐2𝑠) , (18)

where 𝑐2 ≜ 𝜎2

𝑚𝑖𝜆2
.

With the MGFs of 1
𝛾
1𝑖

and 1
𝛾
2𝑖

derived, we finally obtain
the distribution functions of 𝛾𝑖, which are summarized in the
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𝑊1 =

∫ 𝜆1
𝛾𝜎2

0

(
𝜆1 − 𝑥𝜎2

)
𝑓𝑉1𝑖(𝑥) d𝑥

= 𝜆1

∫ 𝜆1
𝛾𝜎2

0

𝑥𝑚0−1

(
1

𝑚0
+ 𝑥

)−𝑚0−1

d𝑥− 𝜎2

∫ 𝜆1
𝛾𝜎2

0

𝑥𝑚0

(
1

𝑚0
+ 𝑥

)−𝑚0−1

d𝑥

= 𝜆1

(
𝑚0𝜆1

𝛾𝜎2

)𝑚0

2𝐹1

(
𝑚0 + 1, 𝑚0; 𝑚0 + 1; −𝑚0𝜆1

𝛾𝜎2

)
− 𝜎2

𝑚0 + 1

(
𝑚0𝜆1

𝛾𝜎2

)𝑚0+1

2𝐹1

(
𝑚0 + 1, 𝑚0 + 1; 𝑚0 + 2; −𝑚0𝜆1

𝛾𝜎2

)
(12)

𝑊2 = 𝜆2

(
𝑚𝑖𝜆2

𝛾𝜎2

)𝑚𝑖

2𝐹1

(
𝑚𝑖 + 1, 𝑚𝑖; 𝑚𝑖 + 1; −𝑚𝑖𝜆2

𝛾𝜎2

)
− 𝜎2

𝑚𝑖 + 1

(
𝑚𝑖𝜆2

𝛾𝜎2

)𝑚𝑖+1

2𝐹1

(
𝑚𝑖 + 1, 𝑚𝑖 + 1; 𝑚𝑖 + 2; −𝑚𝑖𝜆2

𝛾𝜎2

)
. (13)

following theorem.
Theorem 1: With constraints on average tolerable interfer-

ence power at primary users in spectrum-sharing cooperative
AF relaying systems, the CDF and PDF of the end-to-end SNR
between two secondary users with transmission assisted by a
relay are given by

𝐹𝛾𝑖(𝛾) = 1− 𝑐0 2𝐹1 (𝑚0, 𝑚𝑖; 𝑚0 +𝑚𝑖 + 1; 𝐾1(𝛾))

(1 + 𝑐1𝛾)
𝑚0 (1 + 𝑐2𝛾)

𝑚𝑖

(19a)
and

𝑓𝛾𝑖(𝛾) (19b)

=
𝑐0(𝑐1𝑚0 + 𝑐2𝑚𝑖) + 𝑐0𝑐1𝑐2(𝑚0 +𝑚𝑖)𝛾

(1 + 𝑐1𝛾)
𝑚0+1

(1 + 𝑐2𝛾)
𝑚𝑖+1

× 2𝐹1 (𝑚0, 𝑚𝑖; 𝑚0 +𝑚𝑖 + 1; 𝐾1(𝛾))

+
𝑐0𝑐1𝑐2𝑚0𝑚𝑖 𝛾 (2 + 𝑐1𝛾 + 𝑐2𝛾)

(𝑚0 +𝑚𝑖 + 1) (1 + 𝑐1𝛾)
𝑚0+2

(1 + 𝑐2𝛾)
𝑚𝑖+2

× 2𝐹1 (𝑚0 + 1, 𝑚𝑖 + 1; 𝑚0 +𝑚𝑖 + 2; 𝐾1(𝛾)) ,

respectively, where

𝑐0 ≜ Γ(𝑚0 + 1)Γ(𝑚𝑖 + 1)

Γ(𝑚0 +𝑚𝑖 + 1)
(19c)

and
𝐾1(𝛾) ≜

1 + 𝑐1𝛾 + 𝑐2𝛾

(1 + 𝑐1𝛾) (1 + 𝑐2𝛾)
. (19d)

Proof: Define 𝛾′ = 1
𝛾
1𝑖

+ 1
𝛾
2𝑖

, since 𝛾1𝑖 and 𝛾2𝑖 are
independent, the MGF of 𝛾′ is the product of the MGFs of
1

𝛾
1𝑖

and 1
𝛾
2𝑖

. Moreover, it is clear that 𝛾𝑖 =
𝛾
1𝑖

𝛾
2𝑖

𝛾
1𝑖

+ 𝛾
2𝑖

= 1
𝛾′ ,

then the CDF of 𝛾𝑖 can be expressed as

𝐹𝛾𝑖
(𝛾) = 1− 𝐹𝛾′

(
1

𝛾

)
= 1− ℒ−1

{
1

𝑠
𝑀 1

𝛾
1𝑖

(𝑠)𝑀 1
𝛾
2𝑖

(𝑠)

} ∣∣∣𝑠= 1
𝛾
, (20)

where the operator ℒ−1 {.} stands for the inverse Laplace
transform and 𝑓(𝑥) ∣𝑥=𝑎 means the value of 𝑓(𝑥) at 𝑥 =

𝑎. Substituting (17)-(18) into (20) and using [15, vol.5,
Eq.(3.34.6.3)] as well as performing some algebraic manip-
ulations, we obtain the CDF in (19a). Furthermore, by use of
the first-order derivative of Gaussian hypergeometric function
[15, vol.3, Eq.(7.2.1.10)], taking the derivative of 𝐹𝛾𝑖(𝛾) in
(19a) with respect to 𝛾 yields the PDF 𝑓𝛾𝑖

(𝛾) of the end-to-
end SNR, as shown in (19b).

Notice that, since 𝐾1(𝛾) < 1 holds true ∀ 𝛾 > 0, the Gaus-
sian series expansion of the Gaussian hypergeometric function
in (19a) and (19b) converges absolutely [14, Eq.(9.102)].
Therefore, the obtained CDF and PDF expressions can be
easily computed by popular mathematical softwares, such as
Matlab and Mathematica. Furthermore, when 𝛾 = 0, it is
straightforward that 𝐾1(𝛾) = 1. Subsequently, by use of [14,
Eq.(9.122.1)], we have 2𝐹1 (𝑚0, 𝑚𝑖; 𝑚0 +𝑚𝑖 + 1; 1) =
1
𝑐0

, and substituting it into (19a) yields 𝐹𝛾𝑖(𝛾)∣𝛾=0 = 0, as
expected.

When 𝑚0 = 𝑚𝑖 = 1, that is, interference channels are
subject to Rayleigh fading, the CDF and PDF of the end-to-
end SNR can be given in simple forms as summarized in the
following corollary.

Corollary 1: When 𝑚0 = 𝑚𝑖 = 1 and the interference
limits are identical (𝑊1 = 𝑊2), we have 𝑐1 = 𝑐2 ≜ 𝑐𝑖 and
𝑐0 = 1

2 . Accordingly, the CDF in (19a) and the PDF in (19b)
reduce to

𝐹𝛾𝑖(𝛾) = 1− 1

2
(1 + 𝑐𝑖𝛾)

−2
2𝐹1 (1, 1; 3; 𝐾2(𝛾)) (21a)

and

𝑓𝛾𝑖(𝛾) = 𝑐𝑖(1 + 𝑐𝑖𝛾)
−3

2𝐹1 (1, 1; 3; 𝐾2(𝛾)) (21b)

+
1

3
𝑐2𝑖 𝛾(1 + 𝑐𝑖𝛾)

−5
2𝐹1 (2, 2; 4; 𝐾2(𝛾)) ,

respectively, where

𝐾2(𝛾) ≜
1 + 2𝑐𝑖𝛾

(1 + 𝑐𝑖𝛾)2
. (21c)
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Fig. 2. Outage probability versus average SNR for different average tolerable
interference powers.

V. PERFORMANCE ANALYSIS

In this section, based on the obtained distribution func-
tions of the end-to-end SNR, the end-to-end performance of
spectrum-sharing cooperative AF relaying systems is investi-
gated in terms of outage probability, average symbol error rate,
diversity order, and ergodic capacity.

A. Outage Probability

As an important performance measure of wireless systems,
outage probability is defined as the probability that the instan-
taneous output SNR falls below a pre-defined threshold 𝛾th.
This SNR threshold guarantees the minimum QoS requirement
of secondary users. Mathematically, evaluating the CDF of
the end-to-end SNR in (19a) at 𝛾 = 𝛾th, we immediately
obtain the outage probability when there is only one relay
(i.e., 𝑖 = 𝑁 = 1). Thus, we have

𝑃 𝑠𝑖𝑛𝑔𝑙𝑒
outage(𝛾th) = Pr {𝛾end < 𝛾th} = 𝐹𝛾𝑖 (𝛾th) , (22)

where the superscript “𝑠𝑖𝑛𝑔𝑙𝑒” of 𝑃 𝑠𝑖𝑛𝑔𝑙𝑒
outage(𝛾th) stands for the

single-relay case.
On the other hand, when there are multiple relays (i.e.,

𝑁 > 1), if the opportunistic relay-selection strategy in (8) is
implemented, then according to the theory of order statistics,
the CDF of the received SNR is 𝐹𝑁

𝛾𝑖
(𝛾). Accordingly, the

outage probability is given by

𝑃𝑚𝑢𝑙𝑡𝑖
outage(𝛾th) = Pr {𝛾end < 𝛾th} = 𝐹𝑁

𝛾𝑖
(𝛾th) , (23)

where the superscript “𝑚𝑢𝑙𝑡𝑖” of 𝑃𝑚𝑢𝑙𝑡𝑖
outage(𝛾th) stands for the

multi-relay case.
Figure 2 shows the outage probability versus the average

SNR with different average interference power constraints.
In the simulations, the outage threshold is set to 0dB and
interference channels are subject to Rayleigh fading. In this
figure, the solid lines correspond to the cases with symmetric
interference power constraints, i.e., 𝑊1 = 𝑊2, and the dashed
line corresponds to the non-symmetric interference power
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Fig. 3. Outage probability versus average tolerable interference power at
primary users (𝑊1 = 𝑊2).

constraints, i.e., 𝑊1 ∕= 𝑊2. It is observed that, for a given
pair of interference power constraints (𝑊1, 𝑊2), outage
probability decreases very slowly with increasing average
SNR. On the other hand, when the total interference powers
is fixed, for example, 𝑊1 + 𝑊2 = 40dB, the case with
symmetric interference power constraints has lower outage
probability than the case with non-symmetric constraints. This
is because non-symmetric interference power constraints yield
non-symmetric SNRs at consecutive hops and the end-to-
end SNR is dominated by the worst SNR among two hops
according to (4). Furthermore, it is observed that the analytical
results of (22) coincide perfectly with the simulation results.

Figure 3 depicts the outage probability versus the aver-
age tolerable interference power at primary users with fixed
average SNR. In the simulations, the average interference
power constraints are symmetric, that is, 𝑊1 = 𝑊2. The
average SNR at each link is set to 15dB and the outage
threshold 𝛾th = 0, 5dB. For a given threshold value, it
is observed that outage probability decreases sharply with
increasing tolerable interference power at primary users, since
higher interference power limits allow higher transmit powers
at the secondary source/relays. Furthermore, outage probabil-
ity increases with outage threshold, as expected. On the other
hand, for a given interference power limit, it is seen that outage
probability varies very slightly with the fading parameters of
the interference channels. When interference power limit is
greater than 10dB, the scenario where interference channels
are subject to Rayleigh fading performs slightly better than the
scenario where interference channels are subject to Nakagami-
𝑚 fading, since larger channel fluctuations in Rayleigh case
leads to higher power-allocation gain [16].

Combining the observations in Fig. 2 and Fig. 3, we
conclude that, 1) outage probability is dominated by the aver-
age interference power constraints and improves slowly with
increasing average SNR; 2) symmetric interference power con-
straints lead to lower outage probability than non-symmetric
constraints; 3) larger Nakagami-𝑚 fading parameter on inter-
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Fig. 4. Comparison of different relay-selection strategies in terms of outage
probability (𝑚0 = 𝑚1 = 1, 𝑊1 = 𝑊2 = 10dB and 𝛾th = 5dB).

ference channels deteriorates the outage probability slightly.
Figure 4 illustrates the effect of the different relay-selection

strategies discussed in Section III-B. The left-hand side panel
corresponds to the partial relay selection while the right-
hand side panel addresses the opportunistic relay-selection
technique. From the left-hand side panel, it is observed that,
compared with the single-relay case, partial relay-selection
strategy improves outage probability a bit when there are
𝑁 = 2 relays. However, when there are more and more relays,
the outage probability improvement becomes marginal. This
is because 𝛾𝑖 =

𝛾
1𝑖

𝛾
2𝑖

𝛾
1𝑖

+ 𝛾
2𝑖

≈ 𝛾2𝑖 when 𝛾1𝑖 ≫ 𝛾2𝑖, that is,
the end-to-end SNR is dominated by the SNR of the worst
hop. On the other hand, the right-hand side panel of Fig. 4
illustrates that opportunistic relay-selection strategy always
improves the outage probability significantly when there more
and more relays are available for the cooperative transmission.
Furthermore, the analytical results of (23) coincide exactly
with the simulation results. In particular, we observe that
the outage probability of opportunistic relay selection with
only 𝑁 = 2 relays outperforms partial relay selection with
𝑁 = 4 relays. The fundamental reason why opportunistic
relay selection outperforms partial relay selection is its higher
diversity order, which will be analytically investigated in
Section V-C.

B. Average Symbol Error Probability

Average symbol error probability is one of the most com-
monly used performance measures of wireless communication
systems. Conventionally, average symbol error probability is
obtained by integrating the conditional symbol error proba-
bility 𝑃𝑠(𝛾) over the PDF 𝑓𝛾𝑖(𝛾) of the end-to-end SNR.
Mathematically, it is given by

𝑃𝑠 =

∫ ∞

0

𝑃𝑠(𝛾)𝑓𝛾𝑖(𝛾) d𝛾. (24)

Furthermore, using the integration-by-parts method, (24) can
be rewritten as

𝑃𝑠 = −
∫ ∞

0

𝑃 ′
𝑠(𝛾)𝐹𝛾𝑖(𝛾) d𝛾, (25)

where 𝑃 ′
𝑠(𝛾) denotes the first-order derivative of 𝑃𝑠(𝛾) with

respect to 𝛾.
For the extensively adopted quadrature phase shift keying

(QPSK) and quadrature amplitude modulation (QAM), the
conditional symbol error probability is in the general form
of

𝑃𝑠(𝛾) = 𝑎𝑄
(√

𝑏 𝛾
)
− 𝑐𝑄2

(√
𝑏 𝛾
)
, (26)

where 𝑎 = 2, 𝑏 = 1 and 𝑐 = 1 for QPSK, and 𝑎 = 4(
√
𝑀 −

1)/
√
𝑀 , 𝑏 = 3/(𝑀−1) and 𝑐 = 4(

√
𝑀−1)2/𝑀 for 𝑀 -QAM

[17, Eqs. (5.2-59 & 79)], and 𝑄(𝑥) denotes the Gaussian 𝑄-
function. Moreover, taking the first-order derivative of 𝑃𝑠(𝛾)
with respect to 𝛾 results in

𝑃 ′
𝑠(𝛾) =

√
𝑏

2𝜋

𝑒−
𝑏
2𝛾√
𝛾

[
−𝑎

2
+ 𝑐𝑄(

√
𝑏𝛾)
]
. (27)

Therefore, substituting the CDF in (19a) and the expression
in (27) into (25), the average symbol error probability of
spectrum-sharing cooperative AF relaying can be numerically
evaluated.

On the other hand, it is well-known that average symbol
error probability can be obtained by using the MGF of the
end-to-end SNR [18]. Herein, taking the 𝑀 -PSK constellation
for instance, the average symbol error probability is given by
[18, Eq.(8. 23)]:

𝑃𝑠 =
1

𝜋

∫ Θ

0

𝑀𝛾𝑖

(
𝑔PSK

sin2 𝜃

)
d𝜃, (28)

where the constants 𝑔PSK = sin2(𝜋/𝑀) and Θ = (𝑀 −
1)𝜋/𝑀 . Furthermore, a closed-form approximation of the av-
erage symbol error probability can be obtained by substituting
the MGF into the following expression [19, Eq.(10)]:

𝑃𝑠 ≈
(

Θ

2𝜋
− 1

6

)
𝑀𝛾𝑖(𝑔PSK) +

1

4
𝑀𝛾𝑖

(
4

3
𝑔PSK

)
+

(
Θ

2𝜋
− 1

4

)
𝑀𝛾𝑖

(
𝑔PSK

sin2 Θ

)
. (29)

In the following, we derive the MGF of the end-to-end SNR
of the system under study. We first give an integral expression
in general form and, then, we derive an analytical expres-
sion for the scenario where interference channels experience
Rayleigh fading.

Based on (17)-(18) and using [20, Eq.(7)], the MGF of the
end-to-end SNR can be given by

M𝛾𝑖
(𝑠) = 1− 2Γ(𝑚0 + 1)Γ(𝑚𝑖 + 1)

√
𝑠

×
∫ ∞

0

𝐽1
(
2𝛽

√
𝑠
)
Ψ
(
𝑚0, 0; 𝑐1𝛽

2
)

×Ψ
(
𝑚𝑖, 0; 𝑐2𝛽

2
)
d𝛽, (30)

where 𝐽1(𝑥) is the first-order Bessel function of the first kind
[14, Eq.(8.402)]. Although a closed-form expression for (30)
cannot be obtained, the Bessel function (𝐽1) and Tricomi con-



IEEE TRANSACTIONS ON COMMUNICATIONS, ACCEPTED FOR PUBLICATION 8

fluent hypergeometric function (Ψ) involved in the integrand of
(30) are built-in functions in popular mathematical softwares,
such as Mathematica, and thus (30) can be efficiently and
easily evaluated in numerical way. Furthermore, when the
interference channels are subject to Rayleigh fading, based
on the CDF of the end-to-end SNR in (21a), an analytical
expression for the MGF can be obtained as follows.

According to the definition of the MGF of the end-to-end
SNR, we have

𝑀𝛾𝑖
(𝑠) =

∫ ∞

0

𝑒−𝑠𝛾𝑓𝛾𝑖
(𝛾) d𝛾

= 𝑠

∫ ∞

0

𝑒−𝑠𝛾𝐹𝛾𝑖(𝛾) d𝛾, (31)

where integration-by-parts was used to derive the last equality
in (31).

Then, substituting (21a) into (31) yields (32) at the top
of next page, where we used the Gauss series expansion of
Gaussian hypergeometric function [14, Eq.(9.100)] to derive
(32). Notice that 1+2𝑐𝑖𝛾

(1+𝑐𝑖𝛾)
2 < 1 holds for any 𝛾 > 0, thus this

Gauss series expansion converges absolutely [14, Eq.(9.102)].
Furthermore, since 𝑒−𝑠𝛾

(1+𝑐𝑖𝛾)
2 < 1 holds true ∀ 𝛾 > 0, by use

of the comparison test, the infinite series in (32) converges
absolutely. This absolute convergence allows to interchange
the integration operator with the summation operator and,
after performing some algebraic manipulations, (32) can be
rewritten as:

𝑀𝛾𝑖(𝑠) = 1− 𝑠
∞∑
𝑘=0

1

(𝑘 + 1)(𝑘 + 2)

×
∫ ∞

0

(1 + 2𝑐𝑖𝛾)
𝑘

(1 + 𝑐𝑖𝛾)
2(𝑘+1)

𝑒−𝑠𝛾 d𝛾. (33)

Applying the binomial theorem in the numerator of the inte-
grand of (33) and performing some algebraic manipulations,
we get (34) at the top of next page, where we used [15,
vol.1, Eq.(2.3.6.9)] to derive (34). Finally, substituting (30)
or (34) into (29), the average symbol error probability can be
readily obtained.

The efficiency of above derivations is now demonstrated.
Figure 5 depicts the average symbol error probability ver-
sus the average SNR, assuming QPSK constellation and
𝑚0 = 𝑚1 = 1 in the simulations. The left-hand side panel
corresponds to the single-relay case, where we observe that
the analytical results of (29) match very well the simulation
results. Furthermore, for a given interference power limit,
the average symbol error probability decreases slowly with
increasing average SNR, while for a given average SNR,
the average symbol error probability decreases rapidly with
increasing interference power limit.

On the other hand, the right-hand side panel of Fig. 5 illus-
trates the effect of opportunistic relay selection. It is seen that
the average symbol error probability decreases significantly
with increasing number of relays, as expected. Moreover,
comparing both panels of Fig. 5, we observe that, when there
are 𝑁 = 3 relays, the outage probability when opportunistic
relay selection is implemented and 𝑊1 = 𝑊2 = 10dB
outperforms the single-relay case with 𝑊1 = 𝑊2 = 20dB.
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Fig. 5. Average symbol error probability versus average SNR with QPSK
constellation, where interference channels are subject to Rayleigh fading.

In other words, when the interference power constraints are
stringent, opportunistic relay selection can be exploited to
improve the system performance significantly.

C. Diversity Order

In this subsection, we derive the diversity order of the
system under study. Diversity order is an important parameter
indicating the error probability at high SNR. According to [21,
Prop. 1], if the limit of the PDF of the end-to-end SNR can
be expressed as:

lim
𝛾→0

𝑓𝛾𝑖(𝛾) = 𝑎𝛾𝑡 + o
(
𝛾𝑡+𝜖

)
, (35a)

where 𝑎, 𝜖 > 0 and o( . ) denotes the Landau notation, then
the diversity order 𝐺𝑑 is given by

𝐺𝑑 = 𝑡+ 1. (35b)

In view of 𝐾1(𝛾) in (19d), it is straightforward that
lim𝛾→0 𝐾1(𝛾) = 1. Moreover, using the series expansion of
Gaussian hypergeometric function and the Gauss’s theorem
[14, Eq.(9.122.1)], we obtain

lim
𝛾→0

2𝐹1 (𝑚0, 𝑚𝑖; 𝑚0 +𝑚𝑖 + 1; 𝐾1(𝛾))

= lim
𝛾→0

∞∑
𝑖=0

(𝑚0)𝑖 (𝑚𝑖)𝑖
𝑖! (𝑚0 +𝑚𝑖 + 1)𝑖

[𝐾1(𝛾)]
𝑖

=
Γ(𝑚0 +𝑚𝑖 + 1)

Γ(𝑚0 + 1)Γ(𝑚𝑖 + 1)
. (36)

Then, substituting (36) into (19b), we obtain the limit of 𝑓𝛾𝑖(𝛾)
as 𝛾 → 0, given by

lim
𝛾→0

𝑓𝛾𝑖(𝛾) = 𝑐1𝑚0 + 𝑐2𝑚𝑖. (37)

Finally, applying (35a)-(35b) to (37), the diversity order 𝐺𝑑

of spectrum-sharing system with single AF relay is given by

𝐺𝑑 = 1. (38)
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𝑀𝛾𝑖(𝑠) = 𝑠

∫ ∞

0

𝑒−𝑠𝛾

[
1− 1

2
(1 + 𝑐𝑖𝛾)

−2
2𝐹1

(
1, 1; 3;

1 + 2𝑐𝑖𝛾

(1 + 𝑐𝑖𝛾)
2

)]
d𝛾

= 1− 𝑠

2

∫ ∞

0

𝑒−𝑠𝛾

(1 + 𝑐𝑖𝛾)
2 2𝐹1

(
1, 1; 3;

1 + 2𝑐𝑖𝛾

(1 + 𝑐𝑖𝛾)
2

)
d𝛾

= 1− 𝑠

2

∫ ∞

0

∞∑
𝑘=0

𝑒−𝑠𝛾

(1 + 𝑐𝑖𝛾)
2

2(1 + 2𝑐𝑖𝛾)
𝑘

(𝑘 + 1)(𝑘 + 2) (1 + 𝑐𝑖𝛾)
2𝑘

d𝛾, (32)

𝑀𝛾𝑖(𝑠) = 1− 𝑠
∞∑
𝑘=0

1

(𝑘 + 1)(𝑘 + 2)

𝑘∑
𝑛=0

(
𝑘

𝑛

)
2𝑛𝑐

𝑛−2(𝑘+1)
𝑖

∫ ∞

0

𝛾𝑛(
𝛾 + 1

𝑐𝑖

)2(𝑘+1)
𝑒−𝑠𝛾 d𝛾

= 1− 𝑠

𝑐𝑖

∞∑
𝑘=0

1

(𝑘 + 1)(𝑘 + 2)

𝑘∑
𝑛=0

(
𝑘

𝑛

)
2𝑛 Γ(𝑛+ 1)Ψ

(
𝑛+ 1, 𝑛− 2𝑘;

𝑠

𝑐𝑖

)
, (34)

When there are 𝑁 > 1 relays and opportunistic relay-
selection strategy is implemented, it is clear that the diversity
order is 𝑁 since the outage probability is decreased from
𝐹𝛾𝑖(𝛾th) in the single-relay case to 𝐹𝑁

𝛾𝑖
(𝛾th). The results for

the diversity order being unity in the single-relay case and
𝑁 in the multi-relay case with opportunistic relay selection
agree with the slopes of the outage probability curves shown
in Fig. 2 and the right-hand panel of Fig. 4, respectively.

Notice that, although the slope of the plots of average sym-
bol error probability versus average SNR on a log-log scale
in high SNR region is usually exploited to define the diversity
order, the slope of the curves of outage probability versus
average SNR is also used to define the diversity order [22],
[23]. Essentially, outage probability is equivalent to average
symbol error probability when transmitted codewords are long
enough to span multiple fading blocks [24]. This equivalence
coincides with the observations that the corresponding curves
have the same slopes, by comparing Fig. 2 with the left-
hand panel of Fig. 5 (corresponding to the single-relay case)
or by comparing the right-hand panels of Fig. 4 and Fig. 5
(corresponding to the multi-relay case with opportunistic relay
selection).

On the other hand, for the partial relay selection, it has
recently been proved that the diversity order is always unity
no matter how many relays there are [25]. This is in agree-
ment with the observations in the left-hand panel of Fig. 4.
Therefore, based on their different diversity gains, we conclude
that, when there are multiple relays available to assist the
communication process between the secondary source and its
destination, opportunistic relay selection is much preferable to
partial relay selection.

D. Ergodic Capacity

Ergodic capacity is defined as the statistical mean of the
instantaneous mutual information between the source and the
destination, in the unit of bit/s/Hz. Mathematically,

𝐶erg =
1

2

∫ ∞

0

log2(1 + 𝛾)𝑓𝛾𝑖(𝛾) d𝛾, (39)

where the factor 1/2 is introduced by the fact that two
transmission phases are involved in the system under study.
Using the integration-by-parts method, (39) can be rewritten
as (40a)-(40c) at the top of next page, where in (40a) the
operator {𝑓(𝑥)}𝑏𝑎 ≜ 𝑓(𝑏) − 𝑓(𝑎), and the CDF in (19a) was
substituted into (40b) to arrive at (40c).

When there are 𝑁 relays and opportunistic relay-selection
strategy is implemented, then based on the theory of order
statistics, it is clear that the CDF of the maximum end-to-
end SNR is 𝐹𝑁

𝛾𝑖
(𝛾). Substituting the above CDF into (40b)

and applying binomial theorem yield (41a)-(41b) at the top of
next page.

Although closed-form expressions for (40c) and (41b) can-
not be obtained, they can be easily evaluated in numerical
way since their integrands involve only elementary functions
and Gaussian hypergeometric function which is a built-in
function in popular mathematical softwares. Furthermore, it
is confirmed that (41b) reduces to (40c) when 𝑁 = 1. When
𝑁 > 1, (41b) implies that 𝐶𝑚𝑢𝑙𝑡𝑖

erg < 𝑁𝐶𝑠𝑖𝑛𝑔𝑙𝑒
erg since the sum

of finite series on its right-hand side is negative.
Equation (41b) implies that a larger number of relays results

in a higher ergodic capacity, but more relays means larger
amount of feedback overhead. Therefore, there is a tradeoff
between capacity and feedback overhead. In order to evaluate
the efficiency of each additional relay when relay selection is
applied, we define the efficiency of each additional relay as
the average improvement of ergodic capacity with respect to
that of the single-relay case. Mathematically, it is defined as:

𝜂 =
𝐶𝑚𝑢𝑙𝑡𝑖

erg − 𝐶𝑠𝑖𝑛𝑔𝑙𝑒
erg

(𝑁 − 1)𝐶𝑠𝑖𝑛𝑔𝑙𝑒
erg

, (42)

which will be illustrated later in Fig. 8.
Here it is worth mentioning that a unified MGF-based

approach for computing the ergodic capacity over generalized
fading channels was recently developed in [26, Eq.(7)]. Un-
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𝐶𝑠𝑖𝑛𝑔𝑙𝑒
erg =

1

2
{log2(1 + 𝛾) [𝐹𝛾𝑖(𝛾)− 1]}∞0 − 1

2 ln 2

∫ ∞

0

1

1 + 𝛾
[𝐹𝛾𝑖(𝛾)− 1] d𝛾 (40a)

=
1

2 ln 2

∫ ∞

0

1

1 + 𝛾
[1− 𝐹𝛾𝑖(𝛾)] d𝛾 (40b)

=
𝑐0

2 ln 2

∫ ∞

0

2𝐹1 (𝑚0, 𝑚𝑖; 𝑚0 +𝑚𝑖 + 1; 𝐾1(𝛾))

(1 + 𝛾) (1 + 𝑐1𝛾)
𝑚0 (1 + 𝑐2𝛾)

𝑚𝑖
d𝛾, (40c)

𝐶𝑚𝑢𝑙𝑡𝑖
erg =

1

2 ln 2

∫ ∞

0

1

1 + 𝛾

[
1− 𝐹𝑁

𝛾𝑖
(𝛾)
]
d𝛾 (41a)

=
1

2 ln 2

𝑁∑
𝑛=1

(
𝑁

𝑛

)
(−1)𝑛+1𝑐𝑛0

∫ ∞

0

2𝐹1
𝑛 (𝑚0, 𝑚𝑖; 𝑚0 +𝑚𝑖 + 1; 𝐾1(𝛾))

(1 + 𝛾) (1 + 𝑐1𝛾)
𝑛𝑚0 (1 + 𝑐2𝛾)

𝑛𝑚𝑖
d𝛾

= 𝑁𝐶𝑠𝑖𝑛𝑔𝑙𝑒
erg +

1

2 ln 2

𝑁∑
𝑛=2

(
𝑁

𝑛

)
(−1)𝑛+1𝑐𝑛0

∫ ∞

0

2𝐹1
𝑛 (𝑚0, 𝑚𝑖; 𝑚0 +𝑚𝑖 + 1; 𝐾1(𝛾))

(1 + 𝛾) (1 + 𝑐1𝛾)
𝑛𝑚0 (1 + 𝑐2𝛾)

𝑛𝑚𝑖
d𝛾. (41b)

fortunately, the unified approach cannot be applied here, due
to the complicated structure of the MGFs in (30) and (34),
and it is expected that no closed-form capacity expression can
be derived in terms of common special functions.

Figure 6 shows the ergodic capacity versus the average
tolerable interference power with different fading parameters
of interference channels. In the simulations, a single relay
is considered, the average SNR is set to 15dB, and the
average tolerable interference powers at primary users are
supposed to be equal (𝑊1 = 𝑊2). It is observed that, for a
given interference power limit, the scenario where interference
channels are subject to Rayleigh fading yields higher ergodic
capacity than that of the scenario with Nakagami-𝑚 fading,
since larger channel fluctuations in the Rayleigh case leads to
higher power-allocation gain [16]. Also, simulation results are
in perfect match with the numerical results generated using
(40c).

Figure 7 illustrates the ergodic capacity versus the average
SNR with fixed interference power constraint. The left-hand
side panel corresponds to the single-relay case. It is observed
that, for a given interference power limit, the scenario where
interference channels experience Rayleigh fading achieves
higher ergodic capacity compared to scenarios with Nakagami-
𝑚 fading. Furthermore, less strict interference power con-
straint implies higher transmit power, thus improving the
ergodic capacity. On the other hand, the right-hand side panel
of Fig. 7 shows the effect of opportunistic relay selection.
It is seen that the ergodic capacity improves significantly
with increasing number of relays, but the improvement of
ergodic capacity from each additional relay becomes smaller
and smaller.

Figure 8 shows the efficiency of each additional relay
defined in (42). It is observed that this efficiency decreases
with increasing number of relays. Furthermore, the efficiency
of each additional relay is higher at low SNR than that at
high SNR. Clearly, larger number of relays will lead to higher
feedback overhead between the secondary destination and
source nodes. Therefore, when the feedback overhead and the
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Fig. 6. Ergodic capacity versus average tolerable interference power in the
single-relay case.

efficiency of each additional relay are both of concern, the
scenario with two intermediate relays and opportunistic relay
selection is strongly recommended in practice.

VI. CONCLUSION

In this paper, the end-to-end performance of cooperative AF
relaying in spectrum-sharing systems was studied. In order to
obtain the optimal system performance, the transmit powers of
secondary source and relays are optimized with respect to the
average tolerable interference powers at primary users and the
Nakagami-𝑚 fading parameter of the interference channels.
Furthermore, the effect of partial and opportunistic relay-
selection strategies on system performance were investigated.
Our results show that system performance is dominated by the
average tolerable interference powers, and it improves slowly
with increasing average SNR and deteriorates slightly with
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larger values of the Nakagami-𝑚 fading parameters pertain-
ing to the interference channels. When the average tolerable
interference powers are low, the scheme with opportunistic
relay selection among two intermediate relays is recommended
to improve system performance significantly without heavily
increasing the feedback overhead.
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