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Abstract—In this paper, we investigate the problem of bilinear control of a solar collector plant using the available boundary and solar irradiance measurements. The solar collector is described by a first-order 1D hyperbolic partial differential equation where the pump volumetric flow rate acts as the plant control input. By combining a boundary state observer and an internal energy-based control law, a nonlinear observer based feedback controller is proposed. With a feed-forward control term, the effect of the solar radiation is cancelled. Using the Lyapunov approach we prove that the proposed control guarantees the global exponential stability of both the plant and the tracking error. Simulation results are provided to illustrate the performance of the proposed method.

I. INTRODUCTION

A solar collector is a spatially distributed engineering system which aims at collecting and generating energy from solar radiation. With the constant world increasing demand on energy and the urgent need of new environment-friendly energy resources, solar collector plants offer a clean and inexhaustible energy technology. Thanks to their long-term benefits, they are able to replace fossil fuels and enhance sustainability by exploiting the radiant light and heat of the sun. A solar parabolic through consists of a parabolic surface which focuses the solar radiation entering its plane of symmetry onto the focal line where a receiver tube is placed. In this tube a fluid (oil in general) absorbs this concentrated heat while it is transported. The heat-absorbing fluid (oil) is then piped to a heat engine to feed a power generating system, a desalination plant or to an oil-cooling system [1].

Using the energy balance principle, the solar collector is generally described by a pure heat transport equation where only the advection phenomenon occurs. The pump volumetric flow rate is the control input, the outlet temperature and the solar irradiance are the available measurements ([2] and references therein). The last years have noticed extensive studies on control strategies devoted to solar collectors. A survey on automatic control of the solar collector outlet temperature can be found in [1], where various control techniques ranging from simple PID controllers to more advanced strategies such as fuzzy logic, neural network and hierarchical controllers were proposed. However, all these methods were based on a discrete model of the solar collector neglecting its distributed nature. It has been pointed out in [3] that unlike parabolic PDEs, almost all the eigenmodes of the spatial differential operator of a hyperbolic PDE carry nearly the same amount of energy. Consequently, there is no gap between the fast modes (transient behavior) and the slow modes (main dynamics). This implies that an infinite number of modes is required to describe the PDE dynamics. Furthermore, in [4], it was reported that especially for hyperbolic PDEs, the approximate dynamics are very sensitive to the nature of the discretization scheme often leading to he loss of the most important dynamics i.e. if the discretization scheme is not chosen carefully (which is not an easy task), the dynamics of the resulted reduced-order model may differ considerably from those of the original PDE. Thereby, it is difficult to catch the main dynamics of the solar collector model using a finite order discretized model.

In [5] a new control strategy based on the passivity theory was proposed. Using the internal energy a distributed stable and robust control law relying on feedback from the distributed collector fields internal energy was introduced. A feedforward from the measured solar radiation was also incorporated for disturbance rejection performance. However, the control strategy relied on a distributed sensing, yet in the implementation section, the authors referred to the implementation of an observer in the open loop without further explanations.

There have been extensive studies in the last decade on boundary adaptive observer design and control techniques of first-order hyperbolic systems ([6], [7], [8], [9], [10], [11] and references therein). Nevertheless, late-lumping bilinear control of first-order bilinear PDEs has not attracted much attention of the community. In [12], a control technique of first-order hyperbolic PDEs based on the characteristic index (relative degree) was proposed. This method is widely applied for heat exchangers, fixed-bed reactors, plug-flow reactors, etc ([13] and references therein). An LQ-controller for a class of hyperbolic PDEs can be found in [14] and references therein.

In this work, inspired from [5], we aim at developing a new control technique which takes into considerations the practical constraints on the volumetric flow rate while ensuring the tracking of the reference setpoint. Like in [1] (and references therein) a feedforward term is included to cancel the variations of the solar radiations. Unlike [5], we show that our control strategy satisfies the limitations on the flow rate and guarantees the point-wise convergence of the interior and outlet tracking errors by extending the separation principle to the class of bilinear first-order hyperbolic PDEs that describe the solar collector. The proposed control law is based on a
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passivity-like principle and a boundary state observer. The stability of the closed-loop system is investigated in the Lyapunov approach.

The method developed in this work may find application in various systems that share the same description including spray driers, high way traffic, heat exchangers and plug-flow reactors.

This paper is organized as follows. In Section 2, the solar collector model and the control problem are formulated. The control law in case of a fully distributed sensing is detailed in Section 3. In Section 4, the boundary state observer is developed. The convergence of the combination of the control strategy and the boundary state observer in the closed-loop is presented in Section 5. Simulation results are depicted in Section 6.

II. PROBLEM FORMULATION

Using energy balance laws, the solar collector field can be described by the heat transport of the circulating fluid. Moreover, if the heat losses and the conductivity of the tube are neglected, the following model is obtained [2] (and references therein):

\[
\begin{align*}
\frac{\partial T}{\partial t} &= -q(t) \frac{\partial T}{\partial x} + f(t), \quad x \in [0,1], \quad t \geq 0, \\
T(x=0,t) &= g(t), \quad t \geq 0, \\
T(x,t=0) &= T_0(x), \quad x \in [0,1],
\end{align*}
\]

with:

\[
f(t) = \frac{\eta_0 G}{\rho c S} I(t),
\]

and where \(T(x,t)\) is the fluid temperature, \(q(t)\) is the fluid pump volumetric flow, \(\eta_0\) is the mirror optical efficiency, \(G\) is the tube aperture, \(\rho\) is the fluid density, \(c\) is the specific heat capacity, \(S\) is the cross-sectional area and \(I(t)\) is the solar radiation. The normalized space and time variables are denoted by \(x\) and \(t\) respectively. The second and third equations in system (1) describe the boundary and initial conditions respectively. They fulfil the following zero-order compatibility condition:

\[
g(t=0) = T_0(x=0).
\]

The output equation is given by:

\[
y(t) = T(1,t),
\]

referring to measurements of the temperature at the tube outlet where \(x = 1\). We admit the following assumptions:

Assumptions:

(i) \(q \in Q_q = \{q \in C^1(0,1) : 0 \leq q_{\text{min}} \leq q(t) \leq q_{\text{max}}, \forall t \geq 0, \} \)

(ii) \(f \in Q_f = \{f \in L^2(0,1) : f(t) > 0, \forall t \geq 0, \}

(iii) \(T_0 \in H^1(0,1)\).

These assumptions are compatible with the physical characteristics of \(q(t)\) and \(I(t)\), since the flow rate \(q(t)\) is lower bounded to ensure good operation conditions of the solar plant and upper bounded due to the physical limitations of the fluid pump [2]. The solar radiation \(I(t)\) is by definition positive.

They also ensure the well-posedness of the PDE given by (1). In fact, let \(A(t)\) denotes the operator given by:

\[
A(t) = -q(t) \frac{\partial}{\partial x}.
\]

The domain of the operator \(A(t)\) is independent of the time and is given by:

\[
D(A(t)) = H^1(0,1) := \left\{ h \in L^2(0,1) : \frac{\partial h}{\partial x} \in L^2(0,1) \right\},
\]

where \(L_2\) is the usual space of square integrable function endowed with the standard norm \(\|\cdot\|_2\).

Moreover, if \(q(t) \in L^\infty(0,t)\) and \(T_0 \in L^2(0,1)\) then PDE (1) has a unique weak solution \(T \in C^0(0,t;L^2(0,1))\) [15].

Let \(T^*(x,t)\) be the desired temperature profile. The objective of this work is to find a control input \(q_{\text{min}} < q(t) < q_{\text{max}}\) that drives the average tracking error \(\delta(t)\) defined by:

\[
\delta(t) = \int_0^1 (T^*(x,t) - T(x,t)) dx, \quad t \geq 0,
\]

to zero (in a predefined sense) while assuming that the boundary condition \(T(x=0,t)\) is known and the outlet temperature \(T(x=1,t)\) and the solar radiation \(I(t)\) are measured.

\[
\text{Proposition 2.1: The tracking error } \delta(t) \text{ in (6) is positive if:}
\]

\[
T^*(x,t=0) \geq T(x,t=0)
\]

where \(T^*(x,t=0)\) is the initial condition of the target system generating the desired temperature profile \(T^*(x,t)\) and \(T(x,t=0)\) is the initial condition of system (1).

\[
\text{Proof: The target system is defined by PDE (1) by choosing the initial condition to be } T^*(x,t=0)
\]

while the volumetric flow rate \(q(t)\) is replaced by the desired one \(q^*\) satisfying assumption (i).

Using the method of characteristics, the analytic solution of (1) is given by:

\[
T(x,t) = \left\{ \begin{array}{ll}
T_0(x - \int_0^t q(\tau) d\tau) + \int_0^t f(\tau) d\tau, & \text{if } x \geq \int_0^t q(\tau) d\tau \\
(g(t - \gamma) + \int_0^t f(\tau) d\tau, & \text{if } x < \int_0^t q(\tau) d\tau
\end{array} \right.
\]

where \(\gamma = \int_0^t \frac{d\alpha}{q(r(\alpha))}\) and \(r(x)\) is the inverse of the characteristic curve equation \(x(t)\), for more details on the
method of characteristics see [16], chapter 2. From the analytic solution \( d(t) \) is given by:
\[
d(t) = \int_0^1 \left( T_0(x - \int_0^t q^*(\tau)d\tau) - T_0(x - \int_0^t q(\tau)d\tau) \right) dx \tag{8}
\]
and thus if condition given in (7) is satisfied the average tracking error is positive.

**Remark 2.1:** The convergence towards zero and the positivity of \( \delta(t) \) guarantee the point-wise convergence of the distributed tracking error \( (T^*(x,t) - T(x,t)) \) and consequently the convergence of the outlet tracking error \( (T^*(x=1,t) - T(x=1,t)) \).

\[
\delta(t) \longrightarrow 0 \Rightarrow (T^*(x=1,t) - T(x=1,t)) \longrightarrow 0. \tag{9}
\]

Throughout this work, we assume that the target profile \( T^* \) is constructed such that condition (7) is fulfilled.

III. ENERGY-BASED CONTROL

The energy-based control for solar collector plants was first proposed by [5] in 2002, where the core idea was to use the internal energy as the key controlled variable. The result is a nonlinear PID controller coupled with a feedforward term to cancel the effect of the solar radiation.

In this section, we assume first that a distributed sensing of the temperature profile \( T(x,t) \) is available and we design a control law \( q(t) \) which drives the average tracking error \( \delta(t) \) towards zero.

Inspired by the work of [5], we consider the average temperature \( U(t) \) over the space as the controlled variable:

\[
U(t) = \int_0^1 T(x,t) dx \tag{10}
\]

**Theorem 3.1:** Consider the PDE (1) subject to assumptions (i)-(iii). Let the control input \( q(t) \) be given by:
\[
q(t) = \frac{1}{(T(1,t) - T(0,t))} \left[ f(t) - \int_0^1 \frac{\partial T^*}{\partial t} dx - k_p \delta(t) \right] \tag{11}
\]

then the average tracking error \( \delta(t) \) converges exponentially to zero, i.e:

\[
\exists M, \alpha > 0: |\delta(t)| \leq M |\delta(0)| e^{-\alpha t}
\]

**Proof:** Let \( V_1 \) given in (12) be a Lyapunov candidate function:
\[
V_1(\delta(t)) = \frac{1}{2} \delta(t)^2. \tag{12}
\]

Its derivative is given by:
\[
V_1'(\delta(t)) = \delta(t) \int_0^1 \left\{ q(t) \frac{\partial T}{\partial x} - f(t) + \frac{\partial T^*}{\partial t} \right\} dx \tag{13}
\]

By replacing \( q(t) \) by its formula given in (11) into (14), we obtain:
\[
V_1(\delta(t)) = -k_p \delta(t)^2, \tag{14}
\]

and thus
\[
V(t) \leq V(0) e^{-k_p t},
\]

we conclude that the outlet temperature tracking error \( T^*(x=1,t) - T(x=1,t) \) converges exponentially to zero.

**Remark 3.1:** Since \( T^*(x,t) \) is the output of the target model which has the same expression as PDE (1) and by replacing \( q(t) \), \( T_0(x) \) by the desired \( q^*(t) \), \( T_0^*(x) \), the control input \( q(t) \) proposed in (11) can be written as:
\[
q(t) = \frac{1}{(T(1,t) - T(0,t))} \left[ q^*(t) (T^*(1,t) - T^*(0,t)) - k_p \delta(t) \right]. \tag{15}
\]

Since \( \delta(t) \) converges exponentially to zero and is bounded, we see that if \( q^* \) satisfies assumption (i) then even \( q(t) \) given by (11) satisfies this assumption.

IV. BOUNDARY STATE OBSERVER DESIGN

In the previous section, we have seen that using a distributed sensing \( T(x,t) \) one can design an admissible control input that drives the tracking error (average and point-wise) towards zero exponentially. However, in practice a distributed sensing does not exist. The only available measurements are those of the solar radiation \( I(t) \) using a pyrheliometer [17] (and references therein) and of the outlet temperature \( T(1,t) \).

To overcome this limitation, we first develop a state observer based on the available measurements and prove its convergence and then in the next section we will demonstrate that the coupling between this state observer and the control law given by (11) leads to the exponential convergence of the tracking error.

Let the state observer be given by:
\[
\begin{aligned}
\frac{\partial \hat{T}}{\partial t} &= -q(t) \frac{\partial \hat{T}}{\partial x} + f(t), \quad x \in [0,1], \ t \geq 0, \\
\hat{T}(0,t) &= g(t) - k_0 \Delta T(1,t), \\
\hat{T}(x,0) &= \hat{T}_0(x) \geq 0,
\end{aligned}
\tag{16}
\]

where \( \Delta T(x,t) = T(x,t) - T(x,t) \) is the state estimation error \( \Delta T(1,t) \) is the correction term (output error). This state observer is a Luenberger-like observer, however, the correction term \( \Delta T(1,t) \) is injected in the boundary \( \hat{T}(0,t) \) rather than being inserted in the state equation.

The time evolution of the time derivative of \( \Delta T \) is given by:
\[
\begin{aligned}
\frac{\partial \Delta T}{\partial t} &= -q(t) \frac{\partial \Delta T}{\partial x}, \\
\Delta T(0,t) &= -k_0 \Delta T(1,t), \\
\Delta T(x,0) &= \hat{T}_0(x) - T_0(x).
\end{aligned}
\tag{17}
\]

**Proposition 4.1:** If \( 0 < |k_0| \leq e^\mu \) where \( \mu \) is a tuning positive parameter, the state observer introduced in (16) is an exponential boundary observer.

**Proof:** Let us define the following Lyapunov candidate function \( V_2 \) which was first used in [18] to analyze the stability of linear symmetric hyperbolic systems:
\[
V_2(t) = \int_0^1 e^{-\mu (\Delta T(x,t))^2} dx. \tag{18}
\]
The derivative of $V_2$ is written as:
\[ \dot{V}_2(t) = 2 \int_0^1 e^{-\mu x} \Delta T(x,t) \frac{\partial \Delta T}{\partial t} \, dx \]
\[ = -q(t) \int_0^1 e^{-\mu x} \frac{\partial \Delta T^2}{\partial x} \, dx, \]

Using integration by parts, we obtain:
\[ V_2(t) = -q(t) \mu \int_0^1 e^{-\mu x} \Delta T(x,t)^2 \, dx \]
\[ -q(t) \left[ e^{-\mu} \Delta T(1,t)^2 - \Delta T(0,t)^2 \right], \]

By replacing the boundary condition of (16) in (20) we get:
\[ V_2(t) \leq -q(t)(e^{-\mu} - k_0^2) \Delta T(1,t)^2 \]
\[ \leq -q_{\text{max}} \mu V_2(t) \]
and therefore we conclude that:
\[ V_2(t) \leq V_2(0) e^{-\mu q_{\text{max}} t} \]
and from the equivalence between the norms $\| . \|_2 e^{-\mu t}$ and $\| . \|_2$ we infer that:
\[ \| \Delta T(. , t) \|_2 \leq \| \Delta T(. , 0) \|_2 e^{-\mu q_{\text{max}} t}, \]
which complete the proof.

V. STABILITY OF THE OBSERVER-BASED CONTROL SYSTEM

In this section, we prove the stability of the coupling of the state observer and the control input law defined in (11). Let $\hat{T}$ be the average difference between the observed state $\hat{T}$ and the desired temperature profile $T^*$:
\[ \hat{\delta}(t) = \int_0^1 (T^*(x,t) - \hat{T}(x,t)) \, dx. \]
The time variation of $\hat{\delta}(t)$ is as follows:
\[ \dot{\hat{\delta}}(t) = q(t) [\hat{T}(1,t) - \hat{T}(0,t)] - f(t) + \int_0^1 \frac{\partial T^*}{\partial t} \, dx. \]

**Theorem 5.1:** Consider the PDE given by (1) subject to assumptions (i)-(iii). Let $\hat{T}$ be given by PDE (16) and let the control input $q(t)$ given by:
\[ q(t) = \frac{1}{(T(1,t) - T(0,t))} \left[ f(t) - \int_0^1 \frac{\partial T^*}{\partial t} \, dx - k_p \hat{\delta}(t) \right] \]
ensures the exponential convergence of the tracking error $\delta(t)$ and the state estimation error $\Delta \delta(t)$.

**Proof:** The proof is based on Lyapunov theory. Let us define the following Lyapunov candidate function:
\[ V(t) = \frac{1}{2} \delta^2(t) + \int_0^1 e^{-\mu x} (\Delta T(x,t))^2 \, dx. \]

The tracking error $\delta(t)$ can be written as:
\[ \delta(t) = \hat{\delta}(t) + \int_0^1 \Delta T(x,t) \, dx. \]

Using (17) and (25), the derivative of (6) writes:
\[ \dot{\delta}(t) = q(t) [T(1,t) - T(0,t)] - f(t) + \int_0^1 \frac{\partial T^*}{\partial t} \, dx. \]

Substituting (26) in (29) gives:
\[ \hat{\delta}(t) = -k_p \delta(t). \]

Thereby, the derivative of $V$ in (27) is given by:
\[ \dot{V}(t) = -k_p \delta^2(t) - k_p \hat{\delta}(t) \int_0^1 \Delta T(x,t) \, dx \]
\[ - q(t) \mu \int_0^1 e^{-\mu x} \Delta T^2(x,t) \, dx \]
\[ - q(t)(e^{-\mu} - k_0^2) \Delta T^2(1,t). \]

Since $q(t)$ satisfies assumption (i), equation (32) becomes:
\[ \dot{V}(t) \leq -k_p \delta^2(t) - k_p \hat{\delta}(t) \int_0^1 \Delta T(x,t) \, dx \]
\[ \leq -q_{\text{max}} \mu \int_0^1 e^{-\mu x} \Delta T^2(x,t) \, dx, \]
From (28) inequality (32) becomes:
\[ \dot{V}(t) \leq -k_p \delta^2(t) - k_p \int_0^1 (\Delta T^2(x,t))^2 \, dx + 2k_p |\delta(t)| \]
\[ - q(t) \mu \int_0^1 e^{-\mu x} \Delta T^2(x,t) \, dx, \]
\[ \leq -k_p \delta^2(t) - q_{\text{max}} \mu \| \Delta T(x,t) \|_2^2 \]
\[ + k_p \left[ |\hat{\delta}(t)| + 2|\delta(t)| \right] \int_0^1 |\Delta T(x,t)| \, dx. \]

Let $M = \min(k_p, q_{\text{max}} \mu)$, then (33) can be written as:
\[ \dot{V}(t) \leq -MV(t) + k_p |\delta(t)| + 2|\delta(t)| \int_0^1 |\Delta T(x,t)| \, dx. \]

The state tracking error $\delta(t)$ and the estimated tracking error $\hat{\delta}(t)$ lie in compact spaces and thus are bounded, i.e:
\[ \exists \alpha_1, \alpha_2 > 0: \delta(t) \leq \alpha_1, \hat{\delta}(t) \leq \alpha_2. \]

This allows us to write (34) as:
\[ \dot{V}(t) \leq -MV(t) + k_p \alpha \int_0^1 |\Delta T(x,t)| \, dx. \]
where $\alpha = \alpha_1 + \alpha_2$. Let us denote the second member of inequality (36)'s right side by $\varepsilon(t)$ i.e.:

$$
\varepsilon(t) = k_p \alpha \int_0^1 |\Delta T(x, t)| \, dx
$$

$$
\leq k_p \alpha \|\Delta T(\cdot, t)\|_2 \int_0^1 |\Delta T^s(\cdot, s)| \, ds
$$

$$
\leq k_p \alpha \|\Delta T(\cdot, 0)\|_2^2 e^{-20_{\max}M_t}
$$

$$
\leq k_p \alpha \|\Delta T(\cdot, 0)\|_2 e^{-2M_t}
$$

the second inequality is due to inequality (23) whereas the third one is due to the definition of $M$.

Taking into account the last inequality in (37) and using Gronwall’s inequality in (36) we get:

$$
V(t) \leq V(0) e^{-Mt} + \int_0^t e^{-M(t-s)} \varepsilon(s) \, ds
$$

$$
\leq V(0) e^{-Mt} + k_p \alpha \int_0^t e^{-M(t-s)} \|\Delta T(\cdot, 0)\|_2^2 e^{-2M_s} \, ds
$$

$$
\leq \left( V(0) + \frac{k_p \alpha}{M} \|\Delta T(\cdot, 0)\|_2 \right) e^{-Mt},
$$

the last inequality is obtained by computing the integral term and at this stage we conclude the global exponential convergence of $\delta(t)$ and $\|\Delta T(\cdot, t)\|_2$.

**Remark 5.1:** The performance of the proposed control input in (26) can be improved by adding the integral and derivative actions i.e.:

$$
q(t) = \frac{1}{T(1, t) - T(0, t)} \left[ f(t) - \int_0^1 \frac{\partial T^s}{\partial t} \, dx \right.
$$

$$
- k_p \left( \frac{1}{T_1} \int -0 \hat{\delta}(\tau) \, d\tau + \frac{1}{T_d} \dot{\delta}(t) \right].
$$

For the sake of clarity these terms were not added in the proof. However using the same steps as in the previous proof, we can demonstrate the convergence of the tracking error. The core idea is that all the terms multiplying the term $\int_0^1 \Delta T(x, t) \, dx$ will vanish exponentially since they are bounded and the $L_2$ norm of the state estimation error $\Delta T$ is exponentially convergent.

**VI. Simulation Results**

In this section, using the developed control strategy on the model of a solar collector, we seek the admissible control $q(t)$ able to drive the system from its initial condition to the reference temperature profile given in fig. 1 under given solar radiances. This profile is obtained from the following formula:

$$
T^s(x, t) = T^s(0, t) + x \times (T^s(1, t) - T^s(0, t)), \quad x \in [0, 1],
$$

(38)

where the initial and boundary temperatures were fixed at 20°C. These profiles were chosen based on the work of [2] and [5].

Using the control input given in (26)-(16) and starting from an initial condition which was fixed at 20°C, the evolution of the average temperature tracking error $\delta(t)$ is given in fig. 2. This figure shows that $\delta(t)$ converges rapidly and in finite time. The profile of $q(t)$ is given in fig. 3. The decrease of the flow rate $q(t)$ correspond to the increase of the temperature which is physically coherent. The relative state estimation error using the boundary observer given by (16) is depicted in fig. 4. The estimation error as supposed converges exponentially towards zero. From fig. 5, the outlet temperature relative tracking error $T^s(1, t) - T(1, t)$ is convergent which confirms the statement that the convergence of $\hat{\delta}(t)$ induce the point-wise convergence of the temperature tracking profile.

These simulations were performed using the quadratic b-splines Galerkin method.
Fig. 4: Relative state estimation error $\Delta T(x,t)$

Fig. 5: Outlet temperature relative tracking error

VII. CONCLUSION

In this paper a new control strategy based on an internal energy-like principle and using a state observer to reconstruct the distributed temperature profile was introduced. Provided that the control input is strictly positive the state observer is exponentially convergent which allows to design an effective control law able to drive the tracking error point-wisely towards zero. Thus, the feedback controller gain and the state observer can be designed separately. In this paper, we have also seen that an appropriate choice of the initial condition of the target model that allows the control law to satisfy the volumetric flow constraints and the pointwise convergence (condition (7) and Remark 3.1). Simulation results have shown the performance of the proposed control law. It is noteworthy that this control method works fine for normal operation mode. In our future work, we will extend our developed control approach to larger process operating modes (startup and shutdown) and more advanced strategies using hierarchical approach to build the reference model will be integrated in the control law. Robust and optimal control methods to deal with the disturbances (the solar radiation and the boundary temperature profile) will also be investigated with more simulations and experimental results.
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