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Abstract—The probability density function of the sum of Log-normally distributed random variables (RVs) is a well-known challenging problem. For instance, an analytical closed-form expression of the Log-normal sum distribution does not exist and is still an open problem. A crude Monte Carlo (MC) simulation is of course an alternative approach. However, this technique is computationally expensive especially when dealing with rare events (i.e., events with very small probabilities). Importance Sampling (IS) is a method that improves the computational efficiency of MC simulations. In this paper, we develop an efficient IS method for the estimation of the Complementary Cumulative Distribution Function (CCDF) of the sum of independent and not identically distributed Log-normal RVs. This technique is based on constructing a sampling distribution via twisting the hazard rate of the original probability measure. Our main result is that the estimation of the CCDF is asymptotically optimal using the proposed IS hazard rate twisting technique. We also offer some selected simulation results illustrating the considerable computational gain of the IS method compared to the naive MC simulation approach.

Index Terms—Log-normal sum distribution, Crude Monte Carlo, Rare events, Importance Sampling, Hazard rate twisting.

I. INTRODUCTION

The probability density function (PDF) of the sum of Log-normal (SLN) random variables (RVs) is widely used in various applications in digital communication. In cellular mobile communication systems, the total Co-Channel Interference (CCI) power which arises due to the neighboring cells that use the same frequency is generally modeled as SLN RVs [1]. In [2], the outage probability of the signal-to-interference-plus-noise (SINR) of the intended receiver coincides with the probability that the total CCI power, modeled as a SLN RVs, exceeds a given threshold. The Log-normal distribution is also used to model the large-scale fading in the ultra-wideband (UWB) communications [3], and the weak-to-moderate turbulence channels in free-space optical communications channels [4]. From these examples and many other applications, it is of primordial interest to investigate the statistics of the SLN distribution in order to assess the performance of wireless systems.

A closed-form expression of the Log-normal sum distribution remains unknown. As such, many research efforts were carried out to propose various approximations of the sum distribution. These approximations could be divided into three categories. The first category includes techniques where the SLN RVs is approximated by another Log-normal RV. In this category, the most known method is the Fenton-Wilkinson (FW) approximation in [5] where the Log-normal parameters are obtained by moment matching. Another widely used approximation was developed by Schwartz-Yeh (SY) in [6] where the mean and the variance are computed recursively. The SY approximation was further simplified in [7]. Beaulieu and Xie have introduced an optimal Log-normal approximation using a minmax approach [8]. Comparison of the previous cited techniques and other related works could be found in [9]–[13]. In [8], the numerical PDF of the SLN has shown a clear discrepancy from a Log-normal PDF. That is, all the previously cited works fail to accurately approximate the sum distribution for a certain choice of the Log-normal parameters and the number of summands. A second category of approximations were derived to overcome this failure. For example, in [14], a variant of type IV Pearson distribution was used as an approximation. In [15] and [16], exponential and quadratic functions were respectively developed to approximate the Cumulative Distribution Function (CDF) of the SLN in a Log-normal probability scale. The parameters of these three approximations are based on solving a non linear least square (LS) problem which requires the computation of the empirical CDF of the SLN. Moreover, the dependence of the fitted parameters on the dB spread, and the number of summands, may result in a higher complexity to use these approximation techniques. Furthermore, the computation of the empirical distribution by numerical computation is expensive because of the slow decay of the tail of the Log-normal PDF. Thus, a third class of methods were introduced to construct efficient numerical integration techniques to approximate the PDF of the SLN. For instance, a steepest-descent integration was used in [17], and in the same framework an approximation based on a Smolyak’s algorithm belonging to the family of numerical integration on sparse grid was derived in [18].

In this paper, we develop an efficient Importance Sampling (IS) Monte Carlo (MC) simulation approach to estimate the Complementary Cumulative Distribution Function (CCDF) of the sum of independent and not identically distributed Log-normal RVs. More specifically, a suitable change of the
probability measure is used to reduce the variance of the MC estimator and hence significantly decrease the number of simulation runs. Due to page limitation, we are not including in the conference version all details of the proofs. However, all details are available in our extended journal version [19] which treats the most general case of sums involving independent RVs with arbitrary distributions. The rest of the paper is organized as follows. In Section II, we present the naive MC simulation and show how it fails. We review also the basic concept of IS methods. Next, we develop in Section III an efficient IS technique and prove its asymptotic optimality criterion. In Section IV, a substantial computational gain of the IS technique is shown through selected simulation results.

II. MATHEMATICAL BACKGROUND

A. Naive Monte Carlo Simulation

Let \( X_1, X_2, \ldots, X_N \) be a sequence of independent Log-normal RVs. The PDF of \( X_i \), \( i = 1, 2, \ldots, N \), is given by

\[
f_i(x) = \frac{1}{\sqrt{2\pi} \sigma_i x} \exp \left( - \frac{(\log(x) - \mu_i)^2}{2\sigma_i^2} \right), \quad x > 0.
\]

A property of a Log-normal RV is that its logarithm is a normal RV with parameters \( \mu_i \) and \( \sigma_i \). In digital communication, it is frequent that the power signal is expressed in decibel. The relations between the two Gaussian random variables \( Y_i \) and \( Z_i, i = 1, \ldots, N \), are

\[
\mu_i = \xi \mu_i,dB, \\
\sigma_i = \xi \sigma_i,dB,
\]

where \( \xi = \log(10)/10 \). As mentioned in the previous section, we are interested in estimating the quantity

\[
\alpha = P \left( \sum_{i=1}^{N} X_i > \gamma_{th} \right) = P \left( S_N > \gamma_{th} \right),
\]

for a given threshold \( \gamma_{th} \). The standard technique to estimate \( \alpha \) is to use a MC estimator

\[
\hat{\alpha}_{MC} = \frac{1}{M} \sum_{j=1}^{M} I_{(s_{N}(\omega_j) > \gamma_{th})},
\]

where \( M \) is the number of simulation runs, and \( I_{(\cdot)} \) defines the indicator function. The MC simulation is extensively expensive for the estimation of rare events. In fact, from the Central Limit Theorem (CLT), it can be shown that the MC estimation with 10\% relative error needs more than 100/\( \alpha \) realizations. Hence, the number of samples to estimate a probability of the order of \( 10^{-9} \) should be more than \( 10^{11} \), with an accuracy requirement of 90\%.

B. Importance Sampling (IS)

1) General Approach:

IS is a variance reduction technique which aims to increase the computational efficiency of the naive MC simulation [20]. The general concept of IS is to construct an unbiased estimator of the desired probability with much smaller variance than the naive estimator. In fact, this technique is based on performing a suitable change of the sampling distribution as shown below

\[
\alpha = \int_{\mathbb{R}^N} I_{(S_N > \gamma_{th})} \prod_{i=1}^{N} f_i(x_i) dx_1 dx_2 \ldots dx_N \\
= \int_{\mathbb{R}^N} I_{(S_N > \gamma_{th})} L(x_1, x_2, \ldots, x_N) \prod_{i=1}^{N} g(x_i) dx_1 dx_2 \ldots dx_N \\
= E_{p^*} \left[ I_{(S_N > \gamma_{th})} L(X_1, X_2, \ldots, X_N) \right] = E_{p^*} \left[ T_{\gamma_{th}} \right],
\]

where the expectation is taken with respect to the new probability measure \( p^* \) under which the PDF of each \( X_i \) is \( g_i(\cdot) \), \( i = 1, 2, \ldots, N \), and \( L \) is the likelihood ratio defined as

\[
L(X_1, X_2, \ldots, X_N) = \prod_{i=1}^{N} \frac{f_i(x_i)}{g_i(x_i)}.
\]

The idea behind this change of measure is to enhance sampling important values, i.e. realizations that satisfy \( \{S_N > \gamma_{th}\} \), which have more impact on the desired probability. Hence, emphasizing that important values are sampled frequently will result in a decrease of the variance of the IS estimator which is defined as

\[
\hat{\alpha}_{IS} = \frac{1}{M} \sum_{i=1}^{M} I_{(S_N(\omega_i) > \gamma_{th})} L(X_1(\omega_i), \ldots, X_N(\omega_i)).
\]

2) Characterizing a Good Change of Measure:

Generally, it is not obvious how to construct a new probability measure which results in decreasing the variance of the IS estimator and hence increasing the computational efficiency. Besides, it is necessary to define some performance indicators which measure the goodness and the pertinence of the IS estimator. Asymptotic optimality is one of the criterion used to characterize a good change of the probability measure [21]. From the non-negativity of the variance of \( T_{\gamma_{th}} \), we have that

\[
E_{p^*} \left[ T^2_{\gamma_{th}} \right] \geq P \left( S_N > \gamma_{th} \right)^2,
\]

for all probability measure \( p^* \). By applying the Logarithm function on both sides and using the fact that \( \log \left( P \left( S_N > \gamma_{th} \right) \right) < 0 \), it follows

\[
\frac{\log \left( E_{p^*} \left[ T^2_{\gamma_{th}} \right] \right)}{\log \left( P \left( S_N > \gamma_{th} \right) \right)} \leq 2.
\]

Hence, we say that \( \alpha \) is asymptotically optimally estimated if the above inequality holds with equality as \( \gamma_{th} \to +\infty \), that is

\[
\lim_{\gamma_{th} \to +\infty} \frac{\log \left( E_{p^*} \left[ T^2_{\gamma_{th}} \right] \right)}{\log \left( P \left( S_N > \gamma_{th} \right) \right)} = 2.
\]

It is important to note that the naive simulation is not asymptotically optimal for the estimation of \( \alpha \) since the ratio in (10) is equal to 1.

III. HAZARD RATE TWISTING OF THE LOG-NORMAL SUM DISTRIBUTION

A. Motivation

In the literature, many IS techniques were developed in order to estimate the value of \( \alpha \). The most used IS methods in
digital communications are conventional IS and improved IS techniques which are based on scaling the variance [22] and shifting the mean [23] of the underlying distribution. Moreover, an exponential twisting method derived from the large deviation theory was developed for the case of distributions with light tails [24]. For instance, the exponential twisting technique was used to estimate the bit-error rate (BER) of direct-detection optical systems employing avalanche photodiode (APD) receivers in [25]. However, the exponential twisting approach cannot work with distributions with heavy tails where the moment generating functions (MGFs) do not exist.

The Log-normal RV is a heavy tailed distribution, i.e it has a heavier tail than any exponential distribution. Therefore, the exponential twisting method could not be used in our setting. Fortunately, an alternative hazard rate twisting algorithm is constructed to deal with the sum of independent and identically distributed (i.i.d) Log-normal RVs and more generally with i.i.d distributions with slow decay [21]. In this work, an extension of [21] to the case of independent and not identically distributed SLN RVs is performed. Our extended version of [21] to the case involving sums of independent arbitrary variates. Let us define the probability measure is obtained by twisting

\[ \phi(x) = \frac{\log(x) - \mu_i}{\sigma_i}, \]

where \( \phi(\cdot) \) and \( Q(\cdot) \) are the PDF and the CCDF of the standard normal RV respectively. From (11) and (12), the PDF of \( X_i \) is related to the hazard rate and the hazard function as

\[ f_i(x) = \lambda_i(x) \exp(-\Lambda_i(x)), \]

where \( \lambda_i(x) = 1 - F_i(x) \), \( x > 0 \),

\[ \Lambda_i(x) = \int_0^x \lambda_i(t) dt, \quad x > 0. \]

For the case of a Log-normal RV, the expressions of the hazard rate and the hazard function are

\[ \lambda_i(x) = \frac{1}{x \sigma_i} \phi \left( \frac{\log(x) - \mu_i}{\sigma_i} \right), \]

\[ \Lambda_i(x) = - \log \left( Q \left( \frac{\log(x) - \mu_i}{\sigma_i} \right) \right), \]

where \( \phi(\cdot) \) and \( Q(\cdot) \) are the PDF and the CCDF of the standard normal RV respectively. From (11) and (12), the PDF of \( X_i \) is related to the hazard rate and the hazard function as

\[ f_i(x) = \lambda_i(x) \exp(-\Lambda_i(x)). \]

The change of probability measure is obtained by twisting the hazard rate of the underlying distribution by a quantity \( 0 < \theta < 1 \)

\[ g_i(x) = f_i,\theta(x) = (1 - \theta) \lambda_i(x) \exp(- (1 - \theta) \Lambda_i(x)) \]

\[ = (1 - \theta) f_i(x) \exp(\theta \Lambda_i(x)). \]

Consequently, the random variable \( T_{\gamma_{th}} \) has the following expression

\[ T_{\gamma_{th}} = \frac{1}{(1 - \theta)^N} \exp \left( - \theta \sum_{i=1}^N \Lambda_i(X_i) \right) 1_{(S_N > \gamma_{th})}. \]

**B. Determination of the Optimal Value of \( \theta \)**

Generally, an interesting IS change of probability measure for the estimation of rare events is characterized by the property of uniformly bounded likelihood ratio along paths to rare set. This property will result in obtaining an upper bound of the second moment of the RV \( T_{\gamma_{th}} \). Then, the value of the parameter \( \theta \) is chosen to minimize that upper bound. This procedure is called a minmax approach and the resulting \( \theta \) is called the minmax optimal twisting parameter. More precisely, the minmax procedure for the determination of \( \theta \) is divided into two steps. In the first step, we construct an upper bound of \( E_{p^*}[T^2_{\gamma_{th}}] \) which is achieved by solving the following maximization problem (P)

\[ \max_{X_1, \ldots, X_N} L(X_1, X_2, \ldots, X_N) \]

Subject to

\[ \sum_{i=1}^N X_i \geq \gamma_{th}, \]

\[ X_i > 0, \quad i = 1, \ldots, N. \]

Denoting the optimal solution of (P) by \( X^*_1, X^*_2, \ldots, X^*_N \), the second step is to choose the optimal value of \( \theta \) which minimizes the upper bound of \( E_{p^*}[T^2_{\gamma_{th}}] \). In fact, we have

\[ E_{p^*}[T^2_{\gamma_{th}}] = E_{p^*} \left[ L^2(X_1, X_2, \ldots, X_N) 1_{(S_N > \gamma_{th})} \right] \]

\[ \leq L^2(X^*_1, X^*_2, \ldots, X^*_N), \]

where the expression of the likelihood ratio using a hazard rate twisting technique is

\[ L(X_1, X_2, \ldots, X_N) = \frac{1}{(1 - \theta)^N} \exp \left( - \theta \sum_{i=1}^N \Lambda_i(X_i) \right) \]

Consequently, the optimal minmax value of \( \theta \) which minimizes the upper bound (18) is

\[ \theta^* = 1 - \frac{N}{\sum_{i=1}^N \Lambda_i(X^*_i)}. \]

By replacing the hazard function by (14), the expression of the optimal minmax twisting parameter becomes

\[ \theta^* = 1 + \frac{N}{\sum_{i=1}^N \log \left( Q \left( \frac{\log(X^*_i) - \mu_i}{\sigma_i} \right) \right)}. \]

**C. Asymptotic Optimality Property**

**Theorem 1.** For a sum of independent Log-normal random variables, the quantity of interest is asymptotically optimally estimated using the hazard rate twisting approach with \( \theta \) given in (20).

**Proof:** The proof is given in details in our companion technical report [19].

**D. Generation of Log-Normal Random Variable under the Twisted Distribution**

Although the hazard rate twisting of a Log-normal RV \( X \) results in an unknown distribution, the generation of \( X \) under \( f_\theta(\cdot) \) can be done using its CDF \( F_\theta(\cdot) \). In fact, it is known that
\( F_{\theta}^{-1}(U), \) where \( U \) is uniformly distributed RV over \([0,1]\), has the same distribution as \( X \) under the hazard rate twisted PDF \( f_{\theta}(\cdot) \). Form (15), the PDF \( f_{\theta}(\cdot) \) associated to a Log-normal RV \( X \) with parameter \( \mu \) and \( \sigma \) could be written as

\[
f_{\theta}(x) = (1 - \theta) \lambda(x) \exp\left(-\left(1 - \theta \right) \Lambda(x)\right)
= \left(1 - \theta \right) \phi \left( \frac{\log(x) - \mu}{\sigma}\right) \sigma x \left(1 - \Phi \left( \frac{\log(x) - \mu}{\sigma}\right) \right)^{\theta}. \]

Then, the corresponding CDF is given by

\[
F_{\theta}(x) = 1 - \frac{1}{\left(1 - \Phi \left( \frac{\log(x) - \mu}{\sigma}\right) \right)^{\theta}} + 1. \tag{22}
\]

**Algorithm 1** CCDF of the SLN with the proposed IS

**Inputs:** \( M, \gamma_{\text{th}} \).

**Outputs:** \( \hat{\alpha}_{\text{IS}} \).

Find the optimal value of \( \theta \) as in (20).

for \( i = 1, \ldots, M \) do

Generate \( N \) independent realizations of the \( U([0,1]) \).

Compute \( X_1(\omega_i), X_2(\omega_i), \ldots, X_N(\omega_i) \) using (23).

Evaluate \( T_{\gamma_{\text{th}}}(\omega_i) \) as in (16).

end for

Compute the IS estimator as

\[
\hat{\alpha}_{\text{IS}} = \frac{1}{M} \sum_{i=1}^{M} T_{\gamma_{\text{th}}}(\omega_i).
\]

Finally, the CDF inverse \( F_{\theta}^{-1}(\cdot) \) can be shown to be given by

\[
F_{\theta}^{-1}(y) = \exp \left( \mu + \sigma \Phi^{-1} \left( 1 - (1 - y)^{-1/\theta} \right) \right), \tag{23}
\]

where \( \Phi^{-1}(\cdot) \) is the CDF inverse of a standard normal distribution. In Algorithm 1, we present a pseudo-code describing all steps to estimate \( \alpha \) by the proposed hazard rate twisting technique.

### IV. Simulation Results

In this section, some selected simulation results are shown to compare the naive MC simulation and the IS simulation technique introduced in the previous section. Two performance metrics will be used to compare between these two approaches. The relative error of the naive MC estimator is defined through the use of the CLT as

\[
\epsilon_{\text{MC}} = C \sqrt{\frac{\alpha (1 - \alpha)}{\sqrt{M_{\text{MC}} \alpha}}}, \tag{24}
\]

and the relative error of the IS estimator is given by

\[
\epsilon_{\text{IS}} = C \sqrt{\frac{\text{var}_{\text{MC}}[T_{\gamma_{\text{th}}}]}{M_{\text{IS}} \alpha}}, \tag{25}
\]

where \( C \) is the confidence constant equal to 1.96 (for 95% confidence interval) in our numerical results, \( M_{\text{MC}} \) and \( M_{\text{IS}} \) are the number of samples for the naive MC and the IS simulations, respectively. For a fixed accuracy requirement, we define the efficiency indicator of the IS technique compared to the naive MC simulation as

\[
k = \frac{M_{\text{MC}}}{M_{\text{IS}}} = \frac{\alpha (1 - \alpha)}{\text{var}_{\text{MC}}[T_{\gamma_{\text{th}}}]} . \tag{26}
\]

The larger the efficiency \( k \) is, the more samples we need in the naive MC simulation to reach the accuracy given by the proposed IS approach. In other words, the bigger is \( k \), the more efficient is the proposed IS technique. The quantity \( \alpha \) in (24), (25), and (26) is estimated by the IS estimator \( \hat{\alpha}_{\text{IS}} \) whereas \( \text{var}_{\text{MC}}[T_{\gamma_{\text{th}}}] \) is estimated by the sample variance.

As it was mentioned before, a key characteristic of a good IS technique is to emphasize the sampling of important values, i.e. realizations satisfying \( S_N \geq \gamma_{\text{th}} \). We define the frequency of occurrence as the number of samples which satisfy \( S_N \geq \gamma_{\text{th}} \). In our first simulation results, we consider the sum of two i.i.d. Log-normal RVs with mean \( \mu_{\text{dB}} = 0 \) dB and standard deviation \( \sigma_{\text{dB}} = 6 \) dB. In Table I, we have computed the frequency of occurrence using the naive MC simulation and the proposed IS technique, with \( M_{\text{MC}} = M_{\text{IS}} = 10^6 \). Table I exhibits an important feature of the IS change of measure where the frequency of realizations belonging to the rare set \( \{S_N \geq \gamma_{\text{th}}\} \) is almost constant as we increase the threshold. On the other hand, the failure of sampling under the original SLN distribution is clear through its inability to construct realizations in the rare sets. To illustrate this statement, we plotted in Fig.1 the twisted against the original SLN distributions for a fixed threshold \( \gamma_{\text{th}} = 20 \). Clearly, we see that the events which exceed the given threshold are more likely to occur under the twisted PDF than under the original distribution.

In Fig.2, the CCDF is presented using both the naive MC simulation and our IS simulation technique. The inefficiency of the naive simulation is clear from Fig.2. In fact, a remarkable oscillatory behavior of the naive MC technique is observed using a number of samples \( M_{\text{MC}} = 10^6 \) for \( \gamma_{\text{th}} \geq 25 \) dB. Besides, as we increase the threshold, the naive MC
simulation estimates the probability of interest by zero. Indeed, more samples are required in order to overcome this failure and to get a good approximation of the CCDF. The naive technique with $M_{MC} = 10^8$ is also presented in Fig. 2 and is compared to the IS simulation. We point out that both methods coincide and we have a good approximation of the CCDF up to a probability of order of $10^{-6}$. Then, an oscillation of the tail of the CCDF using the naive MC approach is observed, whereas IS technique gives a smooth curve. Moreover, our IS technique gives a more accurate result using a less number of samples $5 \times 10^4$, in contrast with $10^8$ samples used in the naive simulation. In order to confirm the previous statement, we need to analyze the relative error given by both techniques.

In Fig. 3, we plotted the relative error of the naive and the IS simulations in function of the threshold. We point out a slow variation of the relative error of the naive MC simulation for $\gamma_{th} < 25$, then a very rapid increase is observed as we increase the threshold. In fact, in the first region the number of samples is sufficient to guarantee an accurate approximation, whereas in the second region the naive simulation fails to well estimate the CCDF and hence substantial samples are required to ensure a good accuracy, i.e. much more than $10^8$ realizations. On the other hand, the IS technique shows an interesting result in Fig. 3 where the variation of its relative error is extremely slow compared to the naive simulation. Consequently, with $M_{IS}$ much smaller than $M_{MC}$, our IS approach approximates the CCDF more efficiently than the naive simulation.

In Fig. 4, we plotted the efficiency $k$ in function of the threshold. From this figure, we deduce that the efficiency is increasing rapidly, almost exponentially. Hence, the more we increase the threshold the more efficient is our IS technique. For instance, for $\gamma_{th} = 34$ dB, we need to sample approximately $M_{MC} = 10^8 \times M_{IS}$ naive MC realizations in order to reach the relative accuracy given by the IS approach. Besides, Fig. 4 illustrates also that the proposed IS technique is more efficient for the considered range of probability, i.e. $k$ is always bigger than 1.

Generally, practical applications where the Log-normal components have different mean values and different standard deviations occur more frequently than the i.i.d case. For instance, the mean and the standard deviation of each CCI power depend on the distance between the base stations and the considered mobile station, the antenna patterns, and the shadowing environment. Consequently, considering the sum of independent and not identically distributed SLN describes more accurately the real statistics of the total received power. The second simulation results is to perform our comparison between the naive MC and the IS simulations for the case of independent and not identically distributed SLN variates. We consider the sum of four independent Log-normal RVs with $\mu_{1,dB} = \mu_{2,dB} = \mu_{3,dB} = \mu_{4,dB} = 0$ dB, $\sigma_{1,dB} = \sigma_{2,dB} = 4$ dB, $\sigma_{3,dB} = \sigma_{4,dB} = 6$ dB, $M_{MC} = 10^8$, and $M_{IS} = 5 \times 10^4$. 

---

**Fig. 2.** CCDF of the sum of two i.i.d Log-normal RVs with $\mu_{dB} = 0$ dB, and $\sigma_{dB} = 6$ dB.

**Fig. 3.** Relative error of the sum of two i.i.d Log-normal RVs with $\mu_{dB} = 0$ dB, $\sigma_{dB} = 6$ dB, $M_{MC} = 10^8$, and $M_{IS} = 5 \times 10^4$.

**Fig. 4.** Efficiency indicator of the sum of two i.i.d Log-normal RVs with $\mu_{dB} = 0$ dB, and $\sigma_{dB} = 6$ dB.

**Fig. 5.** CCDF of the sum of four independent Log-normal RVs with $\mu_{1,dB} = \mu_{2,dB} = \mu_{3,dB} = \mu_{4,dB} = 0$ dB, $\sigma_{1,dB} = \sigma_{2,dB} = 4$ dB, $\sigma_{3,dB} = \sigma_{4,dB} = 6$ dB, $M_{MC} = 10^8$, and $M_{IS} = 5 \times 10^4$. 
and $\sigma_{\mu}$

Fig. 6. Efficiency indicator of the sum of four independent Log-normal RVs with $\mu_{1,\text{dB}} = \mu_{2,\text{dB}} = \mu_{3,\text{dB}} = \mu_{4,\text{dB}} = 0 \text{ dB}$, $\sigma_{1,\text{dB}} = \sigma_{2,\text{dB}} = 4 \text{ dB}$, $\sigma_{3,\text{dB}} = \sigma_{4,\text{dB}} = 6 \text{ dB}$, $M_{MC} = 10^3$, and $M_{IS} = 5 \times 10^3$.

db, and $\sigma_{3,\text{dB}} = \sigma_{4,\text{dB}} = 6 \text{ dB}$. In Fig.5, Fig.6, and Fig.7, we plotted the CCDF, the relative error, and the efficiency, respectively. We note that in this case also, the proposed IS technique gives an accurate and efficient approximation of the CCDF and results in a substantial computational gain.

V. CONCLUSIONS

In this paper, we developed an IS technique for the approximation of the CCDF of the sum of independent and not necessarily identically distributed Log-normal RVs. We have shown that the hazard rate twisting of each component of the SLN RVs with an optimal twisting parameter $\theta^*$ results in an asymptotic optimal estimator. Numerical simulations showed that the proposed IS method can reach the same accuracy as the naive MC simulation with a substantial computational gain. This alternative efficient technique to the naive MC simulation could serve also as a benchmark for future approximations of the SLN distribution. Moreover, it can be used to decrease the complexity of any approach whose parameters are determined through a curve fitting of data points coming from the exact empirical distribution.
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