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Abstract—This paper considers the average symbol error probability of square Quadrature Amplitude Modulation (QAM) coherent signaling over flat fading channels subject to additive generalized Gaussian noise. More specifically, a generic closed-form expression in terms of the Fox H function and the bivariate Fox H function is offered for the extended generalized-K fading case. Simplifications for some special fading distributions such as generalized-K fading, Nakagami-m fading, and Rayleigh fading and special additive noise distributions such as Gaussian and Laplacian noise are then presented. Finally, the mathematical formalism is illustrated by some numerical examples verified by computer based simulations for a variety of fading and additive noise parameters.
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I. INTRODUCTION

The performance analysis of M-ary Quadrature Amplitude Modulation (M-QAM) signalling over generalized fading channels subject to additive white Gaussian noise (AWGN) has been extensively studied [1]–[3]. However, the additive noise may deviate from the traditional Gaussian distribution and in this case it has been widely reported that the additive noise can be modeled by a generalized Gaussian distribution which includes for instance the Gaussian, Laplacian, and uniform distributions as special cases [4]–[6].

In this paper, we consider a system with an input signal generated according to a square M-QAM constellation fed to a channel with an Extended Generalized-K (EGK) fading envelope [7], and subject to additive white generalized Gaussian noise (AWGGN). The goal of this paper is to find a generic expression for the probability of error of the system under consideration and then to simplify this expression as much as possible for different values of the fading and noise parameters.

The paper is organized as follows. First, a general integral form of the Symbol Error Probability (SEP) using the Generalized Gaussian Q-function [8] is derived in Section II. Next, a generic closed-form expression specific to the EGK fading is given in Section III. Some special cases with simpler expressions are presented in Section IV. Section V offers some selected numerical results followed by some concluding remarks in Section VI.

II. AVERAGE SEP OF SQUARE M-QAM

Consider a typical single input single output (SISO) communication system. The transmitted signal $S$ carries symbols mapped according to a square M-QAM constellation, where $M$ is an even power of 2. $S$ is first multiplied by a channel fading envelope $H$ which has a generalized flat fading characteristics and is then corrupted by an AWGGN with zero mean and variance $N_0/2$. More specifically, the probability density function (PDF) of the AWGGN noise is given by [8, Eq. (2)]

$$p_N(n | \mu, \sigma, \alpha) = \frac{\alpha \Lambda}{2 \Gamma(1/\alpha)} \exp\left(-\Lambda |n - \mu|^\alpha\right),$$

(1)

defined over $n \in \mathbb{R}$, where the parameters $\alpha \in \mathbb{R}^+$ and $\mu \in \mathbb{R}$ denote the shaping parameter and the mean, respectively. Moreover, the coefficient $\Lambda$, which is related to normalizing the noise power, is defined as

$$\Lambda = \frac{\Lambda_0}{\sigma} = \sqrt{\frac{2 \Gamma(3/\alpha)}{N_0 \Gamma(1/\alpha)}},$$

(2)

where $\Lambda_0 = \sqrt{\Gamma(3/\alpha)/\Gamma(1/\alpha)}$ is the normalizing coefficient with respect to the shaping parameter $\alpha$, and the parameter $\sigma^2 = \mathbb{E}[N^2] - \mu^2 = N_0/2$ denotes the variance of the AWGGN noise. Furthermore, in (1) (i.e., also seen in (2)), $\Gamma(.)$ denotes the Gamma function. Note that the Laplacian noise is obtained for $\alpha = 1$, the Gaussian noise for $\alpha = 2$, and the uniform noise for $\alpha = \infty$.

The performance analysis of the system above is well studied in the Gaussian noise case, and for a given value of the signal to noise ratio (SNR), the conditional SEP has a closed-form. For instance, in [2, Chap. 10] the SEP for square QAM
is given by
\[
P_S(E) = 4 \left(1 - \frac{1}{\sqrt{M}}\right) Q\left(\sqrt{\frac{3E_s}{N_0(M-1)}}\right) - 4 \left(1 - \frac{1}{\sqrt{M}}\right)^2 Q^2\left(\sqrt{\frac{3E_s}{N_0(M-1)}}\right),
\]
where \(E_s\) is the energy of the symbol, \(M\) is the size of the constellation, and \(Q(.)\) is the Gaussian Q function, i.e. \(Q(x) = \int_x^\infty e^{-t^2/2} dt\).

The generalised Gaussian distribution presented in (1) has the same symmetric property as the Gaussian distribution and its corresponding complementary cumulative distribution function is the generalised Gaussian Q function, \(Q_\alpha(\cdot),\) defined as [8]
\[
Q_\alpha(x) = \frac{\alpha \Lambda_0}{2 \Gamma(1/\alpha)} \int_x^\infty \exp\left(-\Lambda^0_\alpha |u|^{\alpha}\right) du.
\]

Similar to the standard Gaussian case, it can be easily shown that the conditional SEP for the M-QAM signalling over a fading channel with envelop \(H\) and subject to AWGGN, can simply be written as
\[
Pr(e|\gamma) = 4 \left(1 - \frac{1}{\sqrt{M}}\right) Q_\alpha\left(\sqrt{\frac{3\gamma}{M-1}}\right) - 4 \left(1 - \frac{1}{\sqrt{M}}\right)^2 Q^2_\alpha\left(\sqrt{\frac{3\gamma}{M-1}}\right),
\]
where \(\gamma = \frac{2\beta E_s}{N_0}\) is the instantaneous SNR per symbol at the receiver.

The average SEP (ASEP) is obtained by averaging the conditional SEP (5) over the PDF of the SNR, \(p_\gamma(\gamma),\) yielding
\[
Pr(e) = \int_0^\infty Pr(e|\gamma)p_\gamma(\gamma) d\gamma,
\]
which is the integral form given in (6b) will be solved in closed-form using alternative expressions for \(Q_\alpha(\cdot)\) and the PDF of the SNR \(p_\gamma(\gamma).

III. AVERAGE SEP OVER EGK FADING

In this paper, the fading is assumed to follow the EGK distribution which is a generalised fading distribution that captures many common fading distributions as special cases. According to this model, the PDF of the instantaneous SNR, derived from the channel envelope \(H,\) is given in [7, Eq. (2)], as
\[
p_\gamma(\gamma) = \frac{\xi}{\Gamma(m_a)\Gamma(m_b)} \left(\frac{\beta \xi \beta}{\gamma}\right)^{m_b/\xi - 1} \times \Gamma\left(m_s - m, \frac{\beta \xi \beta}{\gamma}\right)^{m_c, \xi, \xi},
\]
where \(\xi = E_s/N_0\) is the energy of the symbol, \(M\) is the size of the constellation, and \(Q(.)\) is the Gaussian Q function, i.e. \(Q(x) = \int_x^\infty e^{-t^2/2} dt\).

In this paper, the fading is assumed to follow the EGK distribution which is a generalised fading distribution that captures many common fading distributions as special cases. According to this model, the PDF of the instantaneous SNR, derived from the channel envelope \(H,\) is given in [7, Eq. (2)], as
\[
p_\gamma(\gamma) = \frac{\xi}{\Gamma(m_a)\Gamma(m_b)} \left(\frac{\beta \xi \beta}{\gamma}\right)^{m_b/\xi - 1} \times \Gamma\left(m_s - m, \frac{\beta \xi \beta}{\gamma}\right)^{m_c, \xi, \xi},
\]
defined over \(\gamma \in (0, \infty).\) In (7), the parameters \(\xi = E_s/N_0\) is the average SNR per QAM symbol, \(m (0.5 \leq m < \infty)\) and \(\xi (0 \leq \xi < \infty)\) represent the fading figure (diversity / order) and the fading shaping factor, respectively, while \(m_s (0.5 \leq m_s < \infty)\) and \(\xi_s (0 \leq \xi_s < \infty)\) represent the shadowing severity and the shadowing shaping factor (inhomogeneity), respectively. Furthermore, \(\Gamma(.)\) is the Gamma function, the parameters \(\beta = \Gamma(m + 1/\xi)\Gamma(m),\)

To derive a closed-form expression of the SEP for EGK fading subjected to AWGGN, we need to use alternative expressions of the \(Q_\alpha(\cdot)\) function in (4) and \(p_\gamma(\gamma)\) in (7). More specifically, expressing (4) and (7) in terms of the Fox H function (FHF) [10, Eq. (1.1.1)], [11], \(H[\cdot,\cdot]\), whose MATHEMATICA implementation is given in [12, Appendix], the integral in (6b) can be re-written as a sum of the product of two and three FHF which can be solved in closed-form. For instance, we can write
\[
p_\gamma(\gamma) = \frac{1}{\Gamma(m_a)\Gamma(m_b)} \Gamma_{0.2}[\beta \xi \beta]^{m_b/\xi - 1} \left(\frac{m_s}{\xi_s} \right),
\]

where \(\alpha, \beta, \xi \in \mathbb{C}\) and \(e \in \mathbb{R}^+.\)

By replacing (9) and (10) in (6b), we get two terms in integral form. The first term includes an integral of two FHF, studied and solved in [8]. The second term contains an integral involving three FHF (one from the EGK distribution in (9), and a squared one from the \(Q_\alpha(\cdot)\) function in (10)). Using the identity [13, Eq. (2.3)], the second part can be expressed in terms of the FHF of two variables [13], known also as the Bivariate Fox H-function (BFHF) \(H[\cdot,\cdot;\cdot,\cdot]\) whose MATLAB implementation is outlined in [14]. In conclusion, a closed-form expression of the ASEP is obtained in (11).

It is important to note that this closed-form result (11) is a new generic expression for the ASEP of square M-QAM signaling over EGK fading channels subject to AWGGN. In the next section, we will discuss some special cases of noise and fading giving some simplified expressions.
\[
\Pr(e) = \frac{4(1 - \frac{\gamma}{\sqrt{\pi}})}{\Gamma(1/\alpha) \Gamma(m_s) \Gamma(m)} H_{1,2}^{2,3} \left[ \frac{\beta_s\beta(M - 1)}{6\gamma} \right] \begin{bmatrix}
1/2, 1 & (1, 2) \\
(m, 1/2) & (m, 1/2) \\
0, 1 & 0, 1
\end{bmatrix}
- \frac{2(1 - \frac{\gamma}{\sqrt{\pi}})^2}{\Gamma(1/\alpha) \Gamma(m) \Gamma(m_s)} H_{0,2,0,0,2,0,0}^{0,2,0,0,2,0,0,0} \left[ \frac{\beta_s\beta(M - 1)}{6\gamma} \right] \begin{bmatrix}
1/2, 1 & (1, 2) \\
(0, 1/2) & (0, 1/2) \\
0, 1 & 0, 1
\end{bmatrix}.
\]

\(IV. \ \text{Special Cases of Noise and Fading}\)

A. EGK Fading with Additive Laplacian Noise

The Laplacian noise is a special case of the generalized Gaussian noise when \(\alpha = 1\). In this case, and using the properties of the LHFF [10], and BFHF functions [13], the general ASEP expression in (11) reduces to

\[
\Pr(e) = \frac{2(1 - \frac{\gamma}{\sqrt{\pi}})}{\sqrt{\pi} \Gamma(m_s) \Gamma(m)} G_{0,2,0,2,0}^{2,2,2,2,2,2,2,2} \left[ \frac{2m_s m(M - 1)}{3\gamma} \right] \begin{bmatrix}
1/2, 1 \\
0, m_s \end{bmatrix}
- \frac{(1 - \frac{\gamma}{\sqrt{\pi}})^2}{\Gamma(m) \Gamma(m_s)} G_{0,2,0,2,0,2,0,0}^{0,2,0,2,0,2,0,0} \left[ \frac{2m_s m(M - 1)}{3\gamma} \right] \begin{bmatrix}
1/2, 1 \\
0, 1 \end{bmatrix}.
\]

where the first term is expressed in terms of the standard Meijer G-function (MGF) [10, Eq. (2.9.1)] which is a built in function in MATHEMATICA, while the second term is expressed in terms of the bivariate Meijer G-function (BMG) [15] whose MATHEMATICA implementation is given in [16, Table III].

It is necessary to mention that in these special cases, we are not just setting the parameters in the general expression (11). Rather, in each case, we offered simplified closed-form expressions of the ASEP with reduced computational complexity. However, the next two special cases involving the classical Rayleigh fading lead to further simplified expressions of the ASEP that include only common functions.

C. Rayleigh Fading with Additive Laplacian Noise

We have treated the Laplacian noise case and the corresponding ASEP is presented in (13). The Rayleigh fading case is obtained by setting \(m = 1\) and \(\xi = 1\) in (13), yielding

\[
\Pr(e) = 4 \left(1 - \frac{1}{\sqrt{\pi}}\right) H_{1,1}^{1,1,1} \left[ \frac{M - 1}{6\gamma} \right] \begin{bmatrix}
1/2, 1 \\
0, 1 \end{bmatrix}
- 2 \left(1 - \frac{1}{\sqrt{\pi}}\right)^2 H_{1,1}^{0,1,1,1,0,1} \left[ \frac{M - 1}{6\gamma} \right] \begin{bmatrix}
1/2, 1 \\
0, 1 \end{bmatrix}.
\]
Using some properties of the FHF [10], and BFHF [17], it can be shown that (15) reduces to

\[
\Pr (e) = 2 \left(1 - \frac{1}{\sqrt{M}}\right) \left(1 - \sqrt{\frac{6\pi \gamma}{M-1}} \frac{1+\gamma}{\gamma} Q \left(\sqrt{\frac{3\gamma}{M-1}}\right)\right) - \left(1 - \frac{1}{\sqrt{M}}\right)^2 \left(1 - 2 \sqrt{\frac{6\pi \gamma}{M-1}} \frac{1+\gamma}{\gamma} Q \left(\sqrt{\frac{12\gamma}{M-1}}\right)\right),
\]

which is a very simple expression involving only the standard Gaussian Q function (i.e., \(Q(x) = Q_2(x)\)). It should be noted that, to our best knowledge, (16) is a new expression not reported previously.

D. Rayleigh Fading with AWGN

The AWGN was studied in the second special case and an expression of the ASEP of M-QAM over Gk fading with AWGN was derived and given in (14). The Rayleigh fading is a special case of the Gk distribution by simply setting \(m = 1\) and \(m_s \to \infty\). In this case, (14) reduces to

\[
\Pr (e) = \frac{2(1 - \frac{1}{\sqrt{\pi}})}{\sqrt{\pi}} G_{2,2}^2(2(M - 1) - \left(\begin{array}{c}
\frac{(1)}{1} \\
\frac{(0)}{1}
\end{array}\right), (1, M) \left(\begin{array}{c}
\frac{(1)}{0} \\
\frac{(1)}{1}
\end{array}\right)) \left(\begin{array}{c}
\frac{1}{1} \\
\frac{2}{0}
\end{array}\right) \frac{2(M - 1)}{3\gamma}, 1).
\]

The expression in (17) involves reduced rank MGF and BMGF functions in comparison with (14). However, more interestingly, using some properties of these special functions [17] and extra manipulations, it can be shown that this formula simplifies to

\[
\Pr (e) = 2 \left(1 - \frac{1}{\sqrt{M}}\right) \left(1 - \sqrt{\frac{3\gamma}{2(M - 1) + 3\gamma}}\right) - \left(1 - \frac{1}{\sqrt{M}}\right)^2 \times \left[1 - \sqrt{\frac{3\gamma}{2(M - 1) + 3\gamma}} \left(\frac{4}{\pi} \tan^{-1} \sqrt{\frac{2(M - 1)}{3\gamma}}\right)\right],
\]

where \(\tan^{-1}(.)\) is the inverse tangent function, in agreement with the known expression [1, Chap. 8, Eq. (8.106)] of the ASEP of M-QAM over Rayleigh fading and subject to AWGN.

V. NUMERICAL RESULTS

In this section, we plot the ASEP of 16-QAM signaling for different type of noise (i.e., different values of \(\alpha\)), and fading (i.e., different values of \(m, m_s, \xi, \) and \(\xi_s\)). As a first numerical example, we look into Gaussian and Laplacian noise in conjunction with Nakagami-\(m\) fading. The Nakagami-\(m\) fading is obtained by setting the fading shaping factor \(\xi = 1\) in (13) for the Laplacian noise, since the Nakagami-\(m\) fading is a special case of the GNM. The numerical results of this example are presented in Fig. 1 for four values of the Nakagami-\(m\) fading parameter, namely \(m = \frac{1}{2}, 2, 4, \infty\). The numerical results obtained from the main formula (13) are compared to computer-based Monte-Carlo simulation results. It is clear that the numerical results and simulation results match perfectly as a validation of our analytical results. In both noise cases, the ASEP improves as the fading parameter \(m\) increases, as expected. In addition, for a high amount of fading (i.e. \(m = \frac{1}{2}\)), the ASEP for the Laplacian case is better than the ASEP for the Gaussian case. However, for a low amount of fading (i.e. \(m \geq 2\)), we note that there are two regimes. The first regime is for low SNR (\(\gamma \leq 12\) dB) in which the Laplacian noise has better performance than the Gaussian noise, and in second regime, for high SNR (\(\gamma > 12\)dB) in which ASEP for the Gaussian case is better than the ASEP for the Laplacian case.

In Fig. 2, we look into the Rayleigh fading case and vary the noise parameter \(\alpha\). In this case the ASEP can be re-written from (11) as

\[
\Pr (e) = \frac{4(1 - \frac{\gamma - 1}{\alpha(1/\alpha)})}{\alpha^2} H_{2,2}^2 \left[\frac{M - 1}{3\alpha^2}, \left(1 - \frac{1}{\alpha}, \frac{2}{\alpha}\right), (1, \frac{1}{\alpha}) \right] \left(\begin{array}{c}
\frac{1}{\alpha} \\
\frac{2}{\alpha}
\end{array}\right) \times \frac{2(1 - \frac{\gamma - 1}{\alpha(1/\alpha)})}{\alpha^2} \times \\
H_{2,2}^0(1, 0, 1, 1, 2) \left[\frac{1}{\alpha}, 1; (\frac{2}{\alpha}, 1), (0, \frac{2}{\alpha})\right] \left(\begin{array}{c}
\frac{1}{\alpha} \\
\frac{2}{\alpha}
\end{array}\right) \times \frac{M - 1}{3\alpha^2}, 1),
\]

where

\[
H_{2,2}^0(1, 0, 1, 1, 2) \left[\frac{1}{\alpha}, 1; (\frac{2}{\alpha}, 1), (0, \frac{2}{\alpha})\right] \left(\begin{array}{c}
\frac{1}{\alpha} \\
\frac{2}{\alpha}
\end{array}\right) \times \frac{M - 1}{3\alpha^2}, 1).
\]
Note again from Fig. 2 that the simulation results match perfectly the analytical results obtained from (19). In this case of Rayleigh fading, it is worth mentioning that the system has better performance by decreasing the noise parameter $\alpha$, which confirms the result found in the previous example when the Laplacian noise has better performance than the Gaussian noise for high amount of fading. At high SNR ($\gamma > 28 \text{dB}$), the performance of the system converges essentially to one curve for different values of noise parameter.

Finally, in order to see the impact of the fading parameter, we draw the ASEP for the case of Nakagami-$m$ fading and the same values of the noise parameter in Fig. 3. Similar to what happened in the first example, we have also in this case two regions. For low SNR the ASEP decreases with the noise parameter. However, for high SNR, the system performance gets better by increasing $\alpha$.

VI. CONCLUSION

In this paper, we studied the average symbol error probability of square M-QAM signaling when transmitted over an extended generalized-K fading subject to additive generalized Gaussian noise. A closed-form of the ASEP was derived in terms of the FHF and BFHF functions. To illustrate the mathematical formalism, we presented some numerical example for the Nakagami-$m$ fading and Rayleigh fading. The analytical results were validated by numerical and simulation results and the impact of the generalized Gaussian noise and generalized fading parameters on the ASEP was studied.
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