Minimizing Symbol Error Rate for Cognitive Relaying with Opportunistic Access
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Abstract—In this paper, we present an optimal resource allocation scheme (ORA) for an all-participate (AP) cognitive relay network that minimizes the symbol error rate (SER). The SER is derived and different constraints are considered on the system. We consider the cases of both individual and global power constraints, individual constraints only and global constraints only. Numerical results show that the ORA scheme outperforms the schemes with direct link only and uniform power allocation (UPA) in terms of minimizing the SER for all three cases of different constraints. Numerical results also show that the individual constraints only case provides the best performance at large signal-to-noise-ratio (SNR).

Index Terms—Cognitive relays, opportunistic access, optimal resource allocation, symbol error rate

I. INTRODUCTION

In a cognitive radio network, the unlicensed or secondary users communicate using time and space intervals, called “spectral holes”, during which the licensed or primary users are not active [1]. The transmitting secondary user can use other secondary users as relays to achieve diversity gain, which is cognitive relaying [2]–[4]. In cognitive relaying, after detecting a “spectral hole”, the source broadcasts the signal to the destination and the relays. The relays then forward the signal to the destination.

The secondary user has to ensure that minimum interference is caused to the primary user. However, it also has to ensure that it achieves optimum throughput and symbol error rate (SER). These seemingly conflicting objectives have been the subject of much work in recent years. However, a majority of the recent works focuses on optimizing the throughput. These works also assume an “underlay” setup, in which the primary and secondary networks co-exist. References [5]–[12], all discuss optimal power allocations strategies for throughput maximization for relay assisted cognitive radio networks in an “underlay” setup.

In this paper, a cognitive relay network with opportunistic access to the licensed bands is considered. The objective here is to minimize the SER of the transmitting user while maintaining the throughput at an “acceptable” level. This ‘acceptable’
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destination. Hence, one packet of data consumes \( m + 1 \) time slots for transmission.

A. Received Signal Model

With such a mode of operation, there can be two received signal models.

1) Without Interference from the Primary User: This is the case when, with probability \( 1 - P_f \) where \( P_f \) is the probability of false alarm, the source correctly detects no primary activity. The signals received at the destination and the relays from the source are

\[
y_{r_i} = \sqrt{\frac{E_{ST}}{E_{ST}|h_{i}|^2 + \sigma^2_{n_{r_i}}}} h_{r_i} s + n_{r_i},
\]

where \( s \) is the zero-mean and unit-energy transmitted symbol, \( E_{ST} \) is the source energy, \( h_{r_i} \) is the channel response between the source and the destination, \( h_{i} \) is the channel response between the \( i \)th relay and the source and the \( n_{r_i} \sim CN(0, \sigma^2_{n_{r_i}}) \) and \( n_{i} \sim CN(0, \sigma^2_{n_{i}}) \) are the complex Gaussian noise samples. The relay, after normalization, forwards the received signal to the destination. Therefore the received signal at the destination from the \( i \)th relay is

\[
y_{r_i} = \sqrt{\frac{E_{i}}{E_{i}|h_{i}|^2 + \sigma^2_{n_{i}}}} h_{r_i} s_i + n_{r_i},
\]

where \( h_{r_i} \) is the known channel response between the receiver and the \( i \)th relay, \( E_{i} \) is the \( i \)th relay’s energy and \( n_{r_i} \sim CN(0, \sigma^2_{n_{r_i}}) \) is the complex Gaussian noise. Substituting \( s_i \) in (3) gives

\[
y_{r_i} = \sqrt{\frac{E_{ST}E_{i}}{E_{ST}|h_{i}|^2 + \sigma^2_{n_{i}}}} h_{r_i} s + n_{r_i},
\]

where \( n_{r_i} \sim CN(0, \sigma^2_{n_{r_i}}) \) and

\[
\sigma^2_{n_{r_i}} = \frac{E_{i}|h_{i}|^2 \sigma^2_{n_{i}} + \sigma^2_{n_{r_i}}}{E_{ST}|h_{i}|^2 + \sigma^2_{n_{i}}},
\]

Writing the \( m + 1 \) received signals in matrix form, one has

\[
y = h s + n
\]

where

\[
y = \begin{bmatrix} \frac{1}{\sigma_{n_{r_1}}} y_{r_1} & \frac{1}{\sigma_{n_{r_2}}} y_{r_2} & \cdots & \frac{1}{\sigma_{n_{r_m}}} y_{r_m} \end{bmatrix}^T
\]

\[
h = \begin{bmatrix} \sqrt{\frac{E_{ST}E_{1}}{\sigma^2_{n_{r_1}}}} h_{r_1} \sqrt{\frac{E_{ST}E_{1}}{\sigma^2_{n_{r_2}}}} h_{r_2} \cdots \sqrt{\frac{E_{ST}E_{m}}{\sigma^2_{n_{r_m}}}} h_{r_m} \end{bmatrix}^T
\]

and \( n \sim CN(0, I) \)

2) With Interference from the Primary User: In this case, with probability \( 1 - P_d \) where \( P_d \) is the probability of detection, the source misses the transmission from the primary user and transmits, which causes interference. The signals at the destination from both the source and the relays now also include a interfering signal due to primary user activity

\[
y_{r_i} = \sqrt{\frac{E_{ST}E_{i}}{E_{ST}|h_{i}|^2 + \sigma^2_{n_{i}}}} h_{r_i} s_i + n_{r_i} + y_{i},
\]

where \( y_{i} \) and \( y_{i} \) are the interference signals. Taking into account the fact that the source and relays have no knowledge of the interfering signal and adopting the same approach as previously, one can write

\[
y_{r_i} = \sqrt{\frac{E_{ST}E_{i}}{E_{ST}|h_{i}|^2 + \sigma^2_{n_{i}}}} h_{r_i} s_i + n_{r_i} + y_{i},
\]

Again in matrix form one has

\[
y_I = h_I s + n_I + Y_I
\]

where

\[
y_I = \begin{bmatrix} \frac{1}{\sigma_{n_{r_1}}} y_{r_1} & \frac{1}{\sigma_{n_{r_2}}} y_{r_2} & \cdots & \frac{1}{\sigma_{n_{r_m}}} y_{r_m} \end{bmatrix}^T
\]

\[
h_I = \begin{bmatrix} \sqrt{\frac{E_{ST}E_{1}}{\sigma^2_{n_{r_1}}}} h_{r_1} \sqrt{\frac{E_{ST}E_{1}}{\sigma^2_{n_{r_2}}}} h_{r_2} \cdots \sqrt{\frac{E_{ST}E_{m}}{\sigma^2_{n_{r_m}}}} h_{r_m} \end{bmatrix}^T
\]

and \( n_I \sim CN(0, I) \).

B. Spectrum Sensing

Spectrum sensing is performed, by means of an energy detector, for the first \( t_s \) seconds out of total time slot duration of \( T \) seconds at the source node only. The remaining \( T - t_s \) is used for transmission, after detecting a “spectral hole”. The probabilities of detection and false alarm, according to [13], are given by

\[
P_d = Q \left( \frac{\lambda - N - \gamma_d}{\sqrt{2(N + 2\gamma_d)}} \right)
\]

\[
P_f = Q \left( \frac{\lambda - N}{\sqrt{2N}} \right)
\]

respectively, where \( \lambda \) is the threshold of the energy detector, \( N = t_s f_s \) is the number of samples, \( f_s \) is the sampling frequency, \( \gamma_d \) equals \( N \) times the SNR at the output of the
detector and \( Q(\cdot) \) is the Gaussian Q-function.

\[ \text{III. OPTIMIZATION} \]

In this section, we formulate the optimization problem. We derive the SER first and then give the constraints on the optimization problem. Assuming maximal ratio combining (MRC) at the destination, the SER is

\[
SER = P(H_0)Q(\sqrt{\gamma_0})(1 - P_f) + P(H_1)Q(\sqrt{\gamma_1})(1 - P_d)
\]  

(10)

where \( \gamma_0 \) is the SNR after combining, \( \gamma_f \) is the signal-to-interference-noise-ratio (SINR) after combining, \( k \) is a constant which depends on the modulation scheme used, \( P(H_0) \) is the probability of no primary user transmission and \( P(H_1) = 1 - P(H_0) \) is the probability of a primary user transmission. The SNR \( \gamma_0 \) can be found as

\[
\gamma_0 = \alpha + \sum_{i=1}^{m} \frac{\beta_i}{\sigma_r^2}
\]

(11)

where

\[
\alpha = \frac{p_ST s_r^2 |h_{r_i}|^2}{\sigma_r^2}
\]

\[
\beta_i = \frac{p_ST p_i T_r^2 |h_{r_i}|^2 |h_{r_i}|^2}{p_ST T_s |h_{r_i}|^2 + \sigma_n^2}
\]

Note that we have replaced the source and relay energies with

\[ E_{ST} = p_ST T_s \text{ and } E_i = p_i T_s \]

where \( p_ST \) and \( p_i s \) are the source and relay powers, respectively and \( T_s \) is the symbol time. Similarly, \( \gamma_f \) can be expressed as

\[
\gamma_f = \frac{\left( \alpha + \sum_{i=1}^{m} \frac{\delta_i}{\sigma_r^2} \right)^2}{\alpha + \sum_{i=1}^{m} \frac{\delta_i}{\sigma_r^2}}
\]

(12)

where

\[
c = E[|y_{r_i}|^2]
\]

\[
d_i = E[|y_{t_i}|^2]
\]

\[ E[|y_{t_i}|^2] = E[|y_{t_i}|^2] + E[|y_{t_i}|^2] \left( \frac{E_t}{E_{ST} |h_{r_i}|^2 + \sigma_n^2} \right) |h_{r_i}|^2
\]

Substituting (11) and (12) in (10) gives the SER as

\[
SER = P(H_0)Q \left( k \left( \alpha + \sum_{i=1}^{m} \frac{\delta_i}{\sigma_r^2} \right) \right) \times \left( 1 - Q \left( \frac{\lambda - N}{\sqrt{2N}} \right) \right) + P(H_1) \left( 1 - Q \left( \frac{\lambda - N - \gamma_d}{\sqrt{2(N + 2\gamma_d)}} \right) \right)
\]

\[
\times Q \left( \frac{k \left( \alpha + \sum_{i=1}^{m} \frac{\delta_i}{\sigma_r^2} \right)^2}{\alpha + \sum_{i=1}^{m} \frac{\delta_i}{\sigma_r^2} + \frac{\alpha c}{\sigma_r^2} + \sum_{i=1}^{m} \frac{d_i}{\sigma_r^2} \frac{\delta_i}{\sigma_r^2}} \right)
\]

(13)

Now we form the different constraints on the problem. First we consider both individual power constraints at the source and the relay and a global power constraint on the whole system. Therefore, the constraints are given by

\[
0 \leq p_ST \leq p_T, \ 0 \leq p_i \leq p_i^{\text{max}}, \ P_f \leq P_f^\text{th}
\]

(14)

\[
p_ST + \sum_{i=1}^{m} p_i \leq p_{\text{total}}, \text{ and } RT_s + t_s \leq T.
\]

where \( p_ST \) is the power available at the source, \( p_i^{\text{max}} \) is the power available at each relay, \( p_{\text{total}} \) is the power available to the whole system and \( P_f^\text{th} \) specifies the constraint on the probability of false alarm. The constraints on \( P_f, T_s \) and \( t_s \) are introduced to maintain an acceptable throughput. Next the two cases global power constraint only and individual power constraints only are considered. For the case of global power constraint only, the constraints will be

\[
P_f \leq P_f^\text{th}, \ p_ST + \sum_{i=1}^{m} p_i \leq p_{\text{total}}, \text{ and } RT_s + t_s \leq T.
\]

(15)

In the other scenario, the constraints are given by

\[
0 \leq p_ST \leq p_T, \ 0 \leq p_i \leq p_i^{\text{max}}, \ P_f \leq P_f^\text{th}, \text{ and } RT_s + t_s \leq T.
\]

(16)

A special case of importance is the absence of the direct link between source and destination, because the relays take on a more prominent role in the presence of no direct link. In this case, the SER can be obtained by replacing \( \alpha = 0 \) in (13).

The joint optimization problem (13) under all three constraints cases, (14), (15) and (16), in non convex and hence, it is difficult to obtain closed-form expressions for the optimal solutions. Therefore, one has to resort to numerical techniques to find the optimal solution.

\[ \text{IV. NUMERICAL RESULTS} \]

Some selected numerical results are provided in this section. All noise variances are set at 1. \( p_T \) and \( p_i^{\text{max}} \) are set at 2, while \( p_{\text{total}} \) is set at 2 + 1.5\( m \). The total frame duration \( T \) is set as 100 ms. We set \( P_f^\text{th} = 0.1 \), and \( R = 100 \). Binary Phase Shift Keying (BPSK) is the constellation considered. As the sensing time and the number of samples have a linear relationship, the results are given in terms of the number of samples, \( N \). Figure 2 shows the SER as a function of the number of samples for different values of primary user’s SNR, \( \gamma \). It is evident from the figure that there is an optimal value of the number of samples at which the SER is minimized. This trade-off is due to the fact that with increase in \( N \), the probability of detection, \( P_d \), increases, hence, decreasing SER. However, an increase in \( N \) means a decrease in symbol time, \( T_s \), which causes \( \gamma_0 \) to decrease, which in turn increases SER. Therefore, a trade-off is seen in figure 2. The primary user’s, \( \gamma \), greatly affects the optimal number of samples. When \( \gamma \) is higher, it takes less time to achieve the same \( P_f \) as opposed to, when \( \gamma \) is lower. Hence, the smaller the \( \gamma \), greater is the optimal number of samples.
The no direct link scenario is considered first. In this scenario, the individual constraints only case outperforms the global constraint only case for all values of $\gamma_s$. The difference between the two cases becomes more prominent at higher $\gamma_s$. The individual constraints only case gives lower SER than global constraints only because, even though in the latter scenario more power can be allocated to the relay with better channel, the total power available to the former is greater. And this larger power makes up for the fact that each relay has constrained power. In the direct link case, the global constraints only case gives better SER performance than the individual constraints only case for lower $\gamma_s$. This is due to the presence of a direct link. As discussed previously, the direct link has a great influence. The power of the direct link is limited in the individual case; however, more power can be allocated to the direct link in the global case. Therefore, even though the individual case has more total power, the global constraints only case outperforms it by allocating more power to the direct link. The individual constraints only case outperforms the global constraints case for higher $\gamma_s$. This is due to the fact that now there is less noise in the system and as there is more total power available in the individual case, it overcomes the limitation of the constrained source power and gives better SER.
The same phenomena can be observed in Figure 5, but this time as a function of the number of relays (m). Again, the AP-ORA scenarios outperform their UPA counterparts. Additionally, for a larger number of relays the AP-ORA-NDL cases give lower SER than UPA. AP-ORA, with and without direct link, with both global and individual power constraints gives a higher SER than AP-ORA-GL and AP-ORA-Ind, again with and without direct link. In the no direct link case AP-ORA-NDL-Ind gives considerable better performance than AP-ORA-NDL-GL, particularly for a large number of relays as AP-ORA-NDL-Ind has more total power. However, again it can be seen that, in the presence of a direct link, AP-ORA-Ind and AP-ORA-GL are much closer in performance. And AP-ORA-Ind starts outperforming AP-ORA-GL only when the number of relays is larger.

V. CONCLUSIONS

In this paper, an all-participate (AP) optimal resource allocation (ORA) that minimizes SER was proposed. It was shown that the AP-ORA scheme outstripped the conventional uniform power allocation (UPA) in terms of SER performance. The importance of the direct link to the system performance was also shown. It was also demonstrated that the AP-ORA-Ind outperformed both AP-ORA and AP-ORA-GL for higher $\gamma_s$ and greater number of relays.
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