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Abstract—When analyzing system performance of conventional one-way relaying or advanced two-way relaying, these two techniques are always dealt with separately and, thus, their performance cannot be compared efficiently. Moreover, for ease of mathematical tractability, channels considered in such studies are generally assumed to be subject to Rayleigh fading or to be Nakagami-$m$ channels with integer fading parameters, which is impractical in typical urban environments. In this paper, we propose a unified moments-based framework for general performance analysis of channel-state-information (CSI) assisted amplify-and-forward (AF) relaying systems. The framework is applicable to both one-way and two-way relaying over arbitrary Nakagami-$m$ fading channels, and it includes previously reported results as special cases. Specifically, the mathematical framework is firstly developed under the umbrella of the weighted harmonic mean of two Gamma-distributed variables in conjunction with the theory of Padé approximants. Then, general expressions for the received signal-to-noise ratios of the users in one-way/two-way relaying systems and the corresponding moments, moment generation function, and cumulative density function are established. Subsequently, the mathematical framework is applied to analyze, compare, and gain insights into system performance of one-way and two-way relaying techniques, in terms of outage probability, average symbol error probability, and achievable data rate. All analytical results are corroborated by simulation results as well as previously reported results whenever available, and they are shown to be efficient tools to evaluate and compare system performance of one-way and two-way relaying.
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I. INTRODUCTION

Cooperative relaying has shown great potential for next-generation wireless systems, since its significant cooperative diversity gain benefits improving spectral efficiency and extending the coverage of wireless systems without extra transmit power [1]. For the conventional one-way relaying shown in Fig. 1–a), an intermediate relay $R$ can be exploited to help the source $S$ forward signals to the destination $D$ if the direct channel between $S$ and $D$ suffers from deep fading. This one-way relaying scheme involves two consecutive phases for only one data transmission (i.e. $S \rightarrow R \rightarrow D$) and, thus, degrades spectral efficiency significantly. In order to improve spectral efficiency, two-way relaying was proposed in [2], where two users $S_1$ and $S_2$ exchange data simultaneously with the aid of the relaying node $R$, as illustrated in Fig. 1–b). That is, two-way relaying completes two data transmissions (i.e. $S_1 \rightarrow R \rightarrow S_2$ and $S_2 \rightarrow R \rightarrow S_1$) during two phases and, hence, it achieves higher spectral efficiency than one-way relaying while using the same amount of system resources.

For the relaying node in either one-way or two-way relaying systems, there are mainly two relaying techniques, namely, decode-and-forward (DF) and amplify-and-forward (AF). In contrast to DF relaying, AF relaying does not require decoding operation and it simply amplifies the received signal prior to transmission. That is, AF relaying is transparent to the modulation and coding schemes of the source and, therefore, it has a simple structure and can be more easily deployed in practical applications.

In the AF technique, there are primarily three strategies to determine the relay gain. The first strategy, referred to as blind relay, fixes the relay gain regardless of the channel fluctuations. Its performance deteriorates if the channel amplitude varies a lot. The second strategy uses statistical channel state information (CSI) of the channels and is generally called the semi-blind relay. The third strategy, on the other hand, exploits full CSI of the channels during the first phase to determine the relay gain. This CSI-assisted approach outperforms the blind and semi-blind ones and serves as benchmark for performance evaluation of various relaying systems.

When analyzing system performance of CSI-assisted one-way or two-way AF relaying, in order to obtain closed-form expressions for the considered metrics, it is generally assumed that the channels are subject to Rayleigh fading [1]–[7]. However, it is well known that Nakagami-$m$ fading is more general and it can model extensive fading scenarios. When Nakagami-$m$ fading is concerned, due to the difficulty of mathematical
tractability, it is mostly supposed that the Nakagami fading parameters take integer values, see for example [8], [9] for studies dealing with one-way relaying and [10], [11] for two-way relaying. The scenario with integer fading parameters is a very particular case. In reality, on the other hand, propagation environments where the fading parameter $m$ takes non-integer values are very common, for instance, micro-cellular scenarios with specular components and land mobile satellite channels [12], [13]. More specifically, the field measurements in urban scenarios demonstrate that “the most likely value of $m$ oscillates between 1 and 2” and that “the average estimated value of $m$ is 1.56” [12]. Therefore, accurate performance evaluation of one-way/two-way CSI-assisted AF relaying over general Nakagami-$m$ fading channels becomes extremely important for practical purposes.

For one-way and two-way CSI-assisted AF relaying systems under study in this paper, exact performance analysis over general Nakagami-$m$ fading channels is extremely complicated, if not impossible. Even for simpler one-way semi-blind relaying systems, exact performance analysis is highly mathematically involved, as recently reported by the same authors in [14]. Therefore, general performance analysis of both relaying systems under study was hardly touched upon and only some very special cases were dealt with and scattered in the open literature. For example, provided that the channel fading at two consecutive hops is symmetric (i.e. $m_1 = m_2$) and the average signal-to-noise ratios (SNRs) of the hops are identical (i.e. $\gamma_1 = \gamma_2$), outage probability and average bit error rate of one-way CSI-assisted AF relaying over general Nakagami-$m$ fading channels were investigated in [15]. Performance bounds on average symbol error probability were studied in [16], [17]. For two-way relaying, the methodology in [15] was also used in [18], where symmetric fading scenarios were still considered and the performance analysis was further restricted to Rayleigh fading (i.e. $m_1 = m_2 = 1$).

In all the above mentioned works, one-way and two-way relaying were always dealt with separately and, thus, their system performance cannot be compared efficiently. In addition, due to the extreme difficulty of mathematical tractability, comprehensive performance analysis of CSI-assisted AF relaying over general Nakagami-$m$ channels was never reported before, to the best of the authors’ knowledge. With these regards, this paper proposes a unified framework for the comprehensive performance analysis of CSI-assisted one-way and two-way relaying, by means of the moments-based approach in conjunction with the technique of Padé approximants (more details on the rationale and application of these two methods in the open literature can be found in Remarks 1 and 2 of Sections II-A and II-B, respectively).

The proposed framework is applicable to both one-way and two-way relaying schemes considering Nakagami-$m$ channels with arbitrary fading parameters and, hence, it can be used to compare system performance of both schemes efficiently. Given its generality, this framework also includes previously reported results as special cases. Moreover, the framework can be extended to other related areas, such as the dual-hop relaying scenario with optimal power allocation and the scenario of multi-hop relaying. Specifically, our main contributions are three-fold:

1) We propose a general mathematical model for the received SNRs of the users in one-way and two-way CSI-assisted AF relaying systems, under the umbrella of the weighted harmonic mean of two Gamma random variables. Based on this model, the moments of the received SNRs are developed.

2) With the moments of the received SNRs, the theory of Padé approximants is exploited to derive the SNRs’ moment generation function (MGF) in a simple and analytical form. In particular, an exact MGF of the received SNRs is also derived in closed-form and it is used to explicitly measure the relative error of the Padé approximant, which is critical to determining the orders of polynomials involved in the Padé approximant. With the analytical Padé approximant to MGF, the cumulative density function (CDF) of the received SNRs is also obtained.

3) After obtaining the general expressions for the moments, the MGF, and the CDF of the received SNRs, three important performance measures of one-way and two-way relaying are investigated, namely, outage probability, average symbol error probability (ASEP), and achievable data rate. Furthermore, thanks to the generality of the proposed framework, these two relaying techniques are efficiently compared and some insights into system performance are finally gained.

In detailing these contributions, the rest of this paper is organized as follows. Section II develops the mathematical statistics relevant to the weighted harmonic mean of two Gamma-distributed random variables, including the moments, the MGF, and the CDF. Section III describes system model of one-way and two-way relaying and, in particular, the general expressions for the received SNRs and their corresponding moments, MGF, and CDF are explicitly established. Section IV is devoted to the application of the preceding mathematical statistics to the performance analysis and comparison of the one-way and two-way relaying systems under study and, finally, concluding remarks are provided in Section V.

II. Mathematical Statistics: Weighted Harmonic Mean of Two Gamma Variables

Given two numbers $X_1$ and $X_2$, their weighted harmonic mean, $H_w(X_1, X_2)$, is defined as [19, p. 4]:

$$H_w(X_1, X_2) \triangleq \frac{1}{\frac{a}{a+b} \left( \frac{a}{X_1} + \frac{b}{X_2} \right)} = \frac{(a+b)X_1 X_2}{ax_2 + bx_1}, \quad (1)$$

where the subscript “$w$” of $H_w(X_1, X_2)$ stands for the “weighted version” of the harmonic mean of $X_1$ and $X_2$ with weights $a$ and $b$, respectively. In particular, when the weights $(a, b) = (1, 1)$, the weighted harmonic mean of $X_1$ and $X_2$ reduces to the conventional harmonic mean defined as [20, Eq. (1.2.19)]:

$$H(X_1, X_2) \triangleq \left[ \frac{1}{2} \left( \frac{1}{X_1} + \frac{1}{X_2} \right) \right]^{-1} = \frac{2X_1 X_2}{X_1 + X_2}. \quad (2)$$
On the other hand, it is well known that a random variable $X$ has a Gamma distribution if its probability density function (PDF) is given by [21, Eq. (20.6)]

$$f_X(x) = \frac{x^{\alpha-1}}{\beta^\alpha \Gamma(\alpha)} e^{-\frac{x}{\beta}}, \quad x \geq 0$$

(3)

where $\alpha, \beta > 0$ denote the shape parameter and scaling factor, respectively, and where $\Gamma(.)$ is the Gamma function [20, Eq. (5.2.1)]. For the sake of notational convenience, we use the notation $X \sim G(\alpha, \beta)$ to represent a random variable with PDF (3).

### A. The Moments of $H_w(X_1, X_2)$

When $X_1$ and $X_2$ are two independent but not necessarily identically distributed (i.n.i.d) Gamma random variables, that is, $X_i \sim G(\alpha_i, \beta_i), \ i = 1, 2$, the moments of their weighted harmonic mean are as stated in the following theorem.

**Theorem 1:** (Moments of the Weighted Harmonic Mean of Two Gamma Variables) Let $X_1$ and $X_2$ be two i.n.i.d Gamma random variables with parameters $\alpha_i$ and $\beta_i$, that is, $X_i \sim G(\alpha_i, \beta_i), \ i = 1, 2$. Then, the $n$th-order moment of their weighted harmonic mean is given by Eq. (4) at the top of the next page, where the operator $\mathbb{E}\{\cdot\}$ denotes statistical expectation, $\beta(\cdot, \cdot)$ refers to the Beta function [22, Eq. (8.384.1)] and $\mathbb{F}_{12}(a; b; c; x)$ stands for the Gaussian hypergeometric function [22, Eq. (9.100)], and where

$$\beta \equiv \begin{cases} \alpha_2, & \text{if } b_1 \beta_1 \leq a \beta_2; \\ \alpha_1, & \text{otherwise} \end{cases} \quad (5)$$

and

$$\beta_{\min} \equiv \min(b_1 \beta_1, a \beta_2), \quad \beta_{\max} \equiv \max(b_1 \beta_1, a \beta_2). \quad (6)$$

**Proof:** See Appendix A.

For the ease of subsequent applications, the first-order and second-order moments of the weighted harmonic mean of two Gamma random variables are explicitly expressed in the following corollary.

**Corollary 1:** The first-order and second-order moments of the weighted harmonic mean of two i.n.i.d Gamma variables, $X_i \sim G(\alpha_i, \beta_i), \ i = 1, 2$, are given by Eqs. (7) and (8) at the top of the next page, respectively.

**Proof:** The results shown in (7)–(8) can be proved by substituting $n=1$ and $n=2$ into (4), respectively, and using the recurrence formula of the Gamma function, that is, $\Gamma(x + 1) = x \Gamma(x)$ [20, Eq. (5.5.1)], as well as some straightforward algebraic manipulations.

**Special Cases:** When the weights of the variables $X_1$ and $X_2$ are unity, i.e., when $(a, b) = (1, 1)$, then by the definitions (1)–(2), the weighted harmonic mean of $X_1$ and $X_2$ reduces to their conventional harmonic mean. Furthermore, when $X_1$ and $X_2$ are Gamma-distributed, we have

1) If $X_1$ and $X_2$ are independent and identically distributed (i.i.d.) Gamma variables, i.e., $X_i \sim G(\alpha_i, \beta_i), \ i = 1, 2$, then recalling the fact that $\mathbb{F}_{12}(a; b; c; 0) = 1$ [20, Eq. (15.2.1)], the $n$th-order moment of the harmonic mean of $X_1$ and $X_2$ given by (4) reduces to

$$\mathbb{E}\{H^n\} = B(n + \alpha, n + \alpha) \frac{(2\beta)^n \Gamma(n + 2\alpha)}{\Gamma^2(\alpha)}$$

2) If $X_1$ and $X_2$ have the same shape parameters but different scaling factors, i.e., $X_i \sim G(\alpha_i, \beta_i), \ i = 1, 2$, the expression in (4) reduces to Eq. (10) at the top of the next page, which is consistent with the previously reported result in [18, Eq. (2)].

**Remark 1:** The moments of a random variable are very important statistics and they can be widely applied in practice. For instance, in one-way AF relaying systems, the first and second order moments of received SNR were used to efficiently evaluate achievable data rate [14], [23]. On the other hand, the PDF of a random variable can be determined or approximated from a finite number of its moments. For instance, the well-known Pearson system of distributions involves only the first four moments [24, Chap. 6] and it finds many applications in wireless systems, see for example [25]. More techniques on approximating a PDF from its moments can be found in [24, Chap. 6], [26, Chap. 8]. In the next subsection, in order to exploit more powerful MGF-based methodology to analyze system performance, we derive the MGF from the above obtained moments.

### B. The MGF of $H_w(X_1, X_2)$

In this subsection, we first derive the exact MGF of $H_w(X_1, X_2)$ in closed-form. Due to its high complexity, it is hard to be further processed and, thus, we then develop an approximate MGF in a simple and analytical form, based on the theory of Padé approximants [28].

The exact closed-form MGF of the weighted harmonic mean of two i.n.i.d Gamma random variables is summarized in the following theorem.

**Theorem 2:** (MGF of the Weighted Harmonic Mean of Two Gamma Variables) The MGF of the weighted harmonic mean shown in (1) of two i.n.i.d Gamma variables, $X_i \sim G(\alpha_i, \beta_i), \ i = 1, 2$, is given by

$$M_{H_w}(s) = 1 - \frac{s^{k_1}}{\Gamma(\alpha_1) \Gamma(\alpha_2) k_1^{\alpha_2}} \left[ A(\alpha_1) + A(-\alpha_1) \right], \quad (11)$$

where the constants $k_1$ and $k_2$ are given by

$$k_1 \equiv \sqrt{\frac{a}{a + b}}, \quad k_2 \equiv \sqrt{\frac{b}{a + b}} \beta_2, \quad (12)$$

and where the function $A(x)$ is defined by Eq. (13) shown in the next page, with $F_{4}(\cdot)$ denoting the fourth Appell generalized bivariate hypergeometric function [20, Eq. (16.13.4)].

**Proof:** See Appendix B.

It is noteworthy that the Appell function $F_4(\cdot)$ involved in (13) can be easily computed by the built-in function `appellf4()` of the up-to-date Python package MPMATH [30], although it is not yet implemented in popular mathematical
\[
\mathbb{E}\{H^n_w\} = B(n + \alpha_1, n + \alpha_2) \frac{\Gamma(n + \alpha_1 + \alpha_2)}{\Gamma(\alpha_1) \Gamma(\alpha_2)} \left( \frac{a + b \beta_{\min}}{ab} \right)^n \left( \frac{\beta_{\min}}{\beta_{\max}} \right)^\alpha \\
\times {}_2F_1 \left( n + \alpha, n + \alpha_1 + \alpha_2; 2n + \alpha_1 + \alpha_2; 1 - \frac{\beta_{\min}}{\beta_{\max}} \right), \quad n \geq 0. \quad (4)
\]

\[
\mathbb{E}\{H^2_w\} = \frac{\alpha_1 \alpha_2 (a + b) \beta_{\min}^{\alpha + 1}}{ab (1 + \alpha_1 + \alpha_2) \beta_{\max}^\alpha} {}_2F_1 \left( 1 + \alpha, 1 + \alpha_1 + \alpha_2; 2 + \alpha_1 + \alpha_2; 1 - \frac{\beta_{\min}}{\beta_{\max}} \right). \quad (7)
\]

\[
\mathbb{E}\{H^n\} = B(n + \alpha, n + \alpha) \frac{2^n \Gamma(n + 2\alpha)}{\Gamma^2(\alpha) \beta_{\min}^{\alpha + n}} {}_2F_1 \left( n + \alpha, n + 2\alpha; 2n + 2\alpha; 1 - \frac{\beta_{\min}}{\beta_{\max}} \right). \quad (10)
\]

\[
A(x) = \left( \frac{k_1}{k_2} \right)^x {}_2F_1 \left( -x \right) \Gamma(x + 1) \Gamma(x + \alpha_1 + 1) \frac{2}{\alpha} \\
\times \left( \frac{x + 1; x + \alpha_2 + 1; 2, x + 1; -\frac{s}{k_2^2}}{\left( \frac{k_1}{k_2} \right)^2} \right). \quad (13)
\]

softwares, such as Matlab, Mathematica and Maple. As such, the MGF given by (11) can be efficiently evaluated in a numerical way. However, due to the Appell function \(F_1(.)\) involved, the MGF in (11) cannot be easily manipulated for further derivations. In order to proceed, we develop an approximate MGF in a simple and analytical form as follows.

By definition, the MGF of the weighted harmonic mean of \(X_1\) and \(X_2\), \(H_w(X_1, X_2)\), is expressed as

\[
\mathcal{M}_{H_w}(s) = \mathbb{E}\{\exp(-sH_w)\} = \mathbb{E}\left\{ \sum_{n=0}^{\infty} \frac{(-s)^n}{n!} H^n_w s^n \right\} = \sum_{n=0}^{\infty} c_n s^n, \quad (14)
\]

where the Maclaurin series expansion of the exponential function was exploited to derive (14) and, for notational convenience, parameter \(c_n\) was introduced in (15) according to the following definition

\[
c_n \triangleq \frac{(-s)^n}{n!} \mathbb{E}\{H^n_w\}, \quad n \geq 0 \quad (16)
\]

where \(\mathbb{E}\{H^n_w\}\) denotes the \(n\)th-order moment of \(H_w(X_1, X_2)\). Since the values of the closed-form expression of \(\mathbb{E}\{H^n_w\}\) given in (4) are finite for any \(n \geq 0\), then by use of the ratio test, the associated positive series of the alternating series (15) converges absolutely for all finite \(s\), i.e. \(|s| < \infty\). Therefore, the alternating series in (15) converges absolutely for \(|s| < \infty\). Notice that, the exact value of the infinite series (15) can be readily obtained by numerically computing the closed-form expression (11).

Although the infinite series (15) is absolutely convergent, it converges slowly and has to be truncated for practical computation. In particular, if (15) is truncated after \(N + 1\) terms, then

\[
\mathcal{M}_{H_w}(s) \approx \sum_{n=0}^{N} c_n s^n + O(s^{N+1}), \quad (17)
\]

where \(O(.)\) refers to the Landau notation [20, Eq. (2.1.3)] and \(O(s^{N+1})\) stands for the truncation error taking into account terms of higher order than \(s^N\). Therefore, we need to find the “best” approximation to \(\tilde{\mathcal{M}}_{H_w}(s)\) in the sense that the truncation error is as small as possible. An approximation of this type is known as Padé approximant [28]. More specifically, according to the well-known Baker’s definition [28, p. 21], the rational function defined as the ratio of two ordinary polynomials of orders \(p, q\), respectively:

\[
\tilde{\mathcal{M}}_{H_w}(s) \triangleq \frac{\sum_{k=0}^{p} a_k s^k}{1 + \sum_{k=1}^{q} b_k s^k}, \quad (18)
\]

is said to be a Padé approximant to \(\mathcal{M}_{H_w}(s)\), if \(\mathcal{M}_{H_w}(s) - \tilde{\mathcal{M}}_{H_w}(s) = O(s^{p+q+1})\). Conventionally, the coefficients \(a_k, \ k = 0, \cdots, p\) and \(b_k, \ k = 0, \cdots, q\) in (18) can be uniquely determined by solving the so-called Padé equations [31, Eqs. (4)–(5), p. 75]. However, when the polynomials are of high orders \((p, q)\), solving the Padé equations is very tedious. A more systematic procedure can be developed by using the Nuttall’s compact form [28, p. 17]. Explicitly, the Padé approximant (18) can be expressed as

\[
\tilde{\mathcal{M}}_{H_w}(s) = \sum_{n=0}^{p} c_n s^n + \left\{c^T \left[\mathbf{W}(s)\right]^{-1} c\right\} s^{p+q+1}, \quad (19)
\]

where the operators \((.)^T\) and \((.)^{-1}\) denote matrix transpose and inverse, respectively, and where

\[
c^T = [c_{p+q+1} \ c_{p+q+2} \ \cdots \ c_p]_{1 \times q}, \quad (20)
\]
$W(s)$ is expressed as Eq. (21) at the top of the next page, and $c_n$ is given by (16) when $n \geq 0$ and $c_n \equiv 0$ if $n < 0$. Consequently, in view of (4), (16), and (19)–(21), the Padé approximant (18) can be readily obtained.

The orders $(p, q)$ of the numerator and denominator polynomials in the Padé approximant shown in (19) can be determined as follows. According to [32], the best value of $q$ should be the number of already known coefficients of the Maclaurin series in (15). On the other hand, the order of the numerator polynomial should be no larger than the order of the denominator polynomial, that is, $p \leq q$, since it is only for such Padé approximants that the convergence rate and uniqueness can be guaranteed [28]. As a rule of thumb, the first sub-diagonal Padé approximant with $p = q - 1$ is more accurate than the others and it is extensively applied in practice [32]–[36].

In order to measure the accuracy of the Padé approximant (19) to its exact value given by (11), we define the relative error as

$$\xi(s) \triangleq \left| \frac{M_{H_w}(s) - \tilde{M}_{H_w}(s)}{M_{H_w}(s)} \right|. \quad (22)$$

Figure 2 illustrates the effectiveness of the Padé approximant (19), by comparing its numerical results with its corresponding exact values computed by (11). In the simulations, the parameters of two Gamma variables involved are $(\alpha_1, \beta_1) = (1.3, 1)$, $(\alpha_2, \beta_2) = (2.5, 1)$ and their weights $(a, b) = (2, 1)$. In addition, the variable $s$ of the Padé approximant (19) and the exact MGF expression (11) takes values from 0 to 2 with step size 0.2. This is because, by the final value theorem for Laplace transforms, the region $s \to 0$ in the MGF $M_{H_w}(s)$ corresponds to the region $x \to \infty$ in its corresponding PDF $f_{H_w}(x)$. This region reflects the right tail of the PDF and it is the most important region in practical applications [37, p. 55]. From the left-hand side panel of Fig. 2, it is observed that the Padé approximant with orders $(p, q) = (7, 8)$ coincides very well with the exact MGF in the region of $0 \leq s < 1$. The right-hand side panel of Fig. 2 shows that the relative error is smaller than $10^{-2}$ in this region of $s$. Furthermore, it is seen that the Padé approximant becomes more and more accurate even in a larger region as the values of orders $(p, q)$ increase.

Remark 2: Padé approximant is a powerful technique to represent a function through the ratio of two ordinary polynomials. In particular, if the Maclaurin series expansion of a specific function exists, its Padé approximant can always be found by solving the Padé equations. Moreover, the Padé approximant usually outperforms the truncated Maclaurin series approximation in terms of truncation error [31, Section 10.3]. For signal processing and performance analysis of communication systems, Padé approximant has found many applications, see for example [32]–[36]. However, unlike our Theorem 2, it is generally hard to find the exact MGF expression and, thus, the relative error of Padé approximant cannot be explicitly measured by (22). This hinders determining the orders of polynomials involved in Padé approximant and, thus, some other indirect reference has to be resorted to, see for example [33], [34]. For more details about Padé approximant, the interested reader is referred to the seminal encyclopedic monograph [28].

C. The CDF of $H_w(X_1, X_2)$

Applying the partial fraction expansion method to the Padé approximant (18), we get

$$\tilde{M}_{H_w}(s) = \sum_{k=1}^q \frac{\nu_k}{s + \mu_k}, \quad (23)$$

where $\nu_k$ and $-\mu_k$, $k = 1, \cdots, q$, are the residues and the poles of $\tilde{M}_{H_w}(s)$, respectively. Then, applying the inverse Laplace transformation to (23), the CDF of $H_w(X_1, X_2)$ can be obtained according to:

$$F_{H_w}(x) = \mathcal{L}^{-1} \left\{ \frac{x}{s} \tilde{M}_{H_w}(s) \right\} = 1 - \sum_{k=1}^q \frac{\nu_k}{\mu_k} \exp(-\mu_k x), \quad (24)$$

where the operator $\mathcal{L}^{-1} \{ \}$ stands for the inverse Laplace transformation.

Notice that, in the applications developed later on in this paper, the orders $(p, q)$ involved in the Padé approximant (19) are chosen to guarantee that the relative error $\xi(s)$ defined in (22) at $s = 1$ is no larger than $10^{-2}$, i.e. $\xi(1) \leq 10^{-2}$. The region $0 \leq s < 1$ lies inside the unit circle in the complex frequency domain and determines the right tail of the corresponding PDF in the time domain. This small relative error ensures that the Padé approximant reflects its corresponding exact MGF accurately. In such case, the value of the order $q$ ranges from 2 to 7 and, hence, the $q \times q$-dimensional matrix inversion involved in (19) can be easily computed. Furthermore, the numerical results of the outage probability evaluated by (24) match at the $4^{th}$ significant digit those evaluated by the exact expressions (36) and (38), which will be discussed further in Section IV-A below.
III. SYSTEM MODEL OF DUAL-HOP CSI-ASSISTED AF RELAYING

In this section, we first concisely describe the system model of one-way and two-way AF relaying. Then, the general expressions for the received SNRs and their corresponding moments, MGF, and CDF are established.

A. System Model

1) One-Way Relaying: Fig. 1–a) depicts the system model of one-way relaying with single AF relay. The transmission period from the source S to the destination D consists of two consecutive phases. During the first transmission phase, the source transmits the signal to the relay R. During the second phase, the source keeps silent while the CSI-assisted relay amplifies its received signal and forwards it to the destination. Let the instantaneous SNRs at two consecutive hops be $\gamma_1$ (S → R) and $\gamma_2$ (R → D), respectively. Then, the end-to-end SNR from the source to the destination relay (S → R → D) is as given in [3], [8], [9], [15], [17], namely,

$$\gamma_0 = \frac{\gamma_1 \gamma_2}{\gamma_1 + \gamma_2},$$  \hfill (25)

where the subscript “D” of $\gamma_0$ refers to the destination D in one-way relaying system.

2) Two-Way Relaying: In the two-way relaying system shown in Fig. 1–b), one data exchange between the users S1 and S2 is performed with the assistance of the relay R during two consecutive phases: multi-access (MAC) phase and broadcast (BC) phase. During the MAC phase, S1 and S2 simultaneously transmit signals to the relay. During the BC phase, the CSI-assisted relay amplifies its received signal and broadcasts it to both users. With the principle of channel reciprocity over flat fading, the SNR at the forward link (S1 → R) is identical to that at the backward link (R → S1), which is denoted by $\gamma_1$ as defined above in one-way relaying system. Similarly, the SNR at the link between R and S2 is denoted by $\gamma_2$ as defined above. Then, the received SNRs of the users S1 and S2 are respectively given by [2], [10], [18]

$$\gamma_{S1} = \frac{\gamma_1 \gamma_2}{\gamma_1 + \gamma_2}, \quad \gamma_{S2} = \frac{\gamma_1 \gamma_2}{\gamma_1 + 2\gamma_2}. \hfill (26)$$

It is assumed that the channels at the two hops are subject to Nakagami-$m$ fading with fading shape parameters $m_1$, $m_2 \geq 0.5$, respectively. Consequently, the instantaneous SNR pertaining to each hop is of Gamma distribution such that $\gamma_i \sim G(m_i, \frac{\bar{\gamma}_i}{m_i})$, $i = 1, 2$, where $\bar{\gamma}_i$ denotes the average SNR. Unlike the open literature [15], [16], [18], the framework proposed in this paper applies to arbitrary Nakagami-$m$ fading scenarios without any limitation on the values of $m_1$, $m_2$, $\bar{\gamma}_1$, and $\bar{\gamma}_2$.

B. General Expressions for the Received SNRs and Their Related Statistics

Recalling the definition (1) of the weighted harmonic mean of two variables, it is clear that the received SNRs in (25) and (26) can be expressed in a general form:

$$\gamma_j = \frac{1}{a_j + b_j} H_w(\gamma_1, \gamma_2), \quad j \in \{D, S_1, S_2\} \hfill (27)$$

where the weights $(a_0, b_0) = (1, 1)$, $(a_{s_1}, b_{s_1}) = (1, 2)$, and $(a_{s_2}, b_{s_2}) = (2, 1)$. Therefore, based on the mathematical statistics (4), (11), and (24) developed in Section II, the $n$th-order moment, the MGF, and the CDF of $\gamma_j$ can be shown to be expressed as

$$\mathbb{E}[\gamma_j^n] = \frac{\mathbb{E}[H_w^n]}{(a_j + b_j)^n}, \hfill (28)$$

$$M_{\gamma_j}(s) = M_{H_w} \left( \frac{s}{a_j + b_j} \right), \hfill (29)$$

and

$$F_{\gamma_j}(x) = F_{H_w} \left( (a_j + b_j)x \right), \hfill (30)$$

respectively.

Besides the one-way and two-way relaying under study in this paper, thanks to the generality of the proposed framework, it can be applied in other related areas. For illustrative purposes, the following remarks outline two possible extensions in relaying systems.

Remark 3: (Extension to the dual-hop relaying scenario with optimal power allocation) In the system model described in Section III-A, all source/relaying nodes use the same transmit power levels. If different nodes have different transmit powers, on the other hand, the only difference in the ensuing received SNRs lies in the coefficients of $\gamma_1$ and $\gamma_2$ in the denominators of (25) and (26). In such case, the general expressions (27)–(30) still hold.

Remark 4: (Extension to the scenario of multi-hop relaying) In the present paper, our focus is on dual-hop relaying. Nevertheless, the proposed moments-based methodology can be extended to analyze multi-hop CSI-assisted relaying. Indeed, in multi-hop scenario, the end-to-end SNR is still determined by the harmonic mean of the SNRs at the individual hops, and a similar application in multi-hop blind relaying can be found in [34].

IV. APPLICATIONS: SYSTEM PERFORMANCE ANALYSIS

Having developed the general expressions for the received SNRs and their related statistics, we now apply these general statistical expressions (28)–(30) to analyze and compare system performance of one-way and two-way CSI-assisted AF relaying, in terms of outage probability, ASEP, and achievable data rate.
A. Outage Probability

As an important performance measure of wireless communication systems, outage probability is defined as the probability that the instantaneous received SNR falls below a predefined threshold \( \gamma \). This SNR threshold guarantees the minimum quality-of-service (QoS) requirement of served users. By definition, evaluating the CDF (30) of the received SNR at \( \gamma_j = \gamma_{th} \), we immediately obtain the outage probability of user \( j \). Mathematically, the outage probability of user \( j \), \( \gamma \in \{ D, S_1, S_2 \} \), is given by

\[
P_j(\gamma_{th}) = \Pr \{ \gamma_j < \gamma_{th} \} = F_{\gamma_j}(\gamma_{th}).
\]  

(31)

For the one-way relaying system under study, there is only one destination and, thus, its outage probability is identical to the outage probability of the destination. That is,

\[
P_{\text{outage}}^{\text{1way}}(\gamma_{th}) = P_D(\gamma_{th}),
\]  

(32)

where the subscript “1way” of \( P_{\text{outage}}^{\text{1way}}(\gamma_{th}) \) stands for the one-way relaying system.

For the two-way relaying system, there are two users \( S_1 \) and \( S_2 \) exchanging data simultaneously. Therefore, unlike one-way relaying, there are two different ways to define the outage probability of two-way relaying. One is defined as the mean of the outage probabilities of both users, and the other is defined as the probability that either \( S_1 \) or \( S_2 \) suffers outage. Clearly, the latter is more stringent than the former. Notice that the outage events \( \gamma_{S_1} < \gamma_{th} \) and \( \gamma_{S_2} < \gamma_{th} \) are dependent, since both \( \gamma_{S_1} \) and \( \gamma_{S_2} \) are functions of \( \gamma_1 \) and \( \gamma_2 \). Therefore, the outage probability of two-way relaying system is given by

\[
P_{\text{outage}}^{\text{2way}}(\gamma_{th}) \triangleq \Pr \{ \gamma_{S_1} < \gamma_{th} \text{ or } \gamma_{S_2} < \gamma_{th} \} \leq F_{\gamma_{S_1}}(\gamma_{th}) + F_{\gamma_{S_2}}(\gamma_{th}) - F_{\gamma_{S_1}}(\gamma_{th})F_{\gamma_{S_2}}(\gamma_{th}),
\]  

(33)

where the subscript “2way” of \( P_{\text{outage}}^{\text{2way}}(\gamma_{th}) \) refers to the two-way relaying system. Furthermore, when the channel fading at two consecutive hops are non-symmetric (i.e. their fading parameters \( m_1 \) and \( m_2 \) are different), the outage probabilities of users \( S_1 \) and \( S_2 \) are non-symmetric and, thus, (34) can be approximately given by

\[
P_{\text{outage}}^{\text{2way}}(\gamma_{th}) \approx \max \{ F_{\gamma_{S_1}}(\gamma_{th}), F_{\gamma_{S_2}}(\gamma_{th}) \}. 
\]  

(35)

For the purposes of comparison, the previously reported expressions for the outage probability of one-way and two-way relaying under the particular scenario with integer Nakagami-m fading parameters, are briefly reproduced below. Specifically, for one-way relaying, the exact outage probability under the scenario with integer fading parameters \( m_1 \) and \( m_2 \) is shown as Eq. (36) at the top of the next page [9, Eq. (2)], where the parameter \( C(n, k, l) \) is defined as Eq. (37) at the top of the next page. On the other hand, for user \( S_1 \) in the two-way relaying system under the scenario with integer fading parameters \( m_1 \) and \( m_2 \), the outage probability is given by Eq. (38) at the top of the next page [10, Eq. (4)]. Using a similar approach, the outage probability of user \( S_2 \) can be readily obtained.

Figure 3 depicts the outage probability of one-way and two-way relaying systems as well as that for users \( S_1 \) and \( S_2 \), as a function of the average SNR in dB at the relaying node. In the simulations, the fading parameters are non-symmetric with integer values \((m_1, m_2) = (1, 3)\) where \( m_1 < m_2 \), and the outage threshold is set to 0dB. For the one-way relaying case, three different results of outage probability, namely, the simulation results, the exact numerical results using (36), and the Padé approximant computed by (30) as well as (24), are compared. It is observed that these results are in perfect agreement with each other. Similarly, for the outage probability of user \( S_1 \) in the two-way relaying system, the simulation results, the exact numerical results of (38), and the Padé approximant coincide perfectly with each other.

On the other hand, from Fig. 3, it is observed that user \( S_1 \) in the two-way system suffers from higher outage probability than the one-way system in the low and medium SNR regions, due to the lower received SNR. However, in the high SNR region, their outage probabilities are almost the same. This is because, when the channel fading at two consecutive hops are non-symmetric with \( m_2 > m_1 \) (implying \( \gamma_2 > \gamma_1 \)), the limits of the received SNRs of user \( D \) in the one-way system and user \( S_1 \) in the two-way system are identical. That is, \( \lim_{\gamma_2 \to \infty} \gamma_{D_1} = \lim_{\gamma_2 \to \infty} \gamma_{S_1} = \gamma_1 \) and \( \lim_{\gamma_2 \to \infty} \gamma_{S_1} = \lim_{\gamma_2 \to \infty} \frac{\gamma_{D_1}}{\gamma_{D_1} + \gamma_2} = \gamma_1 \). Then, we can see that the outage probability of user \( S_2 \) is always higher than that of user \( S_1 \), due to the lower received SNR (cf. (26) where \( \gamma_{S_2} < \gamma_{S_1} \) if \( \gamma_1 < \gamma_2 \)). Finally, Fig. 3 shows that the outage probability of two-way relaying system is the highest and it is almost the same as that of user \( S_2 \) in the medium and high SNR regions, as expected according to (35).

Figure 4 shows the outage probability under the scenario with non-integer Nakagami fading parameters where \( m_1 > m_2 \), considering \((m_1, m_2) = (2.5, 1.1)\). It is seen that,
The outage probability of two-way relaying systems is dominated by the probability of user $S_1$, and the outage probability of the two-way relaying system is dominated by that of user $S_2$. Consequently, the outage probability of two-way relaying systems is dominated by user $S_1$ who has lower received SNR.

for either one-way relaying or users $S_1$ and $S_2$ in two-way relaying system, the numerical results of Padé approximant are perfectly consistent with the simulation results, which illustrates the effectiveness of the preceding analysis. On the other hand, it is observed that user $S_2$ has lower outage probability than user $S_1$, and the outage probability of the two-way system is dominated by that of user $S_1$. Combining the observations in Figs. 3 and 4, we conclude that the outage probability of two-way relaying systems is dominated by the user whose channel fading is less severe (that is, the user associated with larger fading parameter). This conclusion is completely opposite to what one would expect. The reason behind lies in the fact that, if $m_1 \gg m_2$ or equivalently $\gamma_1 \gg \gamma_2$, we have $\lim_{\gamma_1 \to \infty} \gamma S_1 = \lim_{\gamma_1 \to \infty} \frac{\gamma_1}{\gamma_2} = \frac{1}{2} \gamma_2$ and $\lim_{\gamma_1 \to \infty} \gamma S_2 = \lim_{\gamma_1 \to \infty} \frac{\gamma_1}{\gamma_1 + \gamma_2} = \gamma_2$. Consequently, the outage probability of two-way relaying systems is dominated by user $S_1$ who has lower received SNR.

\[ P_{1_{\text{way}}}^{\text{exact}}(\gamma_{th}) = 2 \exp \left[ -\left( \frac{m_1}{\gamma_1} + \frac{m_2}{\gamma_2} \right) \gamma_{th} \right] \sum_{n=0}^{m_1-1} \sum_{k=0}^{m_2-1} \frac{1}{n!} \frac{1}{k!} \gamma_{th}^{n-k} \frac{m_1}{m_1}^n \frac{m_2}{m_2}^k K_{n-k+1} \left( 2 \sqrt{\frac{m_1 m_2}{\gamma_1 \gamma_2}} \gamma_{th} \right). \] (36)

\[ C(n, k, l) \equiv (l! n! (k-l)! (m_1 - n - 1)!)^{-1} \left( \frac{\gamma_1}{m_1} \right)^{\frac{1}{2}(n-l+2m_1)} \left( \frac{\gamma_2}{m_2} \right)^{\frac{1}{2}(l-n-2k)}. \] (37)

\[ P_{S_1}^{\text{exact}}(\gamma_{th}) = 1 - 2 \left( \frac{m_1}{\gamma_1} \right)^{m_1} \frac{m_2 - 1}{\Gamma(m_1) \Gamma(m_2)} \exp \left[ -\left( \frac{m_1}{\gamma_1} + \frac{m_2}{\gamma_2} \right) \gamma_{th} \right] \times \sum_{q=0}^{m_1-1} \sum_{k=0}^{m_2-1} \frac{1}{q!} \frac{1}{k!} \gamma_{th}^{q-k} \left( \frac{m_1}{m_1} \right)^q \left( \frac{m_2}{m_2} \right)^k \times \gamma_{th}^{m_1+q} \left( \frac{2 m_2}{\gamma_2} \right)^{q+1} K_{p-k+1} \left( 2 \sqrt{\frac{m_1 m_2}{\gamma_1 \gamma_2}} \gamma_{th} \right). \] (38)

B. Average Symbol Error Probability

Average symbol error probability (ASEP) is one of the most commonly used performance measures of wireless communication systems. By definition, ASEP is computed by integrating the conditional symbol error probability over the PDF of the received SNR. On the other hand, ASEP can be analyzed by using the MGF of the received SNR. Herein, we take the $M$-PSK constellation for instance since it is extensively adopted in real wireless systems, such as 3GPP long-term evolution (LTE) systems.

For the coherently detected $M$-PSK, with the MGF $M_{\gamma_j}(s)$ of the received SNR, the ASEP of user $j, j \in \{D, S_1, S_2\}$ is given by [38, Eq. (8.23)]:

\[ \bar{P}_j = \frac{1}{\pi} \int_0^\pi M_{\gamma_j} \left( \frac{g_{\text{PSK}}}{\sin^2 \Theta} \right) d\Theta, \] (39)

where $g_{\text{PSK}} = \sin^2(\pi/M)$ and $\Theta = (M - 1)\pi/M$. Furthermore, an accurate approximation of the ASEP can be obtained by substituting the closed-form MGF given by (29) in conjunction with (11) into the following expression [39, Eq. (10)]:

\[ \bar{P}_j \approx \left( \frac{\Theta}{2\pi} - \frac{1}{6} \right) M_{\gamma_j} \left( g_{\text{PSK}} \right) + \frac{1}{4} M_{\gamma_j} \left( \frac{4 g_{\text{PSK}}}{\sin^2 \Theta} \right). \] (40)

Therefore, applying (29) to (40), the ASEP of user $j, j \in \{D, S_1, S_2\}$, can be given by

\[ \bar{P}_j \approx \left( \frac{\Theta}{2\pi} - \frac{1}{6} \right) M_{\mathcal{H}_w} \left( \frac{g_{\text{PSK}}}{a_j + b_j} \right) + \frac{1}{4} M_{\mathcal{H}_w} \left( \frac{4 g_{\text{PSK}}}{3(a_j + b_j)} \right) + \left( \frac{\Theta}{2\pi} - \frac{1}{4} \right) M_{\mathcal{H}_w} \left( \frac{g_{\text{PSK}}}{(a_j + b_j) \sin^2 \Theta} \right). \] (41)

Also, it is clear that the ASEP of one-way relaying system is equal to the ASEP of the destination $D$. On the other hand, the ASEP of two-way relaying system is defined as the mean
of the ASEPs of users $S_1$ and $S_2$. In summary, the ASEPs of one-way and two-way relaying systems are given by

$$P_{1\text{way}} = P_D$$

and

$$P_{2\text{way}} = \frac{1}{2} (P_{S1} + P_{S2}),$$

respectively.

Figure 5 compares the ASEPs of one-way and two-way relaying systems as a function of the average SNR in dB at the relaying node. Moreover, the ASEPs of users $S_1$ and $S_2$ in two-way relaying system are plotted in the same figure for comparison purposes. In the simulations, the channel fading parameters at two hops are non-symmetric with integer values $(m_1, m_2) = (1, 4)$ and QPSK constellation is implemented. It is observed that the one-way relaying yields the lowest ASEPs since it has the highest received SNR. For user $S_1$ in two-way relaying system, higher ASEPs is obtained, in comparison with one-way relaying in the low and medium SNR regions. However, in the high SNR region, they have almost the same ASEPs. On the other hand, the ASEP of user $S_2$ in two-way system is always significantly higher than that of user $S_1$. The reasons behind are similar to that for outage probability discussed in the preceding subsection. Furthermore, it is seen that the ASEPs of two-way relaying is consistently higher than that of one-way relaying, and it lies between the ASEPs of users $S_1$ and $S_2$, as expected according to (43).

On the other hand, Fig. 6 compares the ASEPs of one-way and two-way relaying under symmetric fading channels (i.e. the Nakagami fading parameters at two consecutive hops are identical) with non-integer fading parameters $(m_1, m_2) = (2.5, 2.5)$. Clearly, when $m_1 = m_2$, the received SNRs of users $S_1$ and $S_2$ are symmetric and, thus, their ASEPs are the same and identical to the ASEP of two-way relaying system. Therefore, unlike Fig. 5, Fig. 6 shows only the ASEPs of one-way and two-way systems while the ASEPs of users $S_1$ and $S_2$ are ignored. In this figure, it is seen that the ASEP of two-way relaying is always higher than that of one-way counterpart, due to its lower received SNR. As a final observation here, we note that from both Fig. 5 and Fig. 6, the analytical results coincide very well with the simulation results, demonstrating the effectiveness of our preceding analysis.

### C. Achievable Data Rate

Based on the seminal Shannon theorem, the maximum achievable data rate of user $j$, $j \in \{D, S_1, S_2\}$, is given by

$$R_j = \mathbb{E}\{\log_2(1 + \gamma_j)\} \leq \log_2(1 + \mathbb{E}\{\gamma_j\}),$$

(44)

where we used the Jensen’s inequality and the fact that the logarithm function is strictly concave to reach the inequality in (44), which implies that the first-order moment $\mathbb{E}\{\gamma_j\}$ given by (28) with $n = 1$ can be exploited to obtain an upper bound on the achievable data rate. Furthermore, applying the Taylor series expansion to $\log_2(1 + \gamma_j)$ with respect to $1 + \mathbb{E}\{\gamma_j\}$, we get

$$R_j = \frac{1}{\ln(2)} \mathbb{E}\left\{ \sum_{n=0}^{\infty} \frac{\gamma_j - \mathbb{E}\{\gamma_j\}}{n!} \ln^n(1 + \mathbb{E}\{\gamma_j\}) \right\}$$

$$= \frac{1}{\ln(2)} \ln(1 + \mathbb{E}\{\gamma_j\}) - \frac{\mathbb{E}\{\gamma_j^2\} - \mathbb{E}\{\gamma_j\}^2}{2\ln(2)(1 + \mathbb{E}\{\gamma_j\})^2} + O((\gamma_j - \mathbb{E}\{\gamma_j\})^3),$$

(45)

where the moments $\mathbb{E}\{\gamma_j\}$ and $\mathbb{E}\{\gamma_j^2\}$ can be easily computed as per (28) as well as (7) and (8).

For the dual-hop AF relaying system under study, the achievable data rate is defined as the statistical mean of the instantaneous mutual information between the source and the destination, in the unit of bit/s/Hz. Specifically, for one-way relaying, since two transmission phases are involved for only one data transmission from the source to its destination, the achievable data rate is given by

$$C_{1\text{way}} = \frac{1}{2} R_D.$$
One the other hand, for two-way relaying, two users exchange data simultaneously during two transmission phases and, thus, the achievable data rate is given by [2, Eq. (20)]

$$C_{\text{2way}} = \frac{1}{2} (R_{S1} + R_{S2}).$$

Since computing $R_j$, $j \in \{D, S_1, S_2\}$, as per (45) involves only the first-order and second-order moments of the received SNR, the expressions given in (46) and (47) are referred to as the second-order moment approximation to the achievable data rate. Also, comparing (26) with (25) shows that the second-order moment approximation to the achievable data rate over one-way relaying is upper bounded by

$$\eta = \frac{C_{\text{2way}}}{C_{\text{1way}}} < 2.$$  

Notice that in appearance, (46) and (47) seem similar to each other. In essence, however, (47) reflects the inherent superiority of two-way relaying over its one-way counterpart in terms of achievable data rate. That is, the technique of two-way relaying is able to double the achievable data rate compared to one-way relaying while using the same amount of system resources. This is indeed the starting point of the idea of two-way relaying originally proposed in [2]. Nevertheless, there is no definite answer in the open literature to the following important question: what conditions must be met in order to double the achievable data rate? The proposed framework enables to answer this question in a simple and unified way. Specifically, the following results show that only when the SNR is very high can two-way relaying double the achievable data rate compared to one-way relaying for the same channel conditions, i.e. $\eta$ in (48) approaches its upper bound 2.

The accuracy of (46)–(47) is examined in Fig. 7, in comparison with simulation results. This figure shows the achievable data rate of one-way/two-way relaying versus the average SNR in dB at the relaying node, considering integer or non-integer Nakagami-$m$ fading parameters. It is observed that the numerical results of achievable data rate given by (45) coincide very well with the simulation results. Furthermore, two-way relaying always achieves higher achievable data rate than the one-way relaying, since the simultaneous transmissions by the two users in the former benefits improving spectral efficiency significantly.

In order to gain more insights into the relationship of achievable data rate between one-way and two-way relaying systems, Fig. 8 depicts the ratio of the achievable data rate of two-way relaying to that of its one-way counterpart, based on the same simulation settings as Fig. 7. It is observed that the data-rate ratio improves with increasing average SNR and it approaches the upper bound (48) at high SNR. Furthermore, compared to the case with $(m_1, m_2) = (1, 2)$, the slightly steeper slope of the curve pertaining to the case where $(m_1, m_2) = (4.2, 3.5)$ implies that the gain of data-rate ratio improves when the values of channel fading parameters become larger, thus, the intersection of both curves in Fig. 8. However, it is observed that the improvement is not significant even if the values of the fading parameters vary a lot. In conclusion, the superiority of two-way relaying over one-way relaying in terms of achievable data rate becomes significant in the high SNR region, and it is slightly influenced by the values of channel fading parameters.

Remark 5: The technique of the second-order moment approximation to achievable data rate was also demonstrated to be highly effective in one-way semi-blind AF relaying systems [14], [23]. On the other hand, a unified MGF-based approach for computing the achievable data rate over general fading channels was recently developed in [40, Eq. (7)]. Unfortunately, even with the simple Padé approximant (23) to the MGF, the unified MGF-based approach cannot be applied here and it is expected that no closed-form expression pertaining to achievable data rate can be derived in terms of common special functions.

V. CONCLUSIONS

In this paper, a unified framework was developed to analyze and compare system performance of one-way and two-way
CSI-assisted AF relaying over arbitrary Nakagami-$m$ fading channels. The framework is rooted in the moments of the weighted harmonic mean of two Gamma variables and the theory of Padé approximants. Our results reveal that the superiority of two-way relaying over its one-way counterpart in terms of achievable data rate becomes overwhelming in the high SNR region, and that it is slightly influenced by the values of channel fading parameters. However, two-way relaying suffers from higher outage probability and ASEP than its one-way counterpart in the whole SNR range under consideration. In addition, the outage probability and ASEP of two-way relaying are dominated by the user whose channel fading is less severe. The proposed framework and resultant performance analysis benefit the community understanding and comparing one-way with two-way relaying over general fading channels in a simple and unified way. Furthermore, the framework can be extended to other related areas, such as the dual-hop relaying scenario with optimal power allocation and the scenario of multi-hop relaying.

APPENDIX A

PROOF OF THEOREM 1

Let $X_1$ and $X_2$ be two i.n.i.d random variables distributed as $X_i \sim G(\alpha_i, \beta_i)$, $i = 1, 2$. Then, by the definition (1), the $n$-th moment of the weighted harmonic mean of $X_1$ and $X_2$ can be computed as Eqs. (49)–(51) at the top of the next page, where we used [27, vol. 1, Eq. (2.3.69)] to derive (51), with $\Psi(a, b; x)$ being the Tricomi confluent hypergeometric function [22, Eq. (9.210)].

Then, substituting the PDF (3) into (51), we obtain Eqs. (52)–(53) at the top of the next page. Subsequently, applying [22, Eq. (7.621.6)] to (53) yields the following expressions:

1) Case I ($b\beta_1 \leq a\beta_2$): The $n$-th moment of $H_w$ is given by Eq. (54) in the middle of the next page.
2) Case II ($b\beta_1 > a\beta_2$): The $n$-th moment of $H_w$ is given by Eq. (55) in the middle of the next page.

Finally, combining (54) with (55) and performing some algebraic manipulations lead to the intended (4).

APPENDIX B

PROOF OF THEOREM 2

By virtue of the definition (1), in order to obtain the MGF of the weighted harmonic mean of $X_1$ and $X_2$, we first derive the MGFs of its components $\frac{a}{(a+b)X_1}$ and $\frac{b}{(a+b)X_2}$. Based on the PDF of $X_i$ shown in (3), the MGF of $\frac{a}{(a+b)X_1}$ is obtained as Eq. (56) at the bottom of the next page, where we used [22, Eq. (3.471.9)] to derive (56).

Similarly, the MGF of $\frac{b}{(a+b)X_2}$ can be derived and it is expressed as

$$M_2(s) = \frac{2}{\Gamma(a_2)} \left( \frac{bs}{(a+b)\beta_2} \right)^{\frac{1}{a_2}} \times K_{a_2} \left( 2 \sqrt{\frac{bs}{(a+b)\beta_2}} \right).$$

(57)

Then based on (56)–(57) and using [29, Eq. (7)], after some algebraic manipulations, the MGF of the weighted harmonic mean of $X_1$ and $X_2$ can be given by Eq. (58) at the bottom of the next page, where the constants $k_1$ and $k_2$ were previously shown in (12), $J_i(x)$ denotes the first-order Bessel function of the first kind [22, Eq. (8.402)] and $K_i(x)$ is the $i$-th order modified Bessel function of the second kind [22, Eq. (8.432.6)]. Subsequently, applying [27, vol. 2, Eq. (2.16.43.1)] to (58) and performing some algebraic manipulations yield the desired (11).
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\mathbb{E}\{H_w^n\} = B(n + \alpha_1, n + \alpha_2) \frac{\left( a + b \right)^n \Gamma(n + \alpha_1 + \alpha_2)}{\Gamma(\alpha_1) \Gamma(\alpha_2)} \left( \frac{\beta_2}{b} \right)^\alpha_1 \left( \frac{a \beta_2}{\beta_1} \right)^\alpha_1 \times _2 F_1 \left( n + \alpha_1, n + \alpha_1 + \alpha_2; 2n + \alpha_1 + \alpha_2; 1 - \frac{a \beta_2}{\beta_1} \right).
\end{equation}
\begin{equation}
M_1(s) = \frac{1}{\beta_1^{\alpha_1} \Gamma(\alpha_1)} \int_0^\infty \exp \left( \frac{-as}{(a + b)x} \right) x^{\alpha_1 - 1} \exp \left( -\frac{x}{\beta_1} \right) \, dx
\end{equation}
\begin{equation}
= \frac{1}{\beta_1^{\alpha_1} \Gamma(\alpha_1)} \int_0^\infty x^{\alpha_1 - 1} \exp \left[ -\frac{as}{(a + b)x} - \frac{x}{\beta_1} \right] \, dx
\end{equation}
\begin{equation}
= \frac{2}{\Gamma(\alpha_1)} \left( \frac{as}{(a + b) \beta_1} \right)^{\alpha_1} K_{\alpha_1} \left( 2 \sqrt{\frac{as}{(a + b) \beta_1}} \right).
\end{equation}
\begin{equation}
M_{H_w}(s) = 1 - \frac{8 k_1^{\alpha_1} k_2^{\alpha_2}}{\Gamma(\alpha_1) \Gamma(\alpha_2)} \sqrt{s} \int_0^\infty x^{\alpha_1 + \alpha_2} J_1 \left( 2 \sqrt{s} x \right) K_{\alpha_1} (2k_1 x) K_{\alpha_2} (2k_2 x) \, dx.
\end{equation}
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